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1 Pre - Introduction

Before starting, | would like to ask reader’s opinion about the truth/falsity of certain NL statements. The
statements are about figures depicting dots connected to stars. In the figures, we distinguish between dots
and stars that are connected, i.e. such that every dot is connected with at least one star and every star is
connected with at least one dot, and dots and stars thabi@tty connected, i.e. such that every dot is
connected to every star. For instance, in (1), the dotgls, andds are connected with the stass, so,

andss (on the left) whileds andds aretotally connected withsy, s5, andsg (on the right).

1

( ) dlo *Sl d4o *54
dse * S2 * S5
dse * S3 dae * Se

given these premises, is it true that in the next fidugss than half of the dots are totally connected with
exactly three stara (do not read below before answering)

2
( ) d *Sl dgo
Le d4. *84
* S2 d
50 S
dQ‘ %53 d60 * S5

| do think that the answer is yes. The same answer has been given by several friends/colleagues that were
asked to judge the example. In fact, the figure does contain two gatsddd, which are less than half

of all the dots in the figure, and they are both connected with three same;starsasd .

Now, is it true in (3) thafFew dots are totally connected with few stars?

die 51 dse *S3 doe x5 % Sg
dye d7e *Se dg o<
dQ' 52 d50 * 5 dg. * S7 *So

It is somehow harder to provide an answer to this second question. At first sight, it seems the sentence is
false, or at least ‘strange’: no English speaker would ever utter that sentence in that context, whatever he
wants to describe.

We are ready now to explore the proposals that aimed at formally defining the truth conditions of
sentences as the two ones above. In the literature, most logical approaches to the problem state that the

3)
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two sentences are both false in contexts (2) and (3). In (Robaldoa®0f¥awing from (Sher, 1997), |
proposed a new alternative where they are both evaluated as truenls sken that neither proposals
is completely satisfatory. The present paper proposes a “pragmatisiaewf (Robaldo, 2009a) that
achieves — what are claimed to be — the proper truth values of such semtenc

2 Introduction

In the Pre-Introduction, it has been asked to judge the truth values of tveehtences according to their
‘Scopeless interpretation’, termed in (Robaldo, 2009a) as ‘IndepeBsatilS) reading’. In constrast, in
a linear reading one of the sets may vary on the entities in the other one. ApkexiaEach boy ate two
apples whose preferred reading is a linear reading whgaehoutscopegwo, i.e. where each boy ate
two differentapples. Four kinds of IS readings have been identified in the literatora,(f8cha, 1981).

4) a. Branching Quantifier readings, e.g. Two students of mine have seen three drug-
dealers in front of the schoo{Robaldo, 2009a)

b. Collective readings e.g. Three boys made a chair yesterdéakanishi, 2007)
c. Cumulative readings, e.g.Three boys invited four girlyLandman, 2000)

d. Cover readings e.g. Twenty children ate ten pizza@ratzer, 2007)

The preferred reading of (4.a) is the one where there are exactlystwdents and exacly three drug-
dealers and each of the students saw each of the drug-dealers. NoteeS®are the truth values
assigned to (1)-(3) when dots and stars are asked totaly connected. (4.b) may be true in case
three boys cooperated in the construction of a single chair. In the préferading of (4.c), there are
three boys and four girls such that each of the boys invited at leastidnargl each of the girls was
invited by at least one boy. These are the truth values assigned to (h)deteand stars are asked to
be connected, possibly not totally. Finally, (4.d) allows for any sharintgofpizzas between twenty
children. In Cumulative readings, the single actions are carried oatdogic individuals only, while in
(4.d) it is likely that the pizzas are shared among subgroups of childogringtanceThree children ate
five pizzass satisfied by the following extension afe’ (‘@' is the standard sum operator (Link, 1983)):

(5) HatelHM = {{c1Bcades, p1®p2), (cades, ps®pa), (c3, p5)}

In (5), childrency, c2, andcs (cut into slices and) share pizzasandps, co andes (cut into slices and)
shareps andp,, andcs also ate pizzas on his own.

Branching Quantifier readings have been the more controversial Bgghelli et al., 1997) and
(Gierasimczuk and Szymanik, 2009)). Many authors claim that thoséngsadre always subcases of
Cumulative readings, and they often co-occur with certain adverbs,(®89), (Schein, 1993). In fact,
in the Pre-Introduction, in order to force such a reading on (1)-(3ya& necessary to add the adverb
totally to the verbconnected Collective and Cumulative readings have been largely studied; sea,(Sch
1981), (Link, 1983), (Beck and Sauerland, 2000), and (Benafwd Winter, 2003).

However, the focus here is on Cover readings. This paper assurok®wirig (van der Does, 1993),
(van der Does and Verkuyl, 1996), (Schwarzschild, 1996), (kra2007) — that they atbelS readings,
of which the three kinds exemplified in (4.a-c) are merely special cases.ndime “Cover readings”
comes from the fact that their truth values are traditionally captured in terr@owdrs. A Cover is a
mathematical structure defined with respect to one or more sets. With réspect setsS; and.S,, a
CoverCov is formally defined as:

In (4.a-d) “two/three/ten/etc.” are interpreted asActlytwo/three/ten/etc.” as in (Scha, 1981). That is actually a pragmatic
implicature, as noted in (Landman, 2000), pp.224-238.

2In line with (Landman, 2000), pp.129, and (Beck and Sauerland,)2680(3), that explicitly define Cumulative readings
as statements among atomic individuals only.
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(6) A CoverCovis asubset ofov; x Cove, whereCov; C p(S1) andCova C (S2) S.t.

a. Vs1 € S1, Jecovy, € Covy S.t.s1 € covy, andVsy € Ss, Jcoves € Covg S.t. 59 € covs.
b. Veov, € Covy, Jeovy € Covg S.t. (covy, covy) € Cov.
C. Yeovg € Covy, Jcovy € Covy S.t. (covy, covs) € Cov.

Covers may be denoted by 2-order variables called “Cover variabM&'.may then define a meta-
predicateCover that, taken a Cover variablé and two unary predicateB; and P,, asserts that the
extension of the former is a Cover of the extensions of the latter:

(7 Cover(C, P, P») <
V1 3,[C (X1, X2) =V 0 [((71 € X1) A (22 C X2))—=(Pr(71) A Pa(w2))]] A
Vo, [ Pr(z1) = 3x, %[ (21 € X1) A C(X1, X2) 1] A
Vao[ Pa(w2) — Ix,x,[ (w2 C X2) A O(Xy, X2) 1]

Thus, it is possible to decouple the quantifications from the predicationis.isTdone by introducing
two relational variables whose extensions includedtemicindividuals involved. Another relational
variable that covers them describes how the actions are actually don&stance, in (5), in order to
evaluate as true the variant of (4.d), we may introduce three vari&b)d%, andC such that:

||P1HM = {c1,c2,c3} HP2||M = {p1,p2,P3,P4,P5}
[CIM = { {c1® caBes, piDpa), (coBes, p3®pa), (c3, ps) }

The above extensions 6, P,, andC satisfyCover(C, Py, P).

Among the Cover approaches mentioned above, an interesting one isa@sbkild, 1996).
Schwarzschild discusses numerous NL sentences where the identifafaiomers appears to be prag-
matically determined, rather than existentially quantified. In other words, in tiheufae the value of
the Cover variables ought to be provided by an assignme@ne of the examples mostly discussed in
(Schwarzschild, 1996) is:

(8) a. The cows and the pigs were separated.
b. The cows and the pigs were separatedording to color

The preferred reading of (8.a) is the one where the cows were sepdram the pigs. However, that
is actually an implicature that may be rewritten as in (8.b), where the separatioh @me by race.
Examples like (8) are used by (Schwarzschild, 1996) in order to argaiest the existence of groups
and the overgeneration of readings, extensively advocated by rfthamcd2000). Schwarzschild claims
that the NP in (8.a) must correspond to a unary predicate whose exténsi@nset ofndividual cows
and pigs, while the precise separation is described by a contextuallpalmeCover variable. Similarly,
in (4.c) the Cumulative interpretation is preferred as in real contexts invitatiom usually thought as
actions among pairs of persons. But it may be the case that two or moretisstivelyinvited two
or more girls. On the other hand, in (4.a) the fact that each student sémdeag-dealer seems to be
favoured by the low value of the numerals. If the sentence st all of my students have seen
several drug-dealers in front of the schottle preferred reading appears to be Cumulative.

The next section illustrates a final component needed to build whole forrfauleepresenting Cover
readings. This is the requirement of Maximal participancy of the witnessesgtsthe Maximal partic-
ipancy of P, and P’s extension in the formula representing the meaning of the variant of (.d)ll
be also shown that there are two possible ways to maximize the witneskeealy andGlobally. The
former predicts that both examples in (2) and (3) are true, while the lattéicpg¢hat they are both false.
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3 The Maximality requirement

The previous section showed that, for representing IS readings, it éssey to reify the witness sets
into relational variables aB; and P,. Separately, the elements of these sets are combined as described
by the Cover variables, in order to assert the predicates on the cpaiesbf (possibly plural) individu-
als. Conversely, it is not possible to represent an IS reading by negtargifiers into the scope of other
quantifiers, as it is done in the standard Generalized Quantifier (GQ)agp(Keenan and Westeiht,
1997), because the set of entities quantified by the narrow-scopéfagramould vary on each entity
guantified by the wide-scope one.

As argued by (van Benthem, 1986), (Kadmon, 1987), (Sher, 1996&r, 1997), (Spaan, 1996), (Steed-
man, 2007), (Robaldo, 2009a), and (Robaldo, 2009b) the relatianables must, however, bdaxi-
mizedin order to achieve the proper truth values with any quantifier, regarttiéss monotonicity. To
see why, let us consider sentences in (9), taken from (Robaldoa®@@ét involve a single quantifier.

(9) a. Atleasttwo men walk.
b. At most two men walk.

c. Exactly two men walk.

In terms of reified relational variables, it seems that the meaning of (9.a-cjepegsented via (10.a-c),
where=2, =2, and=2 are, respectively, an % an M|, and a non-M Generalized Quantifier.

(10)  a.IP[Z2(man’(x), P(x)) AV.[P(z)—walk (z)] ]
b. AP[ =2, (man’(x), P(z)) A V. [P(x)—walk'(z)] ]
c. IP[72,(man’(x), P(z)) AVy[P(x)—walk'(z)] ]

Only (10.a) correctly yields the truth values of the corresponding semteiio see why, consider a
model in which three men walk. In such a model, (10.a) is true, while (10.beclatse. Conversely,
all formulae in (10) evaluate to true, as all of them allow to choBssuch that| P||™ is a set of two
walking men. Therefore, we cannot allow a free choic&ofnstead,P” must denote the Maximal set of
individuals satisfying the predicates, i.e. the Maximal set of walking men,0h (This is achieved by
changing (10.b-c) to (11.a-b) respectively.

(11)  a. IP[=2,(man’'(x), P(x)) A V. [P(z)—walk (x)] A
V| (Vz[P(z)—=P'(z)] A Vi [P'(x)—walk'(x)]) =V [P (z)—=P(x)] ] ]

b. 3P =2, (man’'), P(x)) A V4 [P(a)—walk'(z)] A
Vi [(Va [ P(2)— P! (z)] A V[P (@)—walk'(z)]) = V. [P (z) = P(z)] ] ]

The clause®’,[ ... ] in the second rows are Maximality Conditions asserting the non-existenae of
superset”’ of P that also satisfies the predication. There is a single choic® fior (11.a-b): it must
denote the set dll walking men. Note that, for the sake of uniformity, the Maximality condition may
be added in (10.a) as well: in case oftMuantifiers, it does not affect the truth values.

3.1 Local Maximalization

Let me term the kind of Maximalization done in (11) lagcal Maximalization. The Maximality con-
ditions in (11) require the non-existence of a &Y ||* of walkersthat includes|| P||*’. In (Robaldo,
2009a) and (Robaldo, 2009b), | proposed a logical frameworkdpreasenting Branching Quantifier
based on Local Maximalization. For instance, in (Robaldo, 2009ajwbevitness sets of students and
drug-dealers in (4.a) are respectively reified into two varialleand P,, and the Maximality condi-
tion requires the non-existence ofCartesian Product| P} || x || P||™, that also satisfies the main
predication andhat includes| Py |M x || Py||M:
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(12) 3P Po[ 724(stud’(@), Pi(z)) A =3.(drugD’(y), Pa(y)) A
Vay[(Pr(z) A Pa(y)) — saw'(x, y)] A
Vprpy[ (Vay[(Pr(2) A Pa(y))— (P (z) A P3(y))IA
Yy [(P1(2) A Py(y))— saw'(@, y)] )—
Vay[(P1(2) A Py(y)) = (Pi(z) A Pa(y))]] ]

In order to extend (Robaldo, 2009a) to Cover readings, which ateresito be the most general cases
of IS readings, we cannot simply require the inclusion|&%||™ x || P ||* into the main predicate’s
extension. Rather, we require the inclusion therein of a pragmaticallyruiea Cover|C|*9 of

| P1||M and || P;||™. Furthermore, the (local) Maximality condition must require the non-existehce
a superset of eithdfP, || or || P;|| whose corresponding Cover is a superset@f|M9 that is also
included in the main predicate’s extension. Thus, (4.d) is represented as

(13) 3P P,[ =20,(child’(z), Pi(x)) A T104(pizza’(y), P>(y)) A
Cover(C, Pi, Py) ANV [C(x, y)— ate’(x, y)] A
Vp (Vo [Pr(z )= Pl (x)] A Jcr[Cover(C', P, Po) AV [C(x, y)—C' (z,y)] A
Vay[C' (2, y)—ate' @, Y)]]) > Va [P (2)—=Pr(2)] ] A
Vp'[( y[Po(y) = Pa(y)] A 3o [Cover (C, Py, Py) A Vyy[Clx,y)—=C (2, y)] A
Vay[C' (2, y)—ate' (@, y)]]) =y [Pa(y) = Pa(y)] ] ]]

Note that there are two Maximality conditionsy,[ ... | andVp,[ ... |. In fact, contrary to what is
done with Cartesian Products, in Cover readifgsand P, must be Maximized independently, as it is
no longer required thadverymember of the former is related withverymember of the latter. Note
also that the inner Cover variabf® is existentially quantified. Of course, it would make no sense to
pragmatically interpret it as it is done witf.

3.2 Global Maximalization

The other kind of Maximalization of the witness sets, termed here as ‘Globahhdization’ has been
advocated by (Schein, 1993), and formalized in most formal theoriesioiuGtivity, e.g. (Landman,
2000), (Hackl, 2000), and (Ben-Avi and Winter, 2003). With respatS readings involving two withess
setg| P, ||M and|| P ||, Global Maximalization requires the non-existence of other two witness s#ts th
also satisfy the predication bthat do not necessarily includeP; || and || P||™. For instance, the
event-based logic defined by (Landman, 2000) represents the Curauksiding of (4.c) as:

(14) Jec*INVITE: Jz€*BOY: |z|=3 A"Ag(e)=z A Fye*GIRL: |y|=4 A*Th(e)=y A

[*Ag(U{e €INVITE: Ag( e)cBOY A Th(e)eGIRL })| =

[*Th(U{e €INVITE: Ag( ¢)eBOY A Th(e)eGIRL })| =
Formula in (14) asserts the existence of a plural evemhose Agent is a plural individual made up of
three boys and whose Theme is a plural individual made up of four gitie tWo final conjuncts, in

boldface, are Maximality conditioressserted on pragmatic groun@see footnote 1 above). Takepas
the plural sum of all inviting events having a boy as agent and a girl as theme

e-=J{e €INVITE: Ag(e)eBOY A Th(e)eGIRL}

the cardinality of its agenig(e,.) is exactly three while the one of its therfigh(e;.) is exactly four.
Therefore, Landman’s Maximality conditions in (14) do not refer to the sareats and actors quantified
in the first row. Rather, they require that the number of the boys who inaitgd in the whole moddk
exactly three and the number of girls who were invited by aibdie whole modek exactly four.

Swithout going down into further details, | simply stipulate that the GQs used iartiete are Conservative (Barwise and
Cooper, 1981), (Keenan and Stavi, 1986). In other words, fayeyeantifierQ.., we requirg| PZ | ™M C || PE|™M.
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4 Local Maximalization VS Global Maximalization

We are ready now to compare the two kinds of Maximalization. Global Maximalizagpears to be
more problematic than Local one. Since Branching Quantifier readinggpaotal cases of Cumulative
readings, and it has been discussed above that many authors, ggel({B= al., 1997), argue that this
is even a good reason to avoid an explicit representation of them, seli®naeentails (15.b).

(15) a. Lessthan half of the dots are totally connected with exactly three star

b. Less than half of the dots are connected with exactly three stars.

Nevertheless, Global Maximalization predicts that (15.b) is false in figyreTBe number of all dots
in the model connected to a star is six, while the number of all stars in the moue¢cted to a dot
is five, not exactly three. On the contrary, once the witness sets handdesdified as in (16), Local
Maximalization predicts (15.b) as true, in that no other star is connected tbadarring in || Py||M,
and no other dot is connected to a stacurring in|| P ||*.

(16)

| P |MO1 """ *91 || P M dse
e ; i dse %S4
dye 35 * * S5
e oo

Another scenario where Global Maximalization predicts presumably wroitly ¥alues, with respect to
formula (14) and sentence (4.c), is shown in (17):

17
(17) g1
by
g2
by
b g3
b3 84
! g

In (17), the Cumulative readings of all (18.a-c) appear to be true pedvidat numeralsv are still
interpreted as exactlyv.

(18)  a. Three boys invited four girls.
b. One boy invited one girl.

c. Four boys invited five girls.

Global Maximalization states that only (18.c) is true in (17). Local Maximalizagicuates all (18.a-c)
as true; the witness sets are obviously identified.

Landman does not discuss the evaluation of his formulae in contexts likeThig)is done instead
by (Ferreira, 2007) and (Brasoveanu, 2009). However, the ladteot provide strong linguistic moti-
vations: they simply claim that (18.a-b) are false in (17), as the presert pgms they are not. A
comparison between Local and Global Maximalization is found in (ScheB8)1@ven if no formaliza-
tion is presented. (Schein, 1998},2, reasonably argues, contra (Sher, 1997), that (19.a-b)laeeifia
contexts like (20) (or (3)), while (19.c) is true. Local Maximalization préslall (19.a-c) as true.

(29) a. Few dots are totally connected with few stars.
b. Exactly two dots are totally connected with exactly two stars.

c. At least two dots are totally connected with at least two stars.
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(20) die * 51 ds e * 53 ds e ¥ S5 d7 e ¥ S7

From these observations, Schein concludes that (Sher, 1997 Maximalization, which is defined
for any kind of quantifier, with any monotonicity, is incorrect. A proper setitg for NL quantification
should instead stipulate twdifferentsemantics depending on the monotonicity: one fdrddantifiers,
e.g. At least twg and one for M. quantifiers, e.gFew, and non-M quantifiers, e.gexactly two The
truth conditions of the former should be defined in terms of Local Maximalizatidrile those of the
latter in terms of Global Maximalization.

While | accept the truth values attested by Schein for sentences (19.42€)jn do not share his
conclusions. On the one hand, there are several cases, particuladg oa@iges, that are quite hard to
reconcile in Schein’s view. An example is the sentence evaluated in (2)hwidkude a M. quantifier
(Less than hajfand a non-M oneExactly thre¢. Global Maximalization, contrary to Local Maximal-
ization, evaluates the sentence as false in (2), as pointed out above(2Alapy which includes an M
guantifier and an M one More than half, and sentence (21.b), which is not a mixed case as it includes
two M/ quantifiers, seems to be true in (2), contra Schein’s predictions.

(21) a. Less than half of the dots are connected with more than half of tise sta

b. Less than half of the dots are connected with less than five stars.

On the other hand, all sentences in (19.a-c) seems to be true in (22), wBithémn'’s view they should
have the same truth values they have in (20).

(22)

die

X..
dg‘ * S2

These considerations lead to conclude that the oddity of sentences #taxts (20) or (3) does not
depend on the monotonicity of the quantifiers involved.

The present paper suggests instead that such an oddity stems framaRcagNo English speaker would
ever utter those sentences in those contexts, as they would not be infersratiugh, and so they would
violate a Gricean Maxim. From the examples above, it seems that sentenmemmwon-Mt quanti-
fiers sound odd in contexts where more pairs of witness sets are avaifablimstance, the reader gets
confused when he tries to evaluate (19.a) in (20), as multiple pairs of (w)teets of dots and stars are
available, i.e.({d1,d2}, {s1,s2}), ({ds,ds},{s3,s4}), etc., and he does not have enough information
to prefer one of them upon the others. This does not arises in (3) arW22re the witness sets are
immediatly and uncontroversially identified.

The multiple availability of witness sets does not seem to confuse the readentences involving ¥
guantifiers, perhaps because they are simpler to interpret (cf. (Gewdrtgaa der Silk, 2005)). How-
ever, several cognitive experimental results showed that many otherddmesides monotonicity, e.g.
expressivity/computability, fuzzyness, the fact that quantifiers adéredmrather than proportional, etc.,
may affect the accuracy and reaction time of the interpretation of IS remafihg Sanford and Paterson,
1994), (Bott and Ral 2009), (Musolino, 2009), and (Szymanik and Zajenkowski, 2009))

As it is clear to understand, however, extra-linguistic factors seem tbe thiat mainly affect the inter-
pretation of quantifiers. For instance, in (17), if the béysb,, b3 are friends who decided to go to a
party with some girls, and, wants to go there with his girlfriend;{) only, the witness sets are most
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likely identified for (18.a-b) rather than for (18.c), as the two groupsen$pns are not related.
Conversely, if the four boys belong to the same group of friends hamgihtpgether, the identification
of the witness sets most likely fails in (18.a-b). That is probably the assungitioe by (Ferreira, 2007)
and (Brasoveanu, 2009) for claiming that sentences like (18.a-b)lagcifiacontexts like (17). Analo-
gously, in the children-pizza example in (4.d), the arrangement of the ehikinong the tables of the
pizzeria, their mutual friendship, and so on, may affect the identificatichefvitness sets. Similar
discussions may be found in (Fintel, 1994) and (Winter, 2000).

Of course, an exhaustive study of all factors involved in the pragmatitifamtion of the witness
sets goes much beyond the goal of the present paper. The aim of thisipapargue that, once witness
sets are identified, Local Maximalization applies to them. In order to formallyirobités result, a final
modification of the formulae is needed: it is necessary to pragmatically inteéngreclational variables
denoting the witness sets, besides those denoting the Covers. FormutatfiEs) revised as in (23).

23) =20,(child'(z), Py(x)) A =10,(pizza’(y), Po(y)) A
Cover(C, P1, Py) ANVqy[C(x, y))— ate’(, y)] A
Vp (Vo [Pr(z) =P (2)] A Ser [Cover(C', Py, Pa) A Voy[C(z,y)—=C" (2, 9)] A
Vay[C' (2, y)—ate'@, y)]]) =Va [Pl (z) > Pr(2)] ]] A
Vpy [(Vy[Po(y) = P5(y)] A Scr [Cover(C', Py, Py) AVoy[C(z,y)—=C" (2, y)] A
Vay[C' (2, y)—ate'(@, y)]]) =Yy [P3(y) = Pa(y)] ] ]

The only difference between (23) and (13) is that the valuB,@nd P; is provided by an assignmeunt

as it is done for the Cover variableé. ¢ must obey to all (extra-)linguistic pragmatic constraints briefly
listed above. The reader could start thinking that, in the new version obtheufae, we may avoid
Maximality conditions, either Local or Global. In fact, Maximalization could be $ymmplemented
as a constraint on the assignment functjorin other words, we could simply impogeto select only
Maximal witness sets. I is unable to do so, the intepretation fails as in the cases discussed above.
Such a solution has been actually proposed in (Steedman, 2007) asdo\@xau, 2009). Conversely,
in (Robaldo, 2009b) | explained that we do need to explicitly represeridnémality conditions. In
other words, those are not only seen as necessary conditions neeati#gdrmine if a sentence is true or
false in a certain context. Rather, in (Robaldo, 2009b), it is extensivglyed that they are part of the
knowledge needed to draw the appropriate inferences from the sestemeaning.

5 Conclusions

This paper compared the two kind of Maximalization proposed in the literatuteafadling the proper
truth values of Independent Set readings. They have been termextalsand Global Maximalization.
The former requires the non-existence of any tuple of supersets ofithesw sets that also satisfy the
predication. The latter requires the witness sets to be the only tuple of setatisét the predication.
The present paper argues in favour of Local Maximalization, and claiatghth motivations that led to
the definition of Global Maximalitation, and its incorporation within most currentfal approaches to
NL quantification, do not appear to be justified enough. These claims ppedad by showing that, for
many NL sentences, Global Maximalization predicts counter-intuitive trutdigons.

Also several examples are hard to reconcile in a logical framework asédcal Maximalization. It
seems, however, that the oddity of such examples depends upon pragroatids.

Based on these assumptions, the solution presented here still adoptdleodgalalization, but ad-
vocates a pragmatic interpretation of all relational variables. Drawing {@echwarzschild, 1996), the
present paper evolves the formulae in (Robaldo, 2009a) and (Rol2088b), making them able to
handle Cover readings, which are assumed to be the more generabthsk=pendent Set readings.

In the resulting formulae, the witness sets are firstly pragmatically identifiédisatone with Cover
variables, then they are locally Maximized. In other words, Pragmatics pemeile for identifying
both the (atomic) individuals involved, and the way they sub-combine to cartrthe singular actions.
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The result is able to predict the suitable truth values of Cover readingseéxathples considered, and
seems to mirror the correct interplay between the Semantics and the Pragrhiiticguantifiers.
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