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in a general dialogue system framework. This is
described in Section 2 and 3. The second purpose
We present a first step towards a model of Is 1o hevaluatet_ thef us\ex‘/glness foof Inc;'?mental
speech generation for incremental dialogue Speech generaton In a Vvizard-ol-Uz setling, us-
systems. The model allows a dialogue system N9 the proposed model. This is described in Sec-
to incrementally interpret spoken input, while  tion 4.
simultaneously planning, realising and self- R
monitoring the system response. The model 11 Motivation
has been implemented in a general dialogue A non-incremental dialogue system waits until
Eyster_n fr;lameworlé. Using t,rf‘_'s frarr|1.ewc')rk, wed the user has stopped speaking (using a silence
tea;‘:z d'r:g?ne;n\?\zgr d"f‘ofs_%?zc'sgt&pgp fg:;%gr?nng threshold to determine this) before starting to
it with a non-incremental version of the same ~ PfOC€SS the utteranc_e and then.produce a system
response. If processing takes time, for example

system. The results show that the incremental " )
version, while producing longer utterances, P€cause an external resource is being accessed,

has a shorter response time and is perceived this may result in a confusing response delay. An

Abstract

as more efficient by the users. incremental system may instead continuously
build a tentative plan of what to say as the user i
1 Introduction speaking. When it detects that the user’s utter-

o ) _ance has ended, it may start to asynchronously
Speakers in dialogue produce speech in a piecgsgjise this plan while processing continues, with

meal fashion and on-line as the dialogue proge possibility to revise the plan if needed.
gresses. When starting to speak, dialogue partici- There are many potential reasons for why dia-
pants typically do not have a complete plan ofogue systems may need additional time for
how to say something or even what to say. Yelyrocessing. For example, it has been assumed
they manage to rapidly integrate informationihat ASR processing has to be done in real-time,
from different sources in parallel and simultanei, order to avoid long and confusing response
ously plan and realize new dialogue contribuyelays. Yet, if we allow the system to start
tions. Moreover, interlocutors continuously Self'speaking before input is complete, we can allow
monlt(_)_r the actual proc_iuctlon processes in ordef,ore accurate (and time-consuming) ASR proc-
to faC|I|tat_e self-corrections _(Levelt, 1989). Con‘essing (for example by broadening the beam). In
trary to this, most spoken dialogue systems Useglis paper, we will explore incremental speech
silence threshold to determine when the user h%j%neration in a Wizard-of-oz setting. A common
stopped speaking. The user utterance is th&floplem in such settings is the time it takes for
processed by one module at a time, after which@e Wizard to interpret the users utterance
complete system utterance is produced and reging/or decide on the next system action, resulting
ised by a speech synthesizer. _ in unacceptable response delays (Fraser & Gil-
This paper has two purposes. First, t0 preseffert, 1991). Thus, it would be useful if the sys-
an initial step towards a model of speech genergam could start to speak as soon as the user has

tion that allows a dialogue system to incremenfinished speaking, based on the Wizard’s actions
tally interpret spoken input, while simultaneouslygq f5r.

planning, realising and self-monitoring the sys-
tem response. The model has been implemented
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1.2 Reated work with users, but the domain is limited to number

: .djctation.
Incremental speech generation has been studlgbcln this study, the focus is not on syntactic con-

from different perspectives. From a psycholin- . ; ]
guistic perspective, Levelt (1989) and other struction of utterances, but on how to build prac

have studied how speakers incrementally pr(j-ical incremental dialogue systems within limited

duce utterances whikelf-monitoring the output, domains that can handle revisions and produce

both overtly (listening to oneself speaking) andFenvincing, flexible and varied speech output in

covertly (mentally monitoring what is about to on-line interaction with users.
be said). As deviations from the desired output i
detected, the speaker may initiaddf-repairs. If
the item to be repaired has already been spoketihe proposed model has been implemented in
anovert repair is needed (for example by usinglindigo — a Java-based open source framework
an editing term, such as “sorry”). If not, the ut-for implementing and experimenting with incre-
terance plan may be altered to accommodate timeental dialogue systems (www.jindigo.net). We
repair, a so-calledovert repair. Central to the will here briefly describe this framework and the
concept of incremental speech generation is thamodel of incremental dialogue processing that it
the realization of overt speech can be initiateds based on.

before the speaker has a complete plan of what to _

say. An option for a speaker who does not know-1 ~ Incremental units

what to say (but wants to claim the floor) is toSchlangen & Skantze (2009) describes a general,
use hesitation phenomena suchfiéled pauses  abstract model of incremental dialogue process-
(*eh”) or cue phrases such as “let’s see”. ing, which Jindigo is based on. In this model, a

A dialogue system may not need to selfsystem consists of a network of processing mod-
monitor its output for the same reasons as huiles. Each module has a left buffer, a processor,
mans do. For example, there is no risk of articuand a right buffer, where the normal mode of
latory errors (with current speech synthesis techprocessing is to receive input from the left
nology). However, a dialogue system may utilizepuffer, process it, and provide output in the right
the same mechanisms of self-repair and hesitguffer, from where it is forwarded to the next
tion phenomena to simultaneously plan and reamodule’s left buffer. An example is shown in
ise the spoken output, as there is always a rigkigure 1. Modules exchange incremental units
for revision in the input to an incremental mod-(|Us), which are the smallest ‘chunks’ of infor-
ule (as described in Section 2.1). mation that can trigger connected modules into

There is also another aspect of self-monitoringiction (such as words, phrases, communicative
that is important for dialogue systems. In a sysacts, etc). IUs are typically part of larger units:
tem with modules operating asynchronously, théndividual words are parts of an utterance; con-
dialogue manager cannot know whether the incepts are part of the representation of an utter-
tended output is actually realized, as the usefnce meaning. This relation of being part of the
may interrupt the system. Also, the timing of thesame larger unit is recorded throusgme-level
synthesized speech is important, as the user méyks. In the example below, Whas a same-level
give feedback in the middle of a system uttertink to 1U; of type PREDECESSORmeaning that
ance. Thus, an incremental, asynchronous systetiey are linearly ordered. The information that
somehow needs to self-monitor its own output. was used in creating a given IU is linked to it via

From a syntactic perspective, Kempen &grounded-in links. In the example, WJ is
Hoenkamp (1987) and Kilger & Finkler (1995) grounded in IY and 1, while 1U, is grounded
have studied how to syntactically formulate senin |U,.

tences incrementally under time constraints.

2  TheJindigo framework

Dohsaka & Shimazu (1997) describes a systemnbouter processor right buffer

architecture for incremental speech generatio Moo A : roduee
However, there is no account for revision of th% ) I T O B e J
input (as discussed in Section 2.1) and there is : i A CE B

evaluation with users. Skantze & Schlangen™due4 rbufer processor  rightbufer
(2009) describe an incremental system that partlgigure 1: Two connected modules.
supports incremental output and that is evaluated
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Table 1: The right buffer of an ASR module, and up- ActionManager
date messages at different time-steps.
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Segment

Interpreter

Contextualizer

Context

Figure 2: A typical Jindigo system architecture.

A challenge for incremental systems is to han
dlerevisions. For example, as the first part of therently best tentative hypothesis can be con-
word “forty” is recognised, the best hypothesisstructed. In Jindigo, all modules run as threads
might be “four”. As the speech recogniser re-within a single Java process, and therefore have
ceives more input, it might need to revise its preaccess to the same memory space.
vious output, which might cause a chain of revi- _ _
sions in all subsequent modules. To cope wit§-2 A typical architecture
this, modules have to be able to react to threg typical Jindigo system architecture is shown in
basic situations: that IUs aeeided to a buffer, Figure 2. The word buffer from the Recognizer
which triggers processing; that IUs that were ermodule is parsed by the Interpreter module
roneously hypothesized by an earlier module ar@hich tries to find an optimal sequence of top
revoked, which may trigger a revision of a mod- phrases and their semantic representations. These
ule’s own output; and that modules signal thaphrases are then interpreted in light of the cairren
they commit to an IU, that is, won't revoke it dialogue context by the Contextualizer module
anymore. and are packaged as Communicative Acts (CASs).

Jindigo implements an efficient model for As can be seen in Figure 2, the Contextualizer
communicating these updates. In this model, IUalso self-monitors Concepts from the system as
are associated with edges in a graph, as showntifey are spoken by the Vocalizer, which makes it
Table 1. The graph may be incrementallypossible to contextually interpret user responses
amended without actually removing edges ofto system utterances. This also makes it possible
vertices, even if revision occurs. At each timefor the system to know whether an intended ut-
step, a new update message is sent to the cagrance actually was produced, or if it was inter-
suming module. The update message containsrapted. The current context is sent to the Action
pair of pointers €, Al: (C) the vertex from which Manager, which generates a SpeechPlan that is

the currently committed hypothesis can be consent to the Vocalizer. This is described in detail
structed, andA) the vertex from which the cur- in the next section.

User System
VAD Utterance Utterance Other su | suU |SU| |SU |SU| suU | Vocalizer
Utterance ﬂ us us
Del Sel,
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Figure 3: Incremental Units at different levelspobcessing. Some groundedrelations are shown with doti
lines. W=Word, SS=SpeechSegment, SU=SpeechUnitGoAmmunicative Act.



3 Incremental speech generation SpeechSegment may also be decomposed into an
_ array ofSpeechunit’s, where eaclspeechuUnit
3.1 Incremental units of speech contains pointers to the audio rendering in the

In order for user and system utterances to be irfpeechSegment.
terpreted and produced incrementally, they neeg2
to be decomposed into smaller units of process-
ing (IUs). This decomposition is shown in FigureThe SpeechPlan does not need to be complete
3. Using a standard voice activity detectobefore the system starts to speak. An example of
(VAD) in the ASR, the user’s speech is chunkedhis is shown in Figure 4. As more words are
into Utterance-units. Theutterance bounda- recognised by the ASR, the Action Manager may
ries determine when the ASR hypothesis isidd moreSpeechSegment’s to the graph. Thus,
committed. However, for the system to be able tthe system may start to say “it costs” before it
respond quickly, the end silence threshold oknows which object is being talked about.
these Utterances are typically too long. Therefore
smaller units of the typ&tteranceSegment  (+{ro e @ @ @ 2o -G
(US) are detected, using a much shorter silence _— '
threshold of about 50ms. Such short silenc©<‘1f_h_i
i - P
thresholds allow the system to give very fast re el e

P 4 ou can have it for
sponses (such as backchannels). Information o ee?

about US boundaries is sent directly from the-jgyre 4: The right buffer of an ASR (top) and the
ASR to the Vocalizer. As Figure 3 illustrates, thespeechpian that is incrementally produced (bottom).
grounded-in links can be followed to derive thevertex s1 is associated with wi, s3 with w3, etp- O
timing of IUs at different levels of processing. tional, non-committingspeechSegment’s are marked
The system output is also modelled using IUsvith dashed outline.

at different processing levels. The widest-
spanning IU on the output side is the
SpeechPlan. The rendering of @&peechPlan
will result in a sequence SpeechSegment’s,

Producing and consuming SpeechPlans

40 crowns

The speechPlan has a pointer called
finalvertex. When the Vocalizer reaches the
finalVertex, the SpeechPlan is completely

h h o : realised. Iffinalvertex is not set, it means that
where eachspeechSegment TEPIESENS & CON- yhe speachplan is not yet completely con-

tinuous audio rendering of speech, either as &ructed The SpeechSegment  property

synthesised string or a pre-recorded audio mec')ptional tells whether the segment needs to be

For example, the plan may be to say “okay, a refl jjiseq or if it could be skipped if the
doll, here is a nice doll", conS|st|_ng of three S€0 ¢inalvertex is in sight. This makes it possible
men(;[st' NOW’tthFe.reta[ﬁ tWOtre(;]UILemIents_gcljé.’tt W?O insert floor-keepingspeechSegment’s (such

need to meet. First, the output shouldvasied: as “eh”) in the graph, which are only realised if

tsheor?g:tiversh?ilrj:% r:gt tﬁges:r):]aéCtrlg thsfagﬁ rq’iseeded. The Vocalizer also keeps track of which
pons y . . q : ' %peechSegment’s it has realised before, so that it
we will see, the_output in an incremental s_ystengan look ahead in the graph and realise a more
must also bdlexible, as speech plans are incre- - iad output. EachpeechSegment may carry a
mentally produced and amended. In order to re: : : .
. X man represen n of th men
lieve the Action Manager of the burden of vary—Se antic representation of the segment (a

) . ) o .2 Concept). This is sent by the Vocalizer to the
ing the output and making time-critical adjust-c, o 4\alizer as soon as the segment has been
ments, we model thepeechPlan as a directed

raph, where each edge is associated with raealised_
Specd X The SpeechSegment properties selfDelay

SpeechSegment, as shown in Figure 4. Thus, the

Action Manager may asynchronously plan (a se nd otherDelay regulate the timing of the out-
) 9 y asynct y plar eSut (as illustrated in Figure 3). They specify the
of possible) responses, while the Vocalizer se-

number of milliseconds that should pass before

lects the_ rendgr_lng path in the graph and taketﬁe Vocalizer starts to play the segment, depend-
care of time-critical synchronization. To control.

) ing on the previous speaker. By setting the
the rendering, eaclspeechsegment has the .\ ... of 4 segment, the Action Manager
properties optional, committing, selfbelay .0 gojav the response depending on how cer-
tailgg Oﬁh;LDSetlgé 1oabse deosscsri'gleedf(')? ézeinrl?ﬁni? ain it is that it is appropriate to speak, for @xa

‘ . P L le by considering pitch and semantic complete-
system to interrupt and make self-repairs in th ess. (See Raux & Eskenazi (2008) for a study
middle of a SpeechSegment. Therefore, each '



on how such dynamic delays can be derived usieed to insert an editing term after it), while a
ing machine learning.) request or an assertion usually is. If (parts of) a
If the user starts to speak (i.e., a newcommitting segment has already been realised
UtteranceSegment is initiated) as the system is and it cannot be part of the new plan, an overt
speaking, the Vocalizer pauses (a&paechunit  repaired is made with the help of an editing term
boundary) and waits until it has received a newe.g., “sorry”). When comparing the history with
response from the Action Manager. The Actiorthe new graph, the Vocalizer searches the graph
Manager may then choose to generate a new rand tries to find a path so that it may avoid mak-
sponse or simply ignore the last input, in whiching an overt repair. For example if the graph in
case the Vocalizer continues from the point ofFigure 4 is replaced with a corresponding one
interruption. This may happen if, for example,that ends with “60 crowns”, and it has so far
theutteranceSegment was identified as a back- partly realised “it costs”, it may choose the cor-
channel, cough, or similar. responding path in the nespeechPlan, making

a covert repair.
3.3 Sdf-repairs P
As Figure 3 shows, @peechplan may be 4 A Wizard-of-Ozexperiment

grounded in a user CA (i.e., it is a response 1@ \yizard-of-Oz experiment was conducted to
this CA). ”.E th's. CA Is revoked, or '.f _t_he test the usefulness of the model outlined above.
SpeechPlan is revised, the Vocalizer may initial- A\l modules in the system were fully functional
ize a self-repair. T_he Vocaliz'er keeps a list @& th except for the ASR, since not enough data héd
SpeechSegment’s it has realised so far. If the poon collected to build language models. Thus,
SpeechPlan is revised when it has been partly; ctaqq of using ASR, the users’ speech was
realised, the Vocalizer compares the history with,5nscribed by a Wizard. As discussed in section
the new graph and chooses one of the differeqty 5 common problem is the time it takes for
repair strategies shown in Table 2. In the beshe \izard to transcribe incoming utterances,
case, it may smoothly switch to the new plany,g thys for the system to respond. Therefore,
without the user noticing it (covert repair). In s is an interesting test-case for our model. In
case of a L_Jnit repair_, the Vocglizer searches for &4er to let the system respond as soon as the
zero-crossing point in the audio segment, close tQser finished speaking, even if the Wizard hasn't
the boundary pointed out by thgeechunit. completed the transcription yet, a VAD is used.

The setting is shown in Figure 5 (compare with

covert | you [are | rient |~—»{ it [ s [bue || Figure 2). The Wizard may start to type as soon
segment as the user starts to speak and may alter whatever
repair [ vou Jare [ rignt |—#{they [are Jone || he has typed until the return key is pressed and
the hypothesis is committed. The word buffer is
ggg:;em Lyou [are] ”g_h_t___|____’_|__” |5 [ | ypdated in exactly the same manner as if it had

been the output of an ASR.

repair \\b: sorry :—->| you |are |wrong |—>| it | is | red |
1

covert |you |ar‘e| right |—>| it | is |b|ue| ‘*&.ﬁy Speech t\&%

unit

. *-.a N,
repair |you |are |wrong |—>| it | is | red | User Wizard
Utterance ]
OV'ert you |are| right I—T>| it | is |b|ue | Segment Word
unit | T
repair "l sorry bl Speech A
"""" \* Vocalizer Interpreter
|you |are |wrong |—>| it | is | red |
Table 2: Different types of self-repairs. The shhde
boxes show whiclspeechunit’s have been realised, ActionManager Contextualizer

or are about to be realised, at the point of renisi i ) : _
Figure 5: The system architecture used in the Wlizar

The SpeechSegment property committing  of-Oz experiment.

tells whether it needs to be repaired if the For comparison. we also confiqured a non-
SpeechPlan is revised. For example, a filled . p ’ 9

GaR . . _jncremental version of the same system, where
pause such as “eh" is not committing (there is nér)1othing was sent from the Wizard until he com-



mitted by pressing the return key. Since we digpeech segments can be produced immediately
not have mature models for the Interpreter eithegfter the user has stopped speaking, allowing the
the Wizard was allowed to adapt the transcripWizard to exploit the additional time to tran-
tion of the utterances to match the models, whilscribe the rest of the utterance.
preserving the semantic content. The DEAL corpus was used to create utter-
_ ance initial speech segments for the experiment.
41 TheDEAL domain The motivation to use speech segments derived
The system that was used in the experiment wdgm human recordings was to make the system
a spoken dialogue system for second languag®und convincing in terms of both lexical choice
learners of Swedish under development at KTHand intonation. In particular, we wanted a reper-
called DEAL (Hjalmarsson et al., 2007). Thetoire of different types of filled pauses and feed-
scene of DEAL is set at a flea market where &ack expression such as “eh” and “mm” in order
talking agent is the owner of a shop selling usetp avoid a system that sounds monotone and re-
goods. The student is given a mission to buyetitive. First, a number of feedback expression
items at the flea market getting the best possiblguch as “ja’, “a”, “mm” (Eng: “yes”), filled
price from the shop-keeper. The shop-keeper cgpauses such as “eh”, “ehm” and expressions used
talk about the properties of goods for sale antp initiate different domain specific speech acts
negotiate about the price. The price can be rdfor example ‘it costs” and “let me see”) were
duced if the user points out a flaw of an objectgxtracted. The segments were re-synthesized
argues that something is too expensive, or offergsing Expros, a tool for experimentation with
lower bids. However, if the user is too persistenprosody in diphone voices (Gustafson & Edlund,
haggling, the agent gets frustrated and closes t2§08). Based on manual transcriptions and sound
shop. Then the user has failed to complete thées, Expros automatically extracts pitch, dura-
task. tion and intensity from the human voice and cre-

For the experiment, DEAL was re- ates a synthetic version using these parameters.
implemented using the Jindigo framework. Fig-In the speech plan, these canned segments were
ure 6 shows the GUI that was shown to the usermixed with generated text segments (for example

references to objects, prices, etc) that were syn-
EEE_ d ===  thesized and generated on-line with the same
h 0| diphone voice.

An example interaction with the incremental
version of the system is shown in Table 3. S.11
exemplifies a self-correction, where the system
| prepares to present another bid, but then realizes
that the user’s bid is too low to even consider. A
e video (with subtitles) showing an interaction
with one of the users can be seen at
http://www.youtube.com/watch?v=cQQmgltIMvs.

S.1 | [welcome] [how may | help you]
U.2 | | want to buy a doll

Figure 6: The user interface in DEAL. The object or] S.3 | [eh] [here is] [a doll]

the table is the one currently in focus. Example ob| U.4 | how muchisit?

jects are shown on the shelf. Current game scoreg g [eh] [it costs] [120 crowns]
money and bought objects are shown on the right. U.6 | that istoo expensive

4.2  Speech segmentsin DEAL how much is the teddy bear?
S.7 | [well] [you can have it for] [let’s see]

In a previous data collection of human-human
interaction in the DEAL domain (Hjalmarsson [40 crowns]

. 'l U.8 | | can giveyou 30 crowns

0 B

2008) it was noted that about 40% of the speakets g [you could have it for] [37 crowns]
turns were initiated with standardized lexical ex .

. : 1,U.10 | | can give you 10 crowns
pressions (cue phrases) or filled pauses. Su "E 11| flet's say] [or, | mean] [that is way 00
speech segments commit very little semantically ™ lttle] ylior, Y

to the rest of the utterance and are therefore very - .
useful as initiations of utterances, since suc able 3: An example DEAL dialogue (translated from
’ %WGdISh). Speech segments are marked in brackets.




4.3 Experimental setup whether it would take more or less time for the

. incremental version finish rances. Both
In order to compare the incremental and non\'/ecrseiones t?eceﬁédo thttao finalS inufjtte Zt Ctre12 sa?;[]e
incremental versions of the system, we con: P

ducted an experiment with 10 participants, ilme. On the one hand, the incremental version

male and 6 female. The participants were given Qitiates utterances with speech segments that

mission: to buy three items (with certain charac%ﬁgtglgtlg?ne i(;r igotizmrﬁg[:jﬁéngﬁr?félr?r; Zzufr’];;t
teristics) in DEAL at the best possible price from y 9

e shoprkeeper. The paricpanis were frtnel®" [0S0, e comete o o the

instructed to evaluate two different versions o eament before broducing the rest of the utter-
the system, System A and System B. HoweveP Y P 9 ST
dnce. Moreover, if an utterance is initiated and

they were not informed how the versions dif- e Wizard alters the input, the incremental ver-
fered. The participants were lead to believe that{.1 put,

they were interacting with a fully working dia- > o' needs to make a repair which takes addi-

logue system and were not aware of the Wizar(fonal time. On the other hand, it may also start

of-Oz set up. Each participant interacted with th 0 produce speech segments that are semantically

system four times, first two times with each ver-€/€vant, based on the incremental input, which
§1||OWS it to finish the utterance more quickly. As

sion of the system, after which a questionnair e fiqure shows. it turns out that the average
was completed. Then they interacted with th respo%se complétion time for the increment%l
two versions again, after which they filled out a ersion (1=5.02s, SD=1.54) is about 600ms

second questionnaire with the same question%.ster than the average for non-incremental ver-
The order of the versions was balanced betweef 9

sion M=5.66s, 9D=1.50), €(704)=5.56,

subjects. 8<O'001)'

The mid-experiment questionnaire was used t
collect the participants’ first opinions of the two
versions and to make them aware of what type ¢
characteristics they should consider when inter  >%

acting with the system the second time. Whel 400
filling out the second questionnaire, the partici- g |
S 3 minc
— non

6,00

pants were asked to base their ratings on the g
overall experience with the two system versions
Thus, the analysis of the results is based on tt 100
second questionnaire. In the questionnaires, the ., Il
were requested to rate which one of the two vel
sions was most prominent according to 8 differ-
ent dimensions: which version theyeferred; ~ Figure 7: The first two column pairs show the agera
which was moréuman-like, polite, efficient, and time from the fand of the user’s utterance to dtaet
intelligent; which gave daster response and bet- of the system’s response, and from the end of the
ter feedback: and with which version it was eas- user’s _utterance to t_hend of the system’s response.
ier to knoWhm to speak. All ratings were done Jﬂsrgﬁggf 'ﬁhﬁznﬂaﬁﬁm‘ﬂiﬂf average total syste
on a continuous horizontal line with System A on g '

the left end and System B on the right end. The !N general, subjects reported that the system
centre of the line was labelled with “no differ- worked very well. After the first interaction with

ence”. the two versions, the participants found it hard to
The participants were recorded during their inP0int out the difference, as they were focused on
teraction with the system, and all messages in t°Iving the task. The marks on the horizontal

2,00

start end length

system were logged. continuous lines on the questionnaire were
measured with a ruler based on their distance
44 Results from the midpoint (labelled with “no difference”)

Figure 7 shows the difference in response tim@nd normalized FO a scale from -1 to .1’ each ex-
between the two versions. As expected, the iff€Me representing one system version. A Wil-

cremental version started to speak more quickl§Px°n Signed Ranks Test was carried out, using
(M=0.58s, SD=1.20) than the non-incremental hese rankings as differences. The results are
version 6’/|=2-84.S =1.17), while producing shown in Table 4. As the table shows, the two

longer utterances. It was harder to anticipatdersions differed significantly in three dimen-
sions, all in favour of the incremental version.



Hence, the incremental version was rated a®z paradigm, and thereby for practical develop-
more polite, more efficient, and better at indicatiment of dialogue systems in general.

ing when to speak.
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The experiment also shows that it is possible
to achieve fast turn-taking and convincing re-
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