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Preface

Since early 1990s, with the advancement of machine learning methods and the availability of
data resources such as treebanks and parallel corpora, data-driven approaches to NLP have made
significant progress. The success of such data-driven approaches has cast doubt on the relevance
of linguistics to NLP. Conversely, NLP techniques are rarely used to help linguistics studies.
We believe that there is room to expand the involvement of linguistics in NLP, and likewise,
NLP in linguistics, and that the cross-pollination of ideas between the disciplines can greatly
benefit both fields. We are pleased to present the workshop on NLP and Linguistics: Finding
the Common Ground in order to focus on some of the work that uses NLP and linguistics for
mutual benefit, and discuss future plans for continuing collaborations.

The workshop is intended to spur discussion on how NLP and linguistics can help each other,
including new methods in incorporating linguistic knowledge into statistical systems to advance
the state of the art of NLP, and the feasibility of using NLP techniques to acquire linguistic
knowledge for a large number of languages and to assist linguistic studies. Fifteen papers were
submitted and nine were accepted (one later withdrew), and the accepted papers are oriented
around the following themes:

• Research that shows awareness of a particular linguistic phenomenon and
its effects on statistical systems: Caines and Buttery discuss the zero auxiliary
construction (You talking to me? ), awareness of which can improve performance of NLP
on spoken English. Samaradžić and Merlo suggest that awareness of different types of
light verb constructions could affect word alignment. Su, Huang, and Chen show that the
linguistic notion of evidentiality can be used for automatic detection of trustworthiness.

• New methods in incorporating linguistic knowledge into statistical systems to
improve the start of the art: The papers by Caines and Buttery, Cook and Stevenson,
Samaradžić and Merlo, and Su, Huang, and Chen all present a number of linguistic features
that can be used for modeling or other corpus-based tasks.

• Research that demonstrates the feasibility of creating NLP systems to
automatically acquire linguistic knowledge for a large number of languages:
Mayer, Rohrdantz, Plank, Bak, Butt, and Keim examine a phonotactic constraint in 3,200
languages. Poornima and Good propose the repurposing of traditional word lists from
historical and comparative linguistics to NLP applications.

• Research that demonstrates the benefits of using NLP techniques to help
particular linguistic studies: This volume is rich with examples of corpus-based
techniques shedding light on linguistic phenomena, including the ambiguity of German
past participles (Zarrieß, Cahill, Kuhn, and Rohrer), zero auxiliary constructions (Caines
and Buttery), light verbs (Samaradžić and Merlo), a paradoxical reading of “no X is too
Y to Z” (Cook and Stevenson), the phonotactic constraint of Similar Place Avoidance
(Mayer, Rohrdantz, Plank, Bak, Butt, and Keim), and evidentiality (Su, Huang, and
Chen).

• The realtive strengths and weaknesses of corpus-based and rule-based
resources: Plank and van Noord examine the domain portability of rule-based and corpus-
trained parsers. Zarrieß, Cahill, Kunh, and Rohrer show that a corpus-based analysis can
help reduce ambiguity of German past participles in a rule-based parser.
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In addition to the presenters of papers, the workshop includes two panels to discuss the potential
contributions of NLP to linguistics and linguistics to NLP. The panelists in the Linguistics-helps-
NLP panel have been asked to address the following questions, and the questions for the NLP-
helps-Linguistics panel are similar. Three panelists have written a short paper to summarize
their positions, and these papers have been included in the proceedings.

1. What kinds of NLP applications could benefit from linguistics? For a particular NLP
application, what is the best way of incorporating linguistic knowledge into NLP systems
to improve the start of the art. (e.g., as rules in a preprocessing step, as linguistic features
in a statistical system, as filters for pruning a search space, as priors in an objective
function)?

2. What is the right role for a linguist in developing NLP resources (e.g., recommending
features, writing rules, or building resources such as treebanks)?

3. What are the obstacles to using linguistics in NLP and how can they be removed? What
do you wish you had available to you but don’t?

4. How can we, as a field, encourage more collaborations between NLP researchers and
linguists? Are there examples of successful collaborations, and if so, how were these
facilitated?

5. What do NLP and linguistic students need to know to engage in these collaborations?
How can we get students involved in collaborative research between the two disciplines?

We would like to thank everyone who made this workshop possible: ACL, the program
committee, our invited speaker, the panelists, the authors, and workshop participants. Special
thanks go to the US National Science Foundation for its support (NSF IIS-1027289).

Fei Xia, William Lewis, and Lori Levin
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Abstract
This paper describes work being done on
the modeling and encoding of a legacy re-
source, the traditional descriptive wordlist,
in ways that make its data accessible to
NLP applications. We describe an abstract
model for traditional wordlist entries and
then provide an instantiation of the model
in RDF/XML which makes clear the re-
lationship between our wordlist database
and interlingua approaches aimed towards
machine translation, and which also al-
lows for straightforward interoperation
with data from full lexicons.

1 Introduction

When looking at the relationship between NLP
and linguistics, it is typical to focus on the dif-
ferent approaches taken with respect to issues
like parsing and generation of natural language
data—for example, to compare statistical NLP ap-
proaches to those involving grammar engineering.
Such comparison is undoubtedly important insofar
as it helps us understand how computational meth-
ods that are derived from these two lines of re-
search can complement each other. However, one
thing that the two areas of work have in common
is that they tend to focus on majority languages
and majority language resources. Even where this
is not the case (Bender et al., 2002; Alvarez et al.,
2006; Palmer et al., 2009), the resulting products
still cover relatively few languages from a world-
wide perspective. This is in part because such
work cannot easily make use of the extensive lan-
guage resources produced by descriptive linguists,
the group of researchers that are most actively in-
volved in documenting the world’s entire linguis-
tic diversity. In fact, one particular descriptive lin-
guistic product, the wordlist—which is the focus
of this paper—can be found for at least a quarter
of the world’s languages.

Clearly, descriptive linguistic resources can be
of potential value not just to traditional linguis-
tics, but also to computational linguistics. The
difficulty, however, is that the kinds of resources
produced in the course of linguistic description
are typically not easily exploitable in NLP appli-
cations. Nevertheless, in the last decade or so,
it has become widely recognized that the devel-
opment of new digital methods for encoding lan-
guage data can, in principle, not only help descrip-
tive linguists to work more effectively but also al-
low them, with relatively little extra effort, to pro-
duce resources which can be straightforwardly re-
purposed for, among other things, NLP (Simons et
al., 2004; Farrar and Lewis, 2007).

Despite this, it has proven difficult to create
significant electronic descriptive resources due to
the complex and specific problems inevitably as-
sociated with the conversion of legacy data. One
exception to this is found in the work done in
the context of the ODIN project (Xia and Lewis,
2009), a significant database of interlinear glossed
text (IGT), a standard descriptive linguistic data
format (Palmer et al., 2009), compiled by search-
ing the Web for legacy instances of IGT.

This paper describes another attempt to trans-
form an existing legacy dataset into a more read-
ily repurposable format. Our data consists of tra-
ditional descriptive wordlists originally collected
for comparative and historical linguistic research.1

Wordlists have been widely employed as a first
step towards the creation of a dictionary or as a
means to quickly gather information about a lan-
guage for the purposes of language comparison
(especially in parts of the world where languages

1These wordlists were collected by Timothy Usher and
Paul Whitehouse and represent an enormous effort without
which the work described here would not have been possible.
The RDF/XML implementations discussed in this paper will
be made available at http://lego.linguistlist.org
within the context of the Lexicon Enhancement via the
GOLD Ontology project.
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are poorly documented). Because of this, they
exist for many more languages than do full lexi-
cons. While the lexical information that wordlists
contain is quite sparse, they are relatively consis-
tent in their structure across resources. This al-
lows for the creation of a large-scale multilingual
database consisting of rough translational equiva-
lents which may lack precision but has coverage
well-beyond what would otherwise be available.

2 The Data and Project Background

The data we are working with consists of 2,700
wordlists drawn from more than 1,500 languages
(some wordlists represent dialects) and close to
500,000 forms. This is almost certainly the largest
collection of wordlists in a standardized format.
The average size of the individual wordlists is
rather small, around 200 words, making them
comparable in size to the resources found in
a project like NEDO (Takenobu, 2006), though
smaller than in other related projects like those
discussed in section 4. While the work described
here was originally conceived to support descrip-
tive and comparative linguistics, our data model
and choice of encoding technologies has had the
additional effect of making these resources read-
ily exploitable in other domains, in particular NLP.
We have approached the data initially as tradi-
tional, not computational, linguists, and our first
goal has been to encode the available materials
not with any new information but rather to trans-
fer the information they originally contained in a
more exploitable way.

By way of introduction, the hypothetical exam-
ple in (1) illustrates a traditional presentation for-
mat of a wordlist, with English as the source lan-
guage and French as the target language.

(1) MAN homme
WOMAN femme

As we will describe in more detail in section 5,
they key features of a wordlist entry are an index
to a concept assumed to be of general provenance
(e.g., MAN) and a form drawn from a specific lan-
guage (e.g. homme) determined to be the counter-
part for that concept within that language. Most
typically, the elements indexing the relevant con-
cepts are words drawn from languages of wider
communication (e.g., English or Spanish).

3 Related Work in Descriptive
Linguistics

Recent years have seen a fair amount of attention
paid to the modeling of traditional linguistic data
types, including lexicons, glossed texts, and gram-
mars (Bell and Bird, 2000; Good, 2004; Palmer
and Erk, 2007; Nordhoff, 2008). The data type of
focus here, wordlists, has not seen serious treat-
ment. Superficially, wordlists resemble lexicons
and, of course, they can be considered a kind of
lexical resource. However, as will be shown in
section 5, there are important differences between
lexicons and wordlists which have implications for
how they should be modeled.

Most of the work on modeling descriptive lin-
guistic data types has proceeded without special
consideration for possible NLP applications for
the data being encoded. This is largely because the
work was initially a response to issues relating to
the longevity of digital descriptive data which was,
otherwise, quite often being encoded solely in (of-
ten proprietary) presentation formats (Bird and Si-
mons, 2003). However, the possibility for fruitful
interaction between computational linguistics and
descriptive linguistics is apparent and has been the
subject of some work (Palmer et al., 2009).

The work described here is also interested in
this possibility. In particular, we address the ques-
tion of how to model and encode a large-scale
dataset that was originally intended to be used for
descriptive purposes in ways that not only allow us
to faithfully represent the intention of the original
creator but also permit the data to be straightfor-
wardly exploitable for new uses, including NLP.
To the best of our knowledge, our work is innova-
tive both because of the data type being explored
and because the data modeling is being done par-
allel with the transformation of a legacy resource
with significant coverage of the world’s languages.
This stands in contrast to most other work (again,
with the exception of work done within ODIN
(Xia and Lewis, 2009)) whose data, while repre-
sentative, is not of the same scale.

4 Related Work on Lexicon
Interoperability in NLP

The relevant related work in NLP is that focused
on interoperation among lexical resources. One
way to achieve this is to make use of language in-
dependent ontologies (or comparable objects) for
word meanings which can serve as pivots for mul-
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tilingual applications (Ide et al., 1998; Vossen,
2004; Nirenburg et al., 2004; Ronzano et al.,
2010). The word senses provided by WordNet, for
example, have been used for this purpose (O’Hara
et al., 1998).

A recognized data modeling standard for lexi-
cal interoperation is the Lexical Markup Frame-
work (LMF), which provides standardized frame-
work for the description and representation of lex-
icons (Francopoulo et al., 2009). Instantiations of
LMF have also been extended to represent Word-
Nets, e.g., Wordnet-LMF (Soria et al., 2009), in
ways which facilitate interoperation.

While we do not attempt to express the data
model we develop here in LMF, doing so should
be relatively straightforward. The key conceptual
observation is to recognize that the sets of mean-
ing labels found in wordlists (see section 2) can
be treated either as a shared language-neutral on-
tology or as a kind of interlingua, both of which
have already been the subject of LMF modeling
(Vossen, 2004). As such, they are also compa-
rable to language-independent ontologies of word
meaning, bringing them in line with the work on
multilingual NLP mentioned above.

These similarities should not be too surprising.
After all, one of the functions of wordlists has
been to facilitate language comparison, something
which is also at the heart of multilingual NLP.
An important development, however, is that new
data encoding technologies can allow us to en-
code word list data in ways that facilitate its re-
purposing for NLP applications much more easily
than would have been possible previously. We will
come back to this in section 6.

5 Modeling Wordlists

5.1 Wordlist Entries as Defective Signs
A common linguistic conceptualization of a lexi-
cal item is to treat it as a sign triple: an association
of a form with meaning and grammar. Lexical
items in a lexicon generally contain information
on all three aspects of this triple. Wordlists do not,
and the information they encode is quite sparse.
In general, they give no indication of grammatical
information (e.g., part of speech), nor of language-
specific semantics.

In addition, from a descriptive standpoint, lex-
icons and wordlists differ in the direction of the
form-meaning mapping. As the example in (1)
suggests, in order to create or interpret a wordlist,

one begins with an abstract meaning, for example
MAN, and then tries to find the word in the tar-
get language which represents the best semantic
fit for that meaning. Lexicons, on the other hand,
prototypically map in the opposite direction from
form to meaning. Furthermore, as will be elab-
orated in section 5.3, the meanings employed in
wordlists are not intended to refer to meanings of
lexical items in specific languages. In this way,
they are quite distinct from bilingual dictionaries.

We can therefore view a wordlist as a set of de-
fective signs—containing information on the form
and meaning parts of the triple, but not the gram-
mar. The meaning information is not directly asso-
ciated with the specific form but, rather, is a kind
of “tag” indicating that the entire sign that a given
form is associated with is the best counterpart in
the language for a general concept.

Figure 1 compares the kind of information asso-
ciated with signs in a lexicon to those in a wordlist.
The box on the left gives a schematic form-
grammar-meaning triple for the Spanish word
perro ‘dog’, containing the sort of information that
might be found in a simple bilingual dictionary.
The box on the right schematizes the content of
a parallel French wordlist entry for chien ‘dog’.
Here, no grammatical or semantic information is
associated with the form, but there is an indication
that in French, this lexical item is the closest coun-
terpart to the general concept DOG. Of course, in
this case, the word chien is not only the counter-
part of DOG in French, but can be translated as
dog in English. The semantic connection between
a concept label and a lexical item may not always
be so straightforward, as we will see in section 5.2.

perro

noun

dog

chien

DOG

Figure 1: Lexicon sign versus wordlist sign

5.2 Mapping between Form and Concept
A challenge in comparing lexical data among nu-
merous languages is that a complete match be-
tween a word’s meaning and a general concept
rarely occurs within a single language, let alone
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across languages (Haspelmath and Tadmor, 2009).
Therefore, in order to describe the relationship be-
tween form and meaning in a wordlist, we use
the term counterpart, in the sense developed by
Haspelmath and Tadmor (2009). This is in con-
trast to related notions like definition or trans-
lation. While the meanings found in wordlists
could, in some cases, be interpreted as definitions
or translations, this is not how they are conceived
of in their core function. Rather, they are intended
to refer to language-independent concepts which
have been determined to be a useful way to begin
to explore the lexicon of a language.

A key property of the counterpart relationship
is that that even if one particular language (e.g.,
English or Spanish) is used to refer to a particular
concept (e.g., MAN), it is not the idiosyncratic se-
mantics of the word in that language that is used to
determine the relevant wordlist entry in the target
language. For instance, the meaning of the English
word MAN is ambiguous between human and male
human but the term in (1) only refers to human.
In using a language of wider communication, the
goal is to find the closest counterpart in the target
language for a general concept, not to translate.

We therefore distinguish between the meanings
associated with words in a given language from
the more general meanings found in wordlists by
using the term concept for the latter. Thus, a
wordlist entry can be schematized as in (2) where
a concept and a lexical item are related by the
hasCounterpart relation. In attested wordlist
entries, the concept is, as discussed, most typically
indexed via a language of wider communication
and a lexical item is indexed via a transcription
representing the lexical item’s form.

(2) CONCEPT hasCounterpart lexicalItem

The counterpart relation is, by design, a rela-
tively imprecise one since a lack of precision fa-
cilitates the relatively rapid data collection that is
considered an important feature of wordlist cre-
ation. The meaning of a given counterpart could
be broader or narrower than that of the relevant
concept, for example (Haspelmath and Tadmor,
2009, p. 9). In principle, the counterpart relation
could be made more precise by specifying, for ex-
ample, that the relevant relation is sub-counterpart
for cases where a word in a target language refers
to a concept narrower than the one referred to in
the word list, as illustrated in (3) for English as

the target language. There are other logical kinds
of counterpart relationships as well (e.g., super-
counterpart), and the example is primarily for il-
lustrative purposes. In our database, we only em-
ploy the counterpart relation since that was the
level of precision found in the original data.

(3) PARENT’S SIBLING hasSubCounterpart
aunt, uncle

Though the canonical case for the counterpart
relation is that there will be one counterpart for
a given concept, this is often not the case in lan-
guages and in our data. To take an example from
a familiar language, the English counterpart for
MOVIE could reasonably be film or movie, and it
is quite easy to imagine a wordlist for English
containing both words. The entry in (4) from the
dataset we are working with gives an example of
this from a wordlist of North Asmat, a language
spoken in Indonesia. The concept GRANDFATHER

has two counterparts, whose relationship to each
other has not been specified in our source.

(4) GRANDFATHER hasCounterpart -ak, afak

Data like that in (4) has led us to add an ad-
ditional layer in our model for the mapping be-
tween concept and form allowing for the possibil-
ity that the mapping may actually refer to a group
of forms. With more information, of course, one
may be able to avoid mapping to a group of forms
by, for example, determining that each member of
the group is a sub-counterpart of the relevant con-
cept. However, this information is not available to
us in our dataset.

5.3 The Concepticon
The concepts found in wordlists have generally
been grouped into informally standardized lists.
Within our model, we treat these lists as an object
to be modeled in their own right and refer to them
as concepticons (i.e., “concept lexicon”). As will
be discussed in section 6, a concepticon is simi-
lar to an interlingua, though this connection has
rarely, if ever, been explicitly made.

As understood here, concepticons are simply
curated sets of concepts, minimally indexed via
one or more words from a language of wider com-
munication but, perhaps, also more elaborately
described using multiple languages (e.g., English
and Spanish) and illustrative example sentences.
Concepticons may include terms for concepts of
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such general provenance that counterpart words
would be expected to occur in almost all lan-
guages, such as TO EAT, as well as terms that may
occur commonly in only a certain region or lan-
guage family. For instance, Amazonian languages
do not have words for SNOWSHOE or MOSQUE,
and Siberian languages do not have a term for
TOUCAN (Haspelmath and Tadmor, 2009, p. 5–6).

The concepticon we are employing has been
based on three different concept lists. Of these,
the most precise and recently published list is the
Loanword Typology (LWT) concepticon (Haspel-
math and Tadmor, 2009), which consists of 1,460
entries and was developed from the Intercontinen-
tal Dictionary Series2 (IDS) concepticon (1,200
entries). The LWT concepticon often offers more
precision for the same concept than the IDS list.
For instance, the same concept in both LWT and
IDS is described in the LWT list by labeling an
English noun with the article the (5) in order to
clearly distinguish it from a homophonous verb.

(5) LWT: THE DUST

IDS: DUST

In addition, certain concepts in the IDS concep-
ticon have been expanded in the LWT list to make
it clearer what kinds of words might be treatable
as counterparts.

(6) IDS: THE LOUSE

LWT: THE LOUSE, HEAD LOUSE, BODY

LOUSE

The concepts in LWT and IDS concepticons re-
fer to a wide range of topics but, for historical
reasons, they are biased towards the geograph-
ical and cultural settings of Europe, southwest
Asia, and (native) South America (Haspelmath
and Tadmor, 2009, p. 6). The unpublished Usher-
Whitehouse concepticon (2,656 entries), used to
collect the bulk of the data used in the work de-
scribed here, includes LWT and IDS concepticons
but also adds new concepts, such as WILDEBEEST

or WATTLE, in order to facilitate the collection of
terms in languages from regions like Africa and
Papua New Guinea. Furthermore, certain concepts
in the LWT and IDS lists are subdivided in the
Usher-Whitehouse concepticon, as shown in (7).

2http://lingweb.eva.mpg.de/ids/

(7) 1. LWT: TO BREAK

2. IDS: BREAK, TR

3. Usher-Whitehouse:
(a) BREAK, INTO PIECES

(b) BREAK, BY IMPACT

(c) BREAK, BY MANIPULATION

(d) BREAK, STRINGS ETC.
(e) BREAK, LONG OBJECTS

(f) BREAK, BRITTLE SURFACES

Our unified concepticon combines information
from the LWT, IDS, and Usher-Whitehouse lists.
This allow us to leverage the advantages of the dif-
ferent lists (e.g., the expanded term list in Usher-
Whitehouse against the more detailed concept de-
scriptions of LWT). No wordlist in our database
has entries corresponding to all of the concepts
in our concepticon. Nonetheless, we now have a
dataset with several thousand wordlists whose en-
tries, where present, are linked to the same con-
cepticon, thereby facilitating certain multilingual
and cross-lingual applications.

5.4 The Overall Structure of a Wordlist
We schematize our abstract wordlist model in Fig-
ure 2. The oval on the left represents the language
being described, from which the word forms are
drawn (see section 5.1). On the right, the box
represents a concepticon (see section 5.3) where
the concepts are listed as a set of identifiers (e.g.,
1.PERSON) that are associated with labels and re-
lated to their best English counterpart. Of course,
the labels could be drawn from languages other
than English, and other indexing devices, such as
pictures, could also be used.

Counterparts from the language being described
for the relevant concepts are mapped to blocks of
defective signs (most typically containing just one
sign, but not always—see section 5.2) which are,
in turn, associated with a concept. The schema-
tization further illustrates a possibility not yet ex-
plicitly discussed that, due to the relatively impre-
cise nature of the counterpart relation, one group
of forms may be the counterpart for multiple con-
cepts. In short, the mapping between forms and
concepts is not necessarily particularly simple.

6 Implementing the Model

We have used the conceptual model for wordlists
developed in section 5 to create a wordlist
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Described
Variety

of a Language

Concepticon

1. PERSON

2. MAN

3. WOMAN

4. HORSE

5. EWE

inEnglish
"person"

inEnglish
"man"

inEnglish
"woman"

inEnglish
"horse"

inEnglish
"ewe"

.

.

.

Figure 2: Wordlist modeled as a mapping between a language and a concepticon via blocks of signs

database using Semantic Web technologies, in par-
ticular RDF/XML, which we expect to have both
research and practical applications.

Each wordlist in our database consists of two
components: a set of metadata and a set of en-
tries. The metadata gives the various identifying
names and codes for the wordlist e.g., a unique
identifier, the ISO 639-3 code, the related Ethno-
logue language name3, alternate language names,
reference(s), the compilers of the wordlist, etc. All
forms in the wordlist are expressed as a sequence
of Unicode characters and annotated with appro-
priate contextual information. In cases where
there is more than one form attached to a concept,
we create multiple concept-form mappings. We do
not explicitly model form groups (see section 2) in
our RDF at present since the data we are working
with is not sufficiently detailed for us to need to
attach information to any particular form group.

Expressing the data encoded in our wordlist
database as RDF triples ensures Semantic Web
compatibility and allows our work to build on
more general work that facilitates sharing and in-
teroperating on linguistic data in a Semantic Web
context (Farrar and Lewis, 2007). An RDF frag-
ment describing the wordlist entry in (6) is given
in Figure 3 for illustrative purposes. In addition
to drawing on standard RDF constructs, we also
make use of descriptive linguistic concepts from
GOLD4 (General Ontology for Linguistic De-
scription), which is intended be a sharable OWL

3http://ethnologue.com/
4http://linguistics-ontology.org/

ontology for language documentation and descrip-
tion (Farrar and Lewis, 2007). The key data en-
coded by our RDF representation is the counter-
part mapping between a particular wordlist con-
cept (lego:concept) drawn from our concep-
ticon and a form (gold:formUnit) found in a
given wordlist. (The “lego” prefix refers to our
internal project namespace.)

An important feature of our RDF encoding is
that the counterpart relation does not relate a con-
cept directly to a form but rather to a linguis-
tic sign (gold:LinguisticSign) whose form
feature contains the relevant specification. This
would allow for additional information about the
lexical element specified by the given form (e.g.,
part of speech, definition) to be added to the rep-
resentation without modification of the model.

Our RDF encoding, at present, is inspired by the
traditional understanding of wordlists, building di-
rectly on work done by linguists (Haspelmath and
Tadmor, 2009). While our use of RDF and an
OWL ontology brings the data into a format allow-
ing for much greater interoperability than would
otherwise be possible, in order to achieve maxi-
mal integration with current efforts in NLP more
could be done. For example, we could devise
an RDF expression of our model compatible with
LMF (Francopoulo et al., 2009) (see section 3).

The most difficult aspect of our model to en-
code in LMF would appear to be the counterpart
relation since core LMF assumes that meanings
will be expressed primarily as language-specific
senses. However, there is work in LMF encod-
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<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:lego="http://purl.org/linguistics/lego/"
xmlns:gold="http://purl.org/linguistics/gold/">
<lego:concept rdf:about= "http://www.purl.org/linguistics/lego/concept/106">

<lego:hasConceptID>106</lego:hasConceptID>
<lego:hasConceptLabel>the grandfather</lego:hasConceptLabel>
<lego:hasSource>LEGO Project Unified Concepticon</lego:hasSource>

<lego:hasCounterpart>
<gold:LinguisticSign rdf:about=
"http://www.purl.org/linguistics/North Asmat Voorhoeve/12">
<gold:inLanguage>
<gold:Language rdf:about=
"http://www.sil.org/ISO639-3/documentation.asp?id=nks"/>

</gold:inLanguage>
<gold:hasForm>
<gold:formUnit>

<gold:stringRep>-ak</gold:stringRep>
</gold:formUnit>

</gold:hasForm>
<lego:hasSource>Voorhoeve 1980</lego:hasSource>

</gold:LinguisticSign>
</lego:hasCounterpart>

<lego:hasCounterpart>
<gold:LinguisticSign rdf:about=
"http://www.purl.org/linguistics/North Asmat Voorhoeve/13">
<gold:inLanguage>
<gold:Language rdf:about=
"http://www.sil.org/ISO639-3/documentation.asp?id=nks"/>

</gold:inLanguage>
<gold:hasForm>
<gold:formUnit>

<gold:stringRep>afak</gold:stringRep>
</gold:formUnit>

</gold:hasForm>
<lego:hasSource>Voorhoeve 1980</lego:hasSource>

</gold:LinguisticSign>
</lego:hasCounterpart>

</lego:concept>
</rdf:RDF>

Figure 3: Wordlist Entry RDF Fragment

ing something quite comparable to our notion of
counterpart, namely a SenseAxis, intended to sup-
port interlingual pivots for multilingual resources
(Soria et al., 2009).

As discussed in section 3, the concept labels
used in traditional wordlists can be understood as
a kind of interlingua. Therefore, it seems that
a promising approach for adapting our model to
an LMF model would involve making use of the
SenseAxes. Because of this we believe that it
would be relatively straightforward to adapt our
database in a way which would make it even more
accessible for NLP applications than it is in its
present form, though we leave this as a task for
future work.

7 Evaluation

We have identified the following dimensions
across which it seems relevant to evaluate our
work against the state of the art: (i) the extent to
which it can be applied generally to wordlist data,
(ii) how it compares to existing wordlist databases,
(iii) how it compares to other work which devel-
ops data models intended to serve as targets for
migration of legacy linguistic data, and (iv) the ex-
tent to which our model can create lexical data that
can straightforwardly interoperate with other lexi-
cal data. We discuss each of these dimensions of
evaluation in turn.

(i) The RDF/XML model described here has
been successfully used to represent the entire core
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dataset being used for this project (see section 2).
This represents around 2,700 wordlists and half a
million forms, suggesting the model is reasonable,
at least as a first attempt. Further testing will re-
quire attempting to incorporate wordlist data from
other sources into our model.

(ii) Wordlists databases have been constructed
for comparative linguistic work for decades. How-
ever, there have not been extensive systematic at-
tempts to encode them in interoperable formats to
the best of our knowledge, and certainly not in-
volving a dataset of the size explored here. The
only comparable project is found in the World
Loanword Database (Haspelmath and Tadmor,
2010) (WOLD) which includes, as a possibility,
an RDF/XML export. This feature of the database
is not explicitly documented, making a direct com-
parison difficult. An examination of the data pro-
duced makes it appear largely similar to the model
proposed here. The database itself covers many
fewer languages (around 40) but has much more
data for each of its entries. In any event, we be-
lieve our project and WOLD are roughly simi-
lar regarding the extent to which the produced re-
sources can be used for multiple purposes, though
it is difficult to examine this in detail at this time
in the absence of better documentation of WOLD.

(iii) As discussed in section 3, most work on
designing data models to facilitate migration of
legacy descriptive data to more modern formats
has used representative data rather than producing
a substantial new resource in its own right. Fur-
thermore, while the data models have been gen-
eral in nature, the data encoding has often been in
parochial XML formats. By producing a substan-
tial resource in a Semantic Web encoding in paral-
lel with the data modeling, we believe our results
exceed most of the comparable work on legacy lin-
guistic data, with the exception of ODIN (Xia and
Lewis, 2009) which has also produced a substan-
tial resource.

(iv) Finally, by building our wordlist model
around the abstract notion of the linguistic sign,
and explicitly referring to the concept of sign
through an OWL ontology, we believe we have
produced a wordlist data model which can produce
data which can straightforwardly interoperate with
data from full lexicons since lexicon entries, too,
can be modeled as signs, as in Figure 1.

Therefore, while our work cannot be straight-
forwardly evaluated with quantitative metrics, we

believe that on a qualitative level it can be evalu-
ated at or above the state of the art across several
key dimensions.

8 Applications

Unlike typical research in NLP, our dataset cov-
ers thousands of minority languages that are oth-
erwise poorly represented. Therefore, while our
data is sparse in many ways, it has a coverage well-
beyond what is normally found.

Crucially, our data model makes visible the sim-
ilarities between a concepticon and an interlingua,
thus opening up a data type produced for descrip-
tive linguistics for use in NLP contexts. In partic-
ular, we have created a resource that we believe
could be exploited for NLP applications where
simple word-to-word mapping across languages is
useful, as in the PanImages5 search of the Pan-
Lex project, which facilitates cross-lingual image
searching. Such a database can also be readily
exploited for machine identification of cognates
and recurrent sound correspondences to test algo-
rithms for language family reconstruction (Kon-
drak et al., 2007; Nerbonne et al., 2007) or to assist
in the automatic identification of phonemic sys-
tems and, thereby, enhance relevant existing work
(Moran and Wright, 2009). We, therefore, think
it represents a useful example of using data mod-
eling and legacy data conversion to find common
ground between descriptive linguistics and NLP.
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Abstract 

 

Evidentiality is the linguistic representation of 
the nature of evidence for a statement. In 
other words, it is the linguistically encoded 
evidence for the trustworthiness of a state-
ment. In this paper, we aim to explore how 
linguistically encoded information of eviden-
tiality can contribute to the prediction of 
trustworthiness in natural language processing 
(NLP). We propose to incorporate evidential-
ity into a framework of machine learning 
based text classification. We first construct a 
taxonomy of evidentials. Then experiments 
involving collaborative question answering 
(CQA) are designed and implemented using 
this taxonomy. The experimental results con-
firm that evidentiality is an important clue for 
text trustworthiness detection. With the bi-
narized vector setting, evidential based text 
representation model has considerably per-
formaned better than both the bag-of-word 
model and the content word based model. 
Most crucially, we show that the best trust-
worthiness detection result is achieved when 
evidentiality is incorporated in a linguistically 
sophisticated model where their meanings are 
interpreted in both semantic and pragmatic 
terms. 

1 Introduction 

With the exponential increase in web sites and 
documents, the amount of information is no 
longer a main concern for automatic knowledge 
acquisition. This trend raises, however, at least 
two new issues. The first is how to locate the 
information which exactly meets our needs 
among the vast web content. Efforts to address 
this issue can be exemplified by advanced re-

search in information retrieval, information ex-
traction, etc. The second is how to judge the va-
lidity of the acquired information, that is, the 
trustworthiness of information. This issue has 
attracted considerable interest in some related 
research areas recently. Taking the specific in-
formation retrieval task, question answering 
(QA) as an example, a QA system attempts to 
retrieve the most appropriate answers to ques-
tions from web resources. To determine the 
trustworthiness of the extracted candidate an-
swers, a common approach is to exploit the co-
occurrence frequency of questions and candidate 
answers. That is, if a candidate answer co-occurs 
more frequently with the question than other 
candidates, the QA system may judge it as the 
best answer (Magnini, 2002). This approach pre-
supposes and relies crucially on information re-
dundancy. Although this heuristic method is 
simple and straightforward, it is not applicable 
to all cases. For the applications which don’t 
involve much information redundancy, the heu-
ristic could cease to be effective. The task of 
collaborative question answering (CQA) which 
we will address in this paper is just one of such 
examples. For a user posted question, there are 
usually only few answers provided. So, the heu-
ristic is not useful in providing the best answer. 
In addition, since the spread of unsubstantiated 
rumors on the Internet is so pervasive, the high-
frequency information on the Web sometimes 
may mislead the judgment of trustworthiness. In 
terms of the above consideration, it is essential 
to look for other approaches which allow di-
rectly modeling of the trustworthiness of a text.  

Given that non-textual features (such as user's 
Web behavior) used in text trustworthiness de-
tection are often manipulated by information 
providers, as well as no directly related textual 
features for the task has been proposed up to 
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date, we need a more felicitous model for detect-
ing the trustworthiness of statements. Noting 
that evidentiality is often linguistically encoded 
and hence provides inherent information on 
trustworthiness for a statement, we propose to 
incorporate the linguistic model of evidentiality 
in our study. Specifically, we incorporate evi-
dentiality into a machine learning based text 
classification framework, and attempt to verify 
the validity of evidentiality in trustworthiness 
prediction of text information in the context of 
collaborative question answering. The experi-
mental results show that evidentials are impor-
tant clues in predicting the trustworthiness of 
text. Since none of the task-specific heuristics 
has been incorporated, the current approach 
could also be easily adapted to fit other natural 
language processing applications. 

The paper proceeds as follows. In section 2 
we discuss related work on text trustworthiness 
detection. The section is divided into two parts: 
the current methodology and the textual features 
for analysis in the task. Section 3 introduces the 
linguistic researches on evidentiality and our 
taxonomy of evidentials based on the trustwor-
thiness indication. Section 4 presents the ex-
periment settings and results. Finally, in section 
5 we discuss the experiment results and con-
clude the current research. 

2 Related Work 

The research of text trustworthiness is very 
helpful for many other natural language process-
ing applications. For example, in their research 
on question answering, Banerjee and Han (2009) 
modulate answer grade by using a weighted 
combination of the original score and answer 
credibility evaluation. Also, Weerkamp and Ri-
jke (2008) incorporate textual credibility indica-
tors in the retrieval process to improve topical 
blog posts retrieval. Gyongyi et al (2004) pro-
pose a TrustRank algorithm for semi-
automatically separating reputable, good Web 
pages from spams. 

2.1 General Approaches for Text Trust-
worthiness Detection 

In past research, the judgment for the trustwor-
thiness or credibility of a given text content is 
usually tackled from two aspects: entity oriented 
and content oriented (Rubin and Liddy, 2005). 
The former approach takes into consideration 
the information providers’ individual profiles, 
such as their identity, reputation, authority and 

past web behavior; whereas the latter approach 
considers the actual content of texts. Metzger 
(2007) reviews several cognitive models of 
credibility assessment and points out that credi-
bility is a multifaceted concept with two primary 
dimensions: expertise and trustworthiness. Fol-
lowing Matzger’s framework, Rubin and Liddy 
(2005) compile a list of factors that users may 
take into account in assessing credibility of blog 
sites. This list could also be summarized as the 
above mentioned two-folds: the bloggers’ pro-
files and the information posted in the entries.  

Comparing these two aspects, most existing 
research on text trustworthiness focuses on the 
user oriented features. Lots of user oriented fea-
tures have been proposed in the research of 
credibility detection. To score the user oriented 
features such as user’s authority, a common ap-
proach is based on a graph-based ranking algo-
rithm such as HITS and PageRank (Zhang et al, 
2007; Bouguessa et al, 2008).  

In the research of text trustworthiness detec-
tion, the overwhelmingly adaption of non-
textual features such as entity profiles over text 
content based features reflect some researchers’ 
belief that superficial textual features cannot 
meet the need of text credibility identification 
(Jeon et al, 2006). In this paper, we examine the 
lexical semantic feature of evidential and argue 
that evidentiality, as a linguistically instantiated 
representation of quality of information content, 
offers a robust processing model for text trust-
worthiness detection. 

The detection of information trustworthiness 
also has promising application values. Google 
News 1  is just such an application that ranks 
search results according to the credibility of the 
news. Other online news aggregation service, 
such as NewTrust 2, also focuses on providing 
users with credible and high quality news and 
stories. The existed applications, however, rely 
on either the quality of web sites or user voting.  
So, it is anticipated that the improvement on the 
technology of text trustworthiness detection by 
incorporating lexical semantic cues such as evi-
dentiality may shed light on these applications. 

2.2 Textual Feature Based Text Trustwor-
thiness Detection 

Although non-textual features have been popular 
in text credibility detection, there has been a few 
research focusing on textual features so far. Gil 

                                                
1 http://news.google.com/ 
2 http://www.newstrust.net/ 
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and Artz (2006) argue that the degree of trust in 
an entity is only one ingredient in deciding 
whether or not to trust the information it pro-
vides. They further point out that entity-centered 
issues are made with respect to publicly avail-
able data and services, and thus will not be pos-
sible in many cases. In their research of topical 
blog posts retrieval, Weerkamp and Rijke (2008) 
also consider only textual credibility indicators 
since they mentioned that additional resources 
(such as bloggers’ profiles) is hard to obtain for 
technical or legal reasons.   

However, most research which utilizes textual 
features in text trustworthiness detection usually 
equates writing quality of document with its 
trustworthiness. Therefore, some secondary fea-
tures which may not directly related to trustwor-
thiness are proposed, including spelling errors, 
the lack of leading capitals, the large number of 
exclamation markers, personal pronouns and 
text length (Weerkamp and Rijke, 2008). There 
has not been attempted to directly evaluate in-
herent linguistic cues for trustworthiness of a 
statement. 

3 On Evidentiality in Text 

Evidentiality, as an explicit linguistic system to 
encode quality of information, offers obvious 
and straightforward evidence for text trustwor-
thiness detection. Yet it has not attracted the at-
tention which it deserves in most of the natural 
language processing studies. In this paper, we 
aim to explore how we can incorporate the lin-
guistic model of evidentiality into a robust and 
efficient machine learning based text classifica-
tion framework.   

Aikhenvald (2003) observes that every lan-
guage has some way of making reference to the 
source of information. Once the language is be-
ing used, it always imprinted with the subjective 
relationship from the speakers towards the in-
formation. Evidentiality is information provid-
ers’ specifications for the information sources 
and their attitudes toward the information. As a 
common linguistic phenomenon to all the lan-
guages, it has attracted linguists’ attention since 
the beginning of 20th century. In any language, 
evidentiality is a semantic category which could 
be expressed on both grammatical level (as in 
some American Indian language) and lexical 
level (as in English, Chinese and many other 
languages). The linguistic expressions of eviden-
tiality are named as evidentials or evidential 
markers.  

Mushin (2000) defines evidential as a marker 
which qualifies the reliability of information.  It 
is an explicit expression of the speaker’s atti-
tudes toward the trustworthiness of information 
source. For instance, 

a). It’s probably raining. 
b). It must be raining. 
c). It sounds like it’s raining. 
d). I think/guess/suppose it’s raining. 
e). I can hear/see/feel/smell it raining. 
It is obvious that the information provided in 

the above examples is subjective. The informa-
tion expresses the personal experience or atti-
tudes, while at the same time reflects the speak-
ers’ estimation for the trustworthiness of the 
statement by information providers. 

3.1 The Definition of Evidentiality 
There are two dimensions of the linguistic defi-
nition for evidentiality. The term evidentiality is 
originally introduced by Jakobson (1957) as a 
label for the verbal category indicating the al-
leged source of information about the narrated 
events. In line with Jakobson’s definition, the 
narrow definition of evidentiality proposed by 
other researchers focuses mainly on the specifi-
cation of the information sources, that is, the 
evidence through which information is acquired 
(DeLancey, 2001). Comparing with the narrow 
definition, the board definition explains eviden-
tiality in a much wider sense, and characterizes 
evidentiality as expressions of speaker’s attitude 
toward information, typically expressed by mo-
dalities (Chafe, 1986; Mushin, 2000). 

Ifantidou (2001) also holds that evidential has 
two main functions: 1) indicating the source of 
knowledge; 2) indicating the speaker’s degree of 
certainty about the proposition expressed. He 
further divides them in details as follows. 

a) Information can be acquired in various 
ways, including observation (e.g. see), hearsay 
(e.g. hear, reportedly), inference (e.g. must, de-
duce), memory (e.g. recall). 

b) Evidentiality can indicate the speaker’s de-
gree of certainty, including certain propositional 
attitude (e.g. think, guess) and adverbials (e.g. 
certainly, surely), also epistemic models (e.g. 
may, ought to). 

3.2 The Taxonomy of Evidentials 
Evidentiality has its hierarchy which forms a 
continuum that marks from the highest to the 
least trustworthiness. Up to now, there are many 
hierarchical schemes proposed by researchers. 
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Table 1. The Categorization and Inside Items of Evidentiality 
 
Oswalt (1986) suggests a priority hierarchy of 
evidentials as: 

Performative > Factual > Visual > Auditory > 
Inferential > Quotative 

In this evidential hierarchy, performative car-
ries the highest degree of trustworthiness since 
Oswalt considers that the speaker is speaking of 
the act he himself is performing. It is the most 
reliable source of evidence for the knowledge of 
that event. 

Whereas Barners (1984) proposes the follow-
ing hierarchy: 

Visual > Non-visual > Apparent > Second-
hand > Assumed 

He points out that visual evidence takes 
precedence over the auditory evidence and is 
more reliable.  

The above two hierarchies are based on the 
narrow definition of evidentiality mentioned 
above. There are also some hierarchies involving 
the board definition of evidentiality, such as 
Chafe (1986)’s categories of evidentiality.   

In this paper, we adopt a broad definition of 
evidentiality and focus on a trustworthiness 
categorization. This categorization follows the 
model of four-dimensional certainty categoriza-
tion by Rubin et al (2005). In this model, it is 
suggested that the division of the certainty level 
dimension into four categories - Absolute, High, 
Moderate and Low. With some revision, there 
are different items of evidential words and 
phrased that we extracted from the corpus. 
These items from each category to be adopted in 
our experiments are presented in Table 1. 

4 Incorporating Evidentiality into Ma-
chine Learning for Trustworthiness 
Detection 

In this section, we apply evidentiality in an ac-
tual implement of text trustworthiness detection. 

It is based on a specific web application service, 
collaborative question answering (CQA), in 
which the trustworthiness of text content is very 
helpful for finding the best answers in the ser-
vice.  

With the development of Web2.0, the services 
of CQA in community media have largely at-
tracted people’s attention. Comparing with the 
general ad hoc information searching, question 
answering could help in finding the most accu-
rate answers extracted from the vast web content. 
Whereas in the collaborative question answering, 
the CQA community media just provide a web 
space in which users can freely post their ques-
tions, and at the same time other users may an-
swer these questions based on their knowledge 
and interests. Due to the advantage of interactiv-
ity, CQA usually could settle some questions 
which cannot be dealt with by ad hoc informa-
tion retrieval. However, since the platform is 
open to anyone, the quality of the answers pro-
vided by users is hard to identify. People may 
present answers of various qualities due to the 
limitation of their knowledge, attitude and pur-
pose of answering the questions. As a result, the 
issue of how to identify the most trustworthy 
answers from the user-provided content turns 
out to be the most challenging part to the system. 

As mentioned previously, the trustworthiness 
of text content could be identified from two di-
mensions. The first one relies on the features 
related with information distributors. The second 
one relies on the content of a text. In current re-
search we focus on textual features, especially 
the feature of evidentiality in texts. The feature 
will be incorporated into a machine learning 
based text classification framework in order to 
identify the best answers for CQA questions.  

 Absolute High Moderate Low 
Attributive/modal 
adverb 

certainly, sure, of 
course, definitely, ab-
solutely, undoubtedly 

clearly, obviously, ap-
parently, really, always 

 Seemingly, 
probably  

maybe, personally, 
perhaps, possibly, 
presumably 

Lexical verb 
report, certain believe, see seem, think, sound doubt, wish, wonder, 

infer, assume, fore-
cast, fell, heard 

Auxiliary verb  must ought, should, would, 
could, can 

may, might 

Epistemic adjec-
tive 

definite  possible, likely, 
unlikely, probable, 
positive, potential 

not sure, doubtful 
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4.1 The Dataset 
For the experiments, we use the snapshot of Ya-
hoo! Answers dataset which is crawled by Emo-
ry University3. Since our experiments only in-
volve text features, we use the answer parts from 
it without considering the question sets and user 
profiles. Such information could be incorporated 
to achieve a higher performance in the future.  

With regard to the text classification problems, 
there is typically a substantial class distribution 
skew (Forman, 2003). For the Yahoo! Answers 
dataset, a question only has one best answer and 
accordingly all the other answers will be marked 
as non-best answers. Thus the class of best an-
swer contains much fewer texts than the class of 
non-best answers. In our dataset (a proportion of 
the overall CQA dataset provided by Emory 
University), the number of best answers is 2,165, 
and the number of non-best answers is 17,654. 
The proportion of the size of the two answer sets 
is around 1:8.15, showing a significant skews. 
For a better comparison of experimental results, 
we use a balanced dataset which is generated 
from a normal distribution dataset.  

A 10-fold validation is used for the evaluation, 
where the datasets of best and non-best answers 
are divided into 10 subsets of approximately 
equal size respectively. In the normally distrib-
uted dataset, we use one of the ten subsets as the 
test set, while the other nine are combined to-
gether to from the training set. In the balanced 
dataset, for each subset of the non-best answers, 
we only use the first k answers, in which k is the 
size of each subset of best answers. The training 
data and test data used in the machine learning 
process are shown in Table 2. 

 
 Training 

/Test Set 
Best  

answer 
Non-best 
 answer 

training 19,490 158,889 normal 
distribution 

dataset test 2,165 17,654 

training 19,490 19,490 balanced 
dataset test 2,165 2,165 
 

Table 2. The Dataset Used for the Experiments  

4.2 Experiment Settings 
To conduct a machine learning based classifica-
tion for best answers and non-best answers, we 
first need to construct the feature vectors. The 
representation of text is the core issue in the ma-
                                                
3 http://ir.mathcs.emory.edu/shared 

chine learning model for text classification. In 
text domains, feature selection plays an essential 
role to make the learning task efficient and more 
accurate. As the baseline comparison, we use the 
following feature vector settings. 
·Baseline1 represents using all the words in 
the text as features (when the frequency of the 
word in the dataset is bigger than a predefined 
threshold j). 
· Baseline2 represents using all the content 
words (here we include the four main categories 
of content words - nouns, verbs, adjectives and 
adverbs identified by a POS tagger) in the data-
set as features. 

We use both the above two baselines. The 
bag-of-word model of Baseline1 is a conven-
tional method in text representation. However, 
since not all the words are linguistically signifi-
cant, in Baseline2, we consider only the content 
words in the dataset, since content words convey 
the core meaning of a sentence.  

For the evidentiality-based classification, we 
adopt the following feature vector settings.  
·Evidential represents using all the evidentials 
in text as features. 
·Evidential’ represents using all the eviden-
tials except for those in the category of Moder-
ate as features. 
·Evid.cat4 represents using the four eviden-
tiality categories of Absolute, High, Moderate 
and Low from Table 1. 
·Evid.cat2 represents using the two categories 
of Absolute and High as the positive evidential 
and Moderate and Low as the negative evidential. 
·Evid.cat2’ omits the evidential category of 
Moderate, and represents using the two catego-
ries of Absolute and High as the positive eviden-
tial and only the category of Low as the negative 
evidential feature. 

Some researchers have proved that usually a 
Boolean indicator of whether the feature item 
occurred in the document is sufficient for classi-
fication (Forman, 2003). Although there are also 
some other feature weighting schemes such as 
term frequency (TF), document frequency (DF), 
etc, comparison of these different weighting 
schemes is not the object of the current research. 
So in this paper, we only consider Boolean 
weighting. In the Boolean text representation 
model, each feature represents the Boolean oc-
currence of a word, evidential, or evidential cat-
egory according to the different feature settings. 
By the experimental settings, we want to verify 
the hypothesis that incorporating the knowledge 
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of evidentiality into text representation can lead 
to improvement in classification performance. 

In our experiment, we perform text preproc-
essing including word segmentation and part-of-
speech (POS) tagging. The Stanford Log-linear 
Part-Of-Speech Tagger (http://nlp.stanford.edu/ 
software/tagger.shtml) is used for POS tagging. 
We adopt support vector machine (SVM) as the 
machine learning model to classify best answers 
from non-best ones, and use the SVMlight pack-
age (http://svmlight.joachims.org) as the classi-
fier with the default parameters and a linear ker-
nel. For the evaluation, we use the metrics of 
precision (Prec. as in table 3), recall (Rec. as in 
table 3), accuracy (Acc. as in table 3) and F1: 
F1-measure, the harmonic mean of the precision 
and recall. 

4.3 Evaluation 
Table 3 shows the experimental results using the 
balanced dataset with Boolean weighting. The 
focus of the experiment evaluation is on identi-
fying the best answers, so the evaluation metrics 
are all for the best answers collection. From the 
table, we see increases of the two feature vector 
setting of evidentials over both baseline results. 
The highest improvement is 14.85%, achieved 
by the feature set of Evidential’. However, there 
is no increase found in the settings of using evi-
dential categories. This means that although the 
category of evidentials in indicating text trust-
worthiness is obvious for human, it is not neces-
sary a preferred feature for machine learning. 

 
 Prec. Rec. Acc. F1 

Baseline1 45.62% 51.51% 45.15% 47.94% 

Baseline2 59.58% 39.20% 56.30% 47.28% 

Evidential 67.78% 44.18% 61.59% 53.49% 

Evidential’ 47.40% 90.12% 45.06% 62.13% 

Evid.cat4 64.15% 25.85% 55.70% 36.85% 

Evid.cat2 60.86% 28.21% 55.03% 38.55% 

Evid.cat2’ 40.35% 25.85% 43.81% 31.51% 

 
Table 3. Experimental Results Using the Bal-
anced Training/Test Dataset (with Boolean 
Weighting) 

 
To eliminate the potential effect of term 

weighting scheme on performance trend among 
different text representation models, we also 
conduct experiments using TF weighting. By the 

experiments, we aim to compare the relative per-
formances of different feature vectors con-
structed with evidentials, and the results are 
demonstrated in Table 4. 

 
 Prec. Rec. Acc. F1 

Evidential 66.78% 45.57% 61.45% 54.17% 

Evidential’ 59.66% 20.82% 53.37% 30.87% 

Evid.cat4 50.00% 18.14% 50.00% 26.63% 

Evid.cat2 55.91% 16.39% 51.73% 25.35% 

 
Table 4. Experimental Results Using the Bal-
anced Training/Test Dataset (with TF Weighting) 

 
From the table, it can be observed that using 

evidentials as features shows better improve-
ment in the performance than the category of 
evidentials as a feature. A similar performance 
has been summarized in Table 3. 

Finally, but not the least, to better understand 
the effect of evidential category on the machine 
learning performance, we design additional ex-
periments as follows. 
·Evid_cat1 stands for combining the four evi-
dential categories into one, and uses only this 
one category of evidential as a feature. The ap-
proach of Boolean weighting is actually the 
same as a rule-based approach that classifies the 
test dataset according to whether evidential oc-
curs or not. 
 

BOOL Prec. Rec. Acc. F1 

Evid_cat1 59.42% 61.59% 59.76% 60.49% 

 
Table 5. Experimental Results Using the Bal-
anced Training/Test Dataset (with Boolean 
Weighting; Only One Evidential Category) 
 

Table 5 presents a set of interesting experi-
mental result. In the result, all the four evalua-
tion metrics show performance increases com-
paring to the baseline, and it even outperforms 
almost all the other results from both weighting 
schemes. Based on this result, it is suggested 
that evidentiality still may contribute to the task 
of text trustworthiness detection. Moreover, it 
can significantly reduce the dimensionality of 
feature space (e.g. for Baseline 1, the dimen-
sionality of feature dimension is 218,328 in one 
of our cases; while for the experiment of Evi-
dential, it reduced to only 51 as shown in Table 

15



1). However, we should address the question of 
why not all types of evidential features demon-
strate improvement of detection. We will further 
discuss the issue from a  pragmatic viewpoint in 
the next section. 

5 Conclusion and Discussion 

In this paper, we propose to incorporate the lin-
guistic knowledge of evidentiality in the NLP 
task of trustworthiness prediction. As evidential-
ity is an integral and inherent part of any state-
ment and explicitly expresses information about 
the trustworthiness of this statement, it should 
provide the most robust and direct model for 
trustworthiness detection. We first set up the 
taxonomy of lexical evidentials. By incorporat-
ing evidentiality into a machine learning based 
text classification framework, we conduct ex-
periments for a specific application, CQA.  The 
evidentials in the dataset are extracted to form 
different text representation schemes. Our ex-
perimental results using evidentials show im-
provements up to 14.85% over the baselines. 
However, not all types of evidential features 
contributed to the improvement of detection. We 
also compared the effect of different types of 
evidential based feature representation schemes 
on the classification performance.  

The way to model evidentiality for trustwor-
thiness detection which we adopted in our initial 
experiment design actually could also be ex-
plained by Grice’s Maxim of Quality: be truthful. 
As the Maxim of Quality requires one “not to 
say that for which one lacks adequate evidence”, 
we hypothesize that evidential constructions 
mark the adequacy of evidence and should indi-
cate reliable answers. However, the results from 
our experiments only partially supported this 
hypothesis. The results showed a satisfactory 
performance was achieved when all evidential 
markers were treated as negative evidence for 
reliability. This result could then be accounted 
by invoking another Gricean maxim: Quantity. 

The Maxim of Quantity requires that “one 
makes his/her contribution as informative as is 
required, and at the same time does not make the 
contribution more informative than is required.” 
As evidentiality is not grammaticalized in Eng-
lish, the use of evidentiality is not a required 
grammatical element. An answer marked by evi-
dentials would violate Maxim of Quantity if it is 
correct. The Maxim of Quantity predicts that 
good answers are plain statements without evi-
dential markers. On the frequent use of eviden-

tial markers for less reliable answers can be ac-
counted for by speakers’ attempt to follow both 
Maxims of Quality and Quantity. The evidential 
marks are used to compensate for the fact that 
speakers are not very confident about the answer, 
yet would like to adhere to the Maxim of Quality. 
In other words, evidentials are not likely to be 
used in reliable answers because of the Maxim 
of Quality, but it is likely used in less reliable 
answers because the speakers may try to provide 
proof of adequate evidence by a grammatical 
device instead of providing true answer. 

Therefore, this model elaborated above takes 
into account not only the grammatical function 
of evidential constructions but also how this lin-
guistic structure is used as a pragmatic/discourse 
device. In other words, this study suggests that 
modeling linguistic theory in NLP needs to take 
a more comprehensive approach than the simple 
modular approach where only one module 
(based on evidentiality) is used. Linguistic mod-
eling needs to consider both how linguistic 
structure/knowledge is represented and proc-
essed, we also need to model how a particular 
linguistic device in use. 

In the further works, we plan to continue de-
veloping and elaborate on a multi-modular lin-
guistic model of evidentiality for knowledge 
acquisition. We will also explore the possibility 
of incorporating other features, both textual and 
non-textual, to further improve performances in 
the tasks of text trustworthiness detection. 
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Abstract

This paper summarizes some of the appli-
cations of NLP techniques in various lin-
guistic sub-fields, and presents a few ex-
amples that call for a deeper engagement
between the two fields.

1 Introduction

The recent success of data-driven approaches in
NLP has raised important questions as to what role
linguistics must now seek to play in further ad-
vancing the field. Perhaps, it is also time to pose
the same question from the other direction: As
to how NLP techniques can help linguists make
informed decisions? And how can the advances
made in one field be applied to the other?

Although, there has been some work on in-
corporating NLP techniques for linguistic field-
work and language documentation (Bird, 2009),
the wider use of NLP in linguistic studies is still
fairly limited. However, it is possible to deepen
the engagement between the two fields in a num-
ber of possible areas (as we shall see in the follow-
ing sections), and gain new insights even during
the formulation of linguistic theories and frame-
works.

2 Historical Linguistics and Linguistic
Typology

Computational techniques have been successfully
used to classify languages and to generate phylo-
genetic trees. This has been tried not just with
handcrafted word lists (Atkinson et al., 2005;
Atkinson and Gray, 2006; Huelsenbeck et al.,
2001) or syntactic data (Barbaçon et al., 2007) but
with lists extracted from written corpus with com-
parable results (Rama and Singh, 2009; Singh and
Surana, 2007). These techniques are inspired from
the work in computational phylogenetics, which
was aimed at constructing evolutionary trees of

Figure 1: Phylogenetic tree using feature n-grams

biological species. Constructing a phylogenetic
tree for languages usually requires the calcula-
tion of distances between pairs of languages (usu-
ally based on word lists). These distances are
then given as input to a computational phyloge-
netic algorithm. Their successful use for lan-
guages has opened the possibility of using compu-
tational techniques for studying historical linguis-
tics. They have already been used for estimating
divergence times of language families (Atkinson
et al., 2005). Figure 1 shows a phylogenetic tree
created using feature n-grams (Rama and Singh,
2009).

Another area for the application of NLP tech-
niques is language typology. For example, lin-
guistic similarity and its estimation can be seen as
fundamental ideas in NLP. The systematic study
of different kinds of linguistic similarity offers
insights towards the theoretical studies of lan-
guages (Singh, 2010). In brief, the typology of
linguistic similarity for computational purposes
is related to linguistic levels (depth), differences
among languages (linguality) and linguistic units
(granularity). Thus, language can be seen as a
system of symbols whose meanings are defined
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in terms of their estimated similarity and distance
with other symbols. Can this, together with what
Cognitive Linguists have been studying (Robin-
son and Ellis, 2008), which also involves linguistic
similarity, often directly, have some relevance for
linguists?

3 Lexical Correspondence and Linguistic
Units

A further case in point is lexical correspondence
across languages, which poses a problem for
cross-lingual and multilingual applications. To
address this and some other issues, a linguistic
unit that behaves similarly across languages can
be conceptualized. Such a unit, may include
morphological variation (inflectional and deriva-
tional), compounds, multi word expressions etc.
as in the Hindi and Telugu examples below:

• Single token content words:raama, raama
(Ram);vah, atanu (he);vyakti, manishii (per-
son) etc.

• Nouns with inflections:bacce, pillalu (chil-
dren); bacce ko, pillalaki (to the child);
raama se, raamudunundii (from Rama) etc.

• Verbs with inflections and tense, aspect and
modality (TAM) markers: karnaa-caahiye,
cayiyaalii (should do); ho sakataa thaa,
ayyiyedemo (could have happened) etc.

• Multi word expressions such as idioms,
phrasal verbs and ‘frozen expressions’:pa-
haaD toDanaa (breaking mountains);muNha
ki khaana (getting defeated) etc.

• Compounds: jaati-prathaa (caste system);
vesh-bhuushaaoN (dresses); akkaDaa-
ikkaDaa (here and there) etc.

This unit might, among other things, form the
basis of the structure of lexical resources, such
that these resources have a direct correspondence
across languages. This can further facilitate com-
parative study of languages (Singh, 2010).

4 Applications

Computational techniques can also be used to de-
sign tools and material for language learning and
teaching. Here games can play a useful role. Al-
though, a large number of online games are avail-
able, most of them do not use the latest language

processing techniques. Games can also be used to
generate language resources.

The core idea in Human Computa-
tion (Von Ahn, 2005) is that computers should
do what they do best and that humans seamlessly
work with them to do what computers cannot.
One of the ways to merge the two is in the form of
carefully designed games.

Another insight comes from Machine Transla-
tion. More than any other sub-field in NLP, it is
the data-driven approaches to machine translation
that have proven to be particularly successful over
the past few years. We have been exploring vari-
ous approaches towards hybridization of our rule-
based MT system. Building the transfer-grammar
of such systems is perhaps one of the most time-
intensive tasks that involves careful analysis of test
data. However, data driven techniques can come
to the aid of linguists in this case. The recent
work on automatic acquisition of rules from par-
allel corpora (Lavie et al., 2004) can help iden-
tify a large number of common syntactic transfor-
mations across a pair of languages, and help un-
earth those transformations that might otherwise
be missed by a rule-based grammar. They can be
further used to prioritize the application of rules
based on the observed frequencies of certain syn-
tactic transformations.

5 NLP Tools and Linguistics

NLP techniques draw features from annotated cor-
pora which are a rich linguistic resource. How-
ever, these corpora can also be used to extract
grammars, which on one hand feed the parser
with features (Xia, 2001), and on the other, act
as a resource for linguistic studies. For exam-
ple, in Hindi dependency parsing the use of vib-
hakti (post-positions) and TAM labels has proven
to be particularly useful even in the absence of
large amounts of annotated corpora (Ambati et al.,
2010). This also helped bring to light those fea-
tures of the grammar that govern certain struc-
ture choices and brought to notice some previously
overlooked linguistic constructions. Thus, the re-
sult is an iterative process, where both the gram-
mar and the features are refined.

Discourse Processing is another rapidly emerg-
ing research area with considerable potential for
interaction and collaboration between NLP and
Linguistics. In the absence of fully developed the-
ories/frameworks on both sides, focus on syner-
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gizing research efforts in the two disciplines (such
as devising novel ways to empirically test linguis-
tic hypotheses) from the initial stage itself, can
yield a substantially richer account of Discourse.

Linguistic theories are formalized based on ob-
servations and abstractions of existing linguistic
facts. These theories are then applied to vari-
ous languages to test their validity. However, lan-
guages throw up new problems and issues before
theoreticians. Hence, there are always certain phe-
nomena in languages which remain a point of dis-
cussion since satisfactory solutions are not avail-
able. The facts of a language are accounted for
by applying various techniques and methods that
are offered by a linguistic framework. For exam-
ple, syntactic diagnostics have been a fairly re-
liable method of identifying/classifying construc-
tion types in languages. They work fairly well for
most cases. But in some cases even these tests fail
to classify certain elements. For example, Indian
languages show a highly productive use of com-
plex predicates (Butt, 1995; Butt, 2003). How-
ever, till date there are no satisfactory methods to
decide when a noun verb sequence is a ‘complex
predicate’ and when a ‘verb argument’ case. To
quote an example from our experience while de-
veloping a Hindi Tree Bank, annotators had to be
provided with guidelines to mark a N V sequence
as a complex predicate based on some linguistic
tests. However, there are instances when the na-
tive speaker/annotator is quite confident of a con-
struction being a complex predicate, even though
most syntactic tests might not apply to it.

Although, various theories provide frames to
classify linguistic patterns/items but none of them
enables us to (at least to my knowledge) handle
‘transient/graded’ or rather ‘evolving’ elements.
So, as of now it looks like quite an arbitrary/ad-
hoc approach whether to classify something as a
complex predicate or not. In the above cited ex-
ample, the decision is left to the annotator’s in-
tuition, since linguists don’t agree on the classfi-
cation of these elements or on a set of uniform
tests either. Can the insights gained from inter-
annotator agreement further helptheory refine the
diagnostics used in these cases? And can NLP
techniques or advanced NLP tools come to the aid
of linguists here? Perhaps in the form of tools that
can (to an extent) help automate the application of
syntactic diagnostics over large corpora?

6 Collaborations

Interdisciplinary areas such as Computational
Linguistics/NLP need a much broader collabo-
ration between linguists and computer scientists.
Experts working within their respective fields
tend to be deeply grounded in their approaches
towards particular problems. Also, they tend
to speak different ‘languages’. Therefore, it
becomes imperative that efforts be made to
bridge the gaps in communication between the
two disciplines. This problem is all the more
acute in India, since the separation of disciplines
happens at a very early stage. Objectives, goals,
methods and training are so different that starting
a communication line proves to be very difficult.
Thus, it is important for those people who have
synthesised the knowledge of the two disciplines
to a large degree, to take the lead and help
establish the initial communication channels. Our
own experiences while devising common tagsets
for Indian languages, made us realize the need
for both linguistic and computational perspectives
towards such problems. While a linguist’s instinct
is to look for exceptions in the grammar (or any
formalism), a computer scientist tends to look for
rules that can be abstracted away and modeled.
However, at the end, both ways of looking at data
help us make informed decisions.
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Abstract
While some linguistic questions pose chal-
lenges that could be met by developing
and applying NLP techniques, other prob-
lems can best be approached with a blend
of old-fashioned linguistic investigation
and the use of simple, well-established
NLP tools. Unfortunately, this means that
the NLP component is too simple to be
of interest to the computationally-minded,
while existing tools are often difficult for
the programming novice to use. For NLP
to come to the aid of research in theoreti-
cal linguistics, a continuing investment of
effort is required to bridge the gap. This
investment can be made from both sides.

1 Introduction

Linguistics is in its heart an empirical discipline,
and the data management and data analysis tech-
niques of computational linguistics could, in prin-
ciple, be productively brought to bear on descrip-
tive and theoretical questions. That this does not
happen as much as it could is, as I understand it,
the point of departure for this colloquium. Instead
of focusing on exciting research questions that are
crying out for fruitful collaboration between the-
oretical and computational linguists, I want to ex-
amine the broader range of ways that NLP know-
how could be put to productive use in the domain
of theoretical linguistics, and some of the ways
that this could come to happen more.

In brief, I believe that the lack of interaction is
not simply due to lack of interest, or lack of infor-
mation, on both sides. Rather, the goals and needs
of computational interests are not always served
well by catering to the community of theoretical
and descriptive linguists, the so-called “Ordinary
Working Linguists” with a minimum of computa-
tional skills and (equally important) no direct in-
terest in computational questions.

Such linguists could draw a lot of benefit from
boring, old-hat NLP tools that computational lin-
guists take for granted: searchable parsed corpora,
tools to search large collections of text or com-
pute lexicostatistics, online questionnaire tools for
collecting and analyzing speaker judgements, etc.
Computational linguists have ready access to a
number of wonderful tools of this sort. In fact
these are often the building blocks and resources
on which new applications at the forefront of NLP
are built: Who would build a text summarization
system without access to a large corpus of text to
practice on?

But such uses of NLP are too simple to be of in-
terest from the computational standpoint. Search-
ing a huge corpus for particular syntactic struc-
tures could be invaluable to a syntactician, but
making this possible is not interesting to a compu-
tational linguist: it’s not research anymore. This
should not be taken to suggest, however, that com-
putational linguists ought to become more “altru-
istic.” Creating tools targeted to non-technical lin-
guists, even successful tools, can still have draw-
backs in the long run.

2 The Linguist’s Search Engine

The Linguist’s Search Engine (Resnik et al. 2004)
is an example of an application created for the ben-
efit of ordinary, non-technical linguists. It allowed
users to search the web for a specified syntactic
structure. Out of view of the user, the engine first
executed an ordinary word-match web search and
then parsed the hits and matched against the search
structure. The user interface (a java application)
allowed the query term to be graphically con-
structed and refined (“query by example”). The
authors’ goal was to create a true web application:
Easy to launch from a web browser, and easy to
use without lengthy user manuals or a complicated
command language. While the user interface was
innovative, its linguistic function was not: The ap-
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plication provided a web interface to a collection
of tools that had been assembled to support struc-
tured searches. The application stagnated after the
end of the project, and ceased working altogether
as of April, 2010.

While it was operating, the LSE was used as
intended: Resnik et al. report on a number of
case studies of users who independently used the
search engine to carry out linguistic research. Un-
fortunately, however, the burden of maintenance
turned out to be too great for an application that is
of no real continuing interest for a computational
linguist.

2.1 The cost of new tools

Complex resources are difficult to create and can
be difficult to use. In the world of Language Re-
sources, large corpora are created by the millions
of words in various standardized formats, often in
conjunction with integrated mega-tools for access-
ing and managing them. But language resources
are geared for institutional clients, can cost a lot
of money, and are not acquired or used effectively
by individuals without access to dedicated IT sup-
port.

At the frontier of NLP, on the other hand, tools
don’t usually come shrink-wrapped with graphical
installers. They often don’t come with a graphical
interface at all. A new research project may in-
volve a new workflow to be created. Needed cor-
pora will be bought, shared or created as needed.
A typical project will involve a jumble of file for-
mats, filters, and workflows that manage text in ad
hoc ways until the sought-for result is perfected.

Making such a tool available to someone out-
side the project, even another computational lin-
guist, is a time-consuming enterprise. Like any
complicated body of software, it needs to be doc-
umented, encapsulated, and then configured and
understood by its new users. This requires a con-
siderable time investment which an NLP lab is
willing to undertake, but which is of dubious util-
ity to a theoretical linguist— even one who has
the computer skills necessary to undertake it. In
brief, the expected amount of use must justify the
investment in setting up and learning the system.
Tagging, parsing and tree-searching programs are
commonplace, but setting up a system for one’s
own use is a non-trivial exercise. A syntactician
looking for a few examples of a rare construction
may prefer trial and error on google instead of try-

ing to get a complex system to compile. A syntac-
tician looking for similar data from multiple lan-
guages is even less likely to take the plunge, since
the benefit derived from a single language is pro-
portionally reduced.

3 Services and interoperability

With the goal of reducing the burden of installing
complex resources and getting them to talk to
each other, the CLARIN program (Common Lan-
guage Resources and Technology Infrastructure)
is working to establish a cutting edge infrastruc-
ture of standards and protocols, which will allow
language resources and applications to be utilized
remotely, and workflows to be constructed interac-
tively in (hopefully) intuitive ways. The vision is
to be able to gain remote access to a language cor-
pus, couple it to a processing application (perhaps
an experimental parser using a new syntactic anal-
ysis), send the results to yet another application for
analysis, etc.

It would be great to have ready access to the
tools and resources envisioned for the network.
But will it be a platform for development of ex-
perimental applications by tomorrow’s computa-
tional linguists, or will the command line con-
tinue to compete with web services as an inter-
face? The answer probably depends on the ben-
efits that CLARIN (and any such framework) will
offer to researcher-developers. If adopted, it offers
hopes of opening up the computational linguist’s
toolbox to a wider range of users.

4 Helping ourselves

Wouldn’t it be great to have a simple tool for exe-
cuting simple web searches, converting hits into
flat text and compiling the results into a simple
corpus? Throw in a tagger, a parser and a search
application, and we have the functionality of the
Linguist’s Search Engine but in several pieces.
Tools for most of these tasks are already widely
available, but only as part of a complex infrastruc-
ture that requires skill and non-trivial time invest-
ment to deploy. Other tasks are solved over and
over on an ad hoc basis, according to the needs of
each NLP project. Until the vision of CLARIN
becomes reality, ordinary linguists without access
to a team of developers are out of luck.

Still, we need not agree with the perspective
(held by Resnik et al. 2005, inter alia) that tools
for linguists should be point-and-click and really

23



easy for an untrained user to figure out. Setting the
bar that high greatly shrinks the pool of compu-
tational linguists willing to write software for the
non-technical masses. The life cycle of the Lin-
guist’s Search Engine is a case in point.

Instead, linguists should meet the new technol-
ogy halfway: As Bird (2006) has argued, no inte-
grated tools can be expected to provide the flexi-
bility needed for the creativity of original research.
The NLTK (Natural Language Toolkit) is a more
flexible alternative: It is a python library provid-
ing a high-level scripting environment for interac-
tive linguistic exploration, with a reasonably small
amount of technical skill required. Crucially, the
NLTK comes with a very accessible book (Bird
et al. 2009) that allows an “ordinary working lin-
guist” to learn how to use the system.

The NLTK will still be beyond the reach of lin-
guists unable, or unwilling, to make the neces-
sary time investment. Is this a big problem? I
believe that it should be addressed by persuad-
ing linguists (especially junior and future ones) of
the benefits of achieving a minimal level of com-
putational competence. The availability of more
tools that are usable and installable with a mod-
erate investment in training, time and equipment
would encourage linguists to make this kind of in-
vestment, and would in the long run decrease the
support burden for those technology folks who try
to make life easier for non-programming linguists.
Conversely, computational linguists would hope-
fully be encouraged to package their programs in
a reasonably accessible format if a growing num-
ber of potential users is clamoring for them– and if
“packaging” need not mean a complete point-and-
click interface.

On the subject of command-line tools, I believe
that the obstacle is not with the command line
per se (anyone can learn to open a terminal win-
dow and type a few symbols), but with the power-
ful and flexible workflows that the command line
makes possible. This is the bread and butter of
the computational linguist (and of any program-
mer), and its benefits could belong to descriptive
and theoretical linguists as well.

Theoretical linguistics, of course, also has NLP
needs that are anything but trivial. At UiL-OTS
there are projects underway to model the acquisi-
tion of phonotactic constraints; to improve textual
entailments (in a linguistically informative way)
by taking into account the contribution of lexical

meaning; and others. These and other projects
can provide challenges that a computational lin-
guist can be happy to tackle. But for theoretical
linguistics to fully benefit from NLP, we theoreti-
cal linguists need to pick up more of the tools of
the computational linguist.
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Abstract

In the past decade several parsing systems
for natural language have emerged, which
use different methods and formalisms. For
instance, systems that employ a hand-
crafted grammar and a statistical disam-
biguation component versus purely sta-
tistical data-driven systems. What they
have in common is the lack of portabil-
ity to new domains: their performance
might decrease substantially as the dis-
tance between test and training domain in-
creases. Yet, to which degree do they suf-
fer from this problem, i.e. which kind of
parsing system is more affected by domain
shifts? Intuitively, grammar-driven sys-
tems should be less affected by domain
changes. To investigate this hypothesis,
an empirical investigation on Dutch is car-
ried out. The performance variation of
a grammar-driven versus two data-driven
systems across domains is evaluated, and a
simple measure to quantify domain sensi-
tivity proposed. This will give an estimate
of which parsing system is more affected
by domain shifts, and thus more in need
for adaptation techniques.

1 Introduction

Most modern Natural Language Processing (NLP)
systems are subject to the wellknown problem of
lack of portability to new domains: there is a sub-
stantial drop in their performance when the sys-
tem gets input from another text domain (Gildea,
2001). This is the problem of domain adapta-
tion. Although the problem exists ever since the
emergence of supervised Machine Learning, it has
started to get attention only in recent years.

Studies on supervised domain adaptation
(where there are limited amounts of annotated

resources in the new domain) have shown that
straightforward baselines (e.g. models based on
source only, target only, or the union of the data)
achieve a relatively high performance level and are
“surprisingly difficult to beat” (Daumé III, 2007).
In contrast, semi-supervised adaptation (i.e. no
annotated resources in the new domain) is a much
more realistic situation but is clearly also consid-
erably more difficult. Current studies on semi-
supervised approaches show very mixed results.
Dredze et al. (2007) report on “frustrating” re-
sults on the CoNLL 2007 semi-supervised adap-
tation task for dependency parsing, i.e. “no team
was able to improve target domain performance
substantially over a state-of-the-art baseline”. On
the other hand, there have been positive results as
well. For instance, McClosky et al. (2006) im-
proved a statistical parser by self-training. Struc-
tural Correspondence Learning (Blitzer et al.,
2006) was effective for PoS tagging and Sentiment
Analysis (Blitzer et al., 2006; Blitzer et al., 2007),
while only modest gains were obtained for struc-
tured output tasks like parsing.

For parsing, most previous work on do-
main adaptation has focused on data-driven sys-
tems (Gildea, 2001; McClosky et al., 2006;
Dredze et al., 2007), i.e. systems employing (con-
stituent or dependency based) treebank gram-
mars. Only few studies examined the adaptation of
grammar-based systems (Hara et al., 2005; Plank
and van Noord, 2008), i.e. systems employing
a hand-crafted grammar with a statistical disam-
biguation component. This may be motivated by
the fact that potential gains for this task are inher-
ently bound by the grammar. Yet, domain adap-
tation poses a challenge for both kinds of pars-
ing systems. But to what extent do these differ-
ent kinds of systems suffer from the problem? We
test the hypothesis that grammar-driven systems
are less affected by domain changes. We empir-
ically investigate this in a case-study on Dutch.
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2 Related work

Most previous work has focused on a single pars-
ing system in isolation (Gildea, 2001; Hara et
al., 2005; McClosky et al., 2006). However,
there is an observable trend towards combining
different parsing systems to exploit complemen-
tary strengths. For instance, Nivre and McDon-
ald (2008) combine two data-driven systems to im-
prove dependency accuracy. Similarly, two studies
successfully combined grammar-based and data-
driven systems: Sagae et al. (2007) incorporate
data-driven dependencies as soft-constraint in a
HPSG-based system for parsing the Wallstreet
Journal. In the same spirit (but the other di-
rection), Zhang and Wang (2009) use a deep-
grammar based backbone to improve data-driven
parsing accuracy. They incorporate features from
the grammar-based backbone into the data-driven
system to achieve better generalization across do-
mains. This is the work most closest to ours.

However, which kind of system (hand-crafted
versus purely statistical) is more affected by the
domain, and thus more sensitive to domain shifts?
To the best of our knowledge, no study has yet ad-
dressed this issue. We thus assess the performance
variation of three dependency parsing systems for
Dutch across domains, and propose a simple mea-
sure to quantify domain sensitivity.

3 Parsing Systems

The parsing systems used in this study are: a
grammar-based system for Dutch (Alpino) and
two data-driven systems (MST and Malt), all de-
scribed next.

(1) Alpino is a parser for Dutch which has
been developed over the last ten years, on the ba-
sis of a domain-specific HPSG-grammar that was
used in the OVIS spoken dialogue system. The
OVIS parser was shown to out-perform a statisti-
cal (DOP) parser, in a contrastive formal evalua-
tion (van Zanten et al., 1999). In the ten years af-
ter this evaluation, the system has developed into a
generic parser for Dutch. Alpino consists of more
than 800 grammar rules in the tradition of HPSG,
and a large hand-crafted lexicon. It produces de-
pendency structures as ouput, where more than a
single head per token is allowed. For words that
are not in the lexicon, the system applies a large
variety of unknown word heuristics (van Noord,
2006), which deal with number-like expressions,
compounds, proper names, etc. Coverage of the

grammar and lexicon has been extended over the
years by paying careful attention to the results of
parsing large corpora, by means of error mining
techniques (van Noord, 2004; de Kok et al., 2009).

Lexical ambiguity is reduced by means of a
POS-tagger, described in (Prins and van No-
ord, 2003). This POS-tagger is trained on large
amounts of parser output, and removes unlikely
lexical categories. Some amount of lexical am-
biguity remains. A left-corner parser constructs
a parse-forest for an input sentence. Based on
large amounts of parsed data, the parser considers
only promising parse step sequences, by filtering
out sequences of parse steps which were not pre-
viously used to construct a best parse for a given
sentence. The parse step filter improves efficiency
considerably (van Noord, 2009).

A best-first beam-search algorithm retrieves the
best parse(s) from that forest by consulting a Max-
imum Entropy disambiguation component. Fea-
tures for the disambiguation component include
non-local features. For instance, there are features
that can be used to learn a preference for local ex-
traction over long-distance extraction, and a pref-
erence for subject fronting rather than direct ob-
ject fronting, and a preference for certain types of
orderings in the ”mittelfeld” of a Dutch sentence.
The various features that we use for disambigua-
tion, as well as the best-first algorithm is described
in (van Noord, 2006). The model now also con-
tains features which implement selection restric-
tions, trained on the basis of large parsed corpora
(van Noord, 2007). The maximum entropy dis-
ambiguation component is trained on the Alpino
treebank, described below.

To illustrate the role of the disambiguation com-
ponent, we provide some results for the first 536
sentences of one of the folds of the training data
(of course, the model used in this experiment is
trained on the remaining folds of training data).
In this setup, the POS-tagger and parse step filter
already filter out many, presumably bad, parses.
This table indicates that a very large amount of
parses can be constructed for some sentences. Fur-
thermore, the maximum entropy disambiguation
component does a good job in selecting good
parses from those. Accuracy is given here in terms
of f-score of named dependencies.

sents parses oracle arbitrary model
536 45011 95.74 76.56 89.39

(2) MST Parser (McDonald et al., 2005) is a
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data-driven graph-based dependency parser. The
system couples a minimum spanning tree search
procedure with a separate second stage classifier
to label the dependency edges.

(3) MALT Parser (Nivre et al., 2007) is a data-
driven transition-based dependency parser. Malt
parser uses SVMs to learn a classifier that predicts
the next parsing action. Instances represent parser
configurations and the label to predict determines
the next parser action.

Both data-driven parsers (MST and Malt) are
thus not specific for the Dutch Language, however,
they can be trained on a variety of languages given
that the training corpus complies with the column-
based format introduced in the 2006 CoNLL
shared task (Buchholz and Marsi, 2006). Ad-
ditionally, both parsers implement projective and
non-projective parsing algorithms, where the latter
will be used in our experiments on the relatively
free word order language Dutch. Despite that, we
train the data-driven parsers using their default set-
tings (e.g. first order features for MST, SVM with
polynomial kernel for Malt).

4 Datasets and experimental setup

The source domain on which all parsers are trained
is cdb, the Alpino Treebank (van Noord, 2006).
For our cross-domain evaluation, we consider
Wikipedia and DPC (Dutch Parallel Corpus) as
target data. All datasets are described next.

Source: Cdb The cdb (Alpino Treebank) con-
sists of 140,000 words (7,136 sentences) from the
Eindhoven corpus (newspaper text). It is a col-
lection of text fragments from 6 Dutch newspa-
pers. The collection has been annotated accord-
ing to the guidelines of CGN (Oostdijk, 2000) and
stored in XML format. It is the standard treebank
used to train the disambiguation component of the
Alpino parser. Note that cdb is a subset of the
training corpus used in the CoNLL 2006 shared
task (Buchholz and Marsi, 2006). The CoNLL
training data additionally contained a mix of non-
newspaper text,1 which we exclude here on pur-
pose to keep a clean baseline.

Target: Wikipedia and DPC We use the
Wikipedia and DPC subpart of the LASSY cor-

1Namely, a large amount of questions (from CLEF,
roughly 4k sentences) and hand-crafted sentences used dur-
ing the development of the grammar (1.5k).

Wikipedia Example articles #a #w ASL
LOC (location) Belgium, Antwerp (city) 31 25259 11.5
KUN (arts) Tervuren school 11 17073 17.1
POL (politics) Belgium elections 2003 16 15107 15.4
SPO (sports) Kim Clijsters 9 9713 11.1
HIS (history) History of Belgium 3 8396 17.9
BUS (business) Belgium Labour Federation 9 4440 11.0
NOB (nobility) Albert II 6 4179 15.1
COM (comics) Suske and Wiske 3 4000 10.5
MUS (music) Sandra Kim, Urbanus 3 1296 14.6
HOL (holidays) Flemish Community Day 4 524 12.2
Total 95 89987 13.4

DPC Description/Example #a #words ASL
Science medicine, oeanography 69 60787 19.2
Institutions political speeches 21 28646 16.1
Communication ICT/Internet 29 26640 17.5
Welfare state pensions 22 20198 17.9
Culture darwinism 11 16237 20.5
Economy inflation 9 14722 18.5
Education education in Flancers 2 11980 16.3
Home affairs presentation (Brussel) 1 9340 17.3
Foreign affairs European Union 7 9007 24.2
Environment threats/nature 6 8534 20.4
Finance banks (education banker) 6 6127 22.3
Leisure various (drugscandal) 2 2843 20.3
Consumption toys from China 1 1310 22.6
Total 186 216371 18.5

Table 1: Overview Wikipedia and DPC corpus (#a
articles, #w words, ASL average sentence length)

pus2 as target domains. These corpora contain sev-
eral domains, e.g. sports, locations, science. On
overview of the corpora is given in Table 1. Note
that both consist of hand-corrected data labeled by
Alpino, thus all domains employ the same anno-
tation scheme. This might introduce a slight bias
towards Alpino, however it has the advantage that
all domains employ the same annotation scheme –
which was the major source of error in the CoNLL
task on domain adaptation (Dredze et al., 2007).

CoNLL2006 This is the testfile for Dutch that
was used in the CoNLL 2006 shared task on multi-
lingual dependency parsing. The file consists
of 386 sentences from an institutional brochure
(about youth healthcare). We use this file to check
our data-driven models against state-of-the-art.

Alpino to CoNLL format In order to train the
MST and Malt parser and evaluate it on the var-
ious Wikipedia and DPC articles, we needed to
convert the Alpino Treebank format into the tab-
ular CoNLL format. To this end, we adapted the
treebank conversion software developed by Erwin
Marsi for the CoNLL 2006 shared task on multi-
lingual dependency parsing. Instead of using the
PoS tagger and tagset used in the shared task (to
which we did not have access to), we replaced the
PoS tags with more fine-grained tags obtained by

2LASSY (Large Scale Syntactic Annotation of written
Dutch), ongoing project. Corpus version 17905, obtained
from http://www.let.rug.nl/vannoord/Lassy/corpus/
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parsing the data with the Alpino parser.3 At testing
time, the data-driven parsers are given PoS tagged
input, while Alpino gets plain sentences.

Evaluation In all experiments, unless otherwise
specified, performance is measured as Labeled
Attachment Score (LAS), the percentage of to-
kens with the correct dependency edge and label.
To compute LAS, we use the CoNLL 2007 eval-
uation script4 with punctuation tokens excluded
from scoring (as was the default setting in CoNLL
2006). We thus evaluate all parsers using the same
evaluation metric. Note that the standard metric
for Alpino would be a variant of LAS, which al-
lows for a discrepancy between expected and re-
turned dependencies. Such a discrepancy can oc-
cur, for instance, because the syntactic annotation
of Alpino allows words to be dependent on more
than a single head (’secondary edges’) (van No-
ord, 2006). However, such edges are ignored in
the CoNLL format; just a single head per token
is allowed. Furthermore, there is another simpli-
fication. As the Dutch tagger used in the CoNLL
2006 shared task did not have the concept of multi-
words, the organizers chose to treat them as a sin-
gle token (Buchholz and Marsi, 2006). We here
follow the CoNLL 2006 task setup. To determine
whether results are significant, we us the Approx-
imate Randomization Test (see Yeh (2000)) with
1000 random shuffles.

5 Domain sensitivity

The problem of domain dependence poses a chal-
lenge for both kinds of parsing systems, data-
driven and grammar-driven. However, to what ex-
tent? Which kind of parsing system is more af-
fected by domain shifts? We may rephrase our
question as: Which parsing system is more robust
to different input texts? To answer this question,
we will examine the robustness of the different
parsing systems in terms of variation of accuracy
on a variety of domains.

A measure of domain sensitivity Given a pars-
ing system (p) trained on some source domain
and evaluated on a set of N target domains, the
most intuitive measure would be to simply calcu-

3As discussed later (Section 6, cf. Table 2), using Alpino
tags actually improves the performance of the data-driven
parsers. We could perform this check as we recently got ac-
cess to the tagger and tagset used in the CoNLL shared task
(Mbt with wotan tagset; thanks to Erwin Marsi).

4
http://nextens.uvt.nl/depparse-wiki/SoftwarePage

late mean (µ) and standard deviation (sd) of the
performance on the target domains:
LASi

p = accuracy of parser p on target domain i

µtarget
p =

∑N

i=1
LASi

p

N
, sdtarget

p =

√∑N

i=1
(LASi

p − µtarget
p )2

N − 1

However, standard deviation is highly influenced
by outliers. Furthermore, this measure does not
take the source domain performance (baseline)
into consideration nor the size of the target domain
itself. We thus propose to measure the domain
sensitivity of a system, i.e. its average domain
variation (adv), as weighted average difference
from the baseline (source) mean, where weights
represents the size of the various domains:

adv =
∑N

i=1w
i ∗∆i

p∑N
i=1w

i
, with

∆i
p = LASi

p−LASbaseline
p and wi =

size(wi)∑N
i=1 size(wi)

In more detail, we measure average domain
variation (adv) relative to the baseline (source do-
main) performance by considering non-squared
differences from the out-of-domain mean and
weigh it by domain size. The adv measure can
thus take on positive or negative values. Intu-
itively, it will indicate the average weighted gain
or loss in performance, relative to the source do-
main. As alternative, we may want to just cal-
culate a straight, unweighted average: uadv =∑N

i=1 ∆i
p/N . However, this assumes that domains

have a representative size, and a threshold might
be needed to disregard domains that are presum-
ably too small.

We will use adv in the empirical result section
to evaluate the domain sensitivity of the parsers,
where sizewill be measured in terms of number of
words. We additionally provide values for the un-
weighted version using domains with at least 4000
words (cf. Table 1).

6 Empirical results

First of all, we performed several sanity checks.
We trained the MST parser on the entire original
CoNLL training data as well as the cdb subpart
only, and evaluated it on the original CoNLL test
data. As shown in Table 2 (row 1-2) the accura-
cies of both models falls slightly below state-of-
the-art performance (row 5), most probably due to
the fact that we used standard parsing settings (e.g.
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no second-order features for MST). More impor-
tantly, there was basically no difference in perfor-
mance when trained on the entire data or cdb only.

Model LAS UAS
MST (original CoNLL) 78.35 82.89
MST (original CoNLL, cdb subpart) 78.37 82.71
MST (cdb retagged with Alpino) 82.14 85.51
Malt (cdb retagged with Alpino) 80.64 82.66
MST (Nivre and McDonald, 2008) 79.19 83.6
Malt (Nivre and McDonald, 2008) 78.59 n/a
MST (cdb retagged with Mbt) 78.73 82.66
Malt (cdb retagged with Mbt) 75.34 78.29

Table 2: Performance of data-driven parsers ver-
sus state-of-the-art on the CoNLL 2006 testset (in
Labeled/Unlabeled Attachment Score).

We then trained the MST and Malt parser on
the cdb corpus converted into the retagged CoNLL
format, and tested on CoNLL 2006 test data (also
retagged with Alpino). As seen in Table 2, by
using Alpino tags the performance level signifi-
cantly improves (with p < 0.002 using Approx-
imate Randomization Test with 1000 iterations).
This increase in performance can be attributed to
two sources: (a) improvements in the Alpino tree-
bank itself over the course of the years, and (b) the
more fine-grained PoS tagset obtained by parsing
the data with the deep grammar. To examine the
contribution of each source, we trained an addi-
tional MST model on the cdb data but tagged with
the same tagger as in the CoNLL shared task (Mbt,
cf. Table 2 last row): the results show that the
major source of improvement actually comes from
using the more fine-grained Alpino tags (78.73→
82.14 = +3.41 LAS), rather than the changes in
the treebank (78.37 → 78.73 = +0.36 LAS).
Thus, despite the rather limited training data and
use of standard training settings, we are in line
with, and actually above, current results of data-
driven parsing for Dutch.

Baselines To establish our baselines, we per-
form 5-fold cross validation for each parser on the
source domain (cdb corpus, newspaper text). The
baselines for each parser are given in Table 3. The
grammar-driven parser Alpino achieves a baseline
that is significantly higher (90.75% LAS) com-
pared to the baselines of the data-driven systems
(around 80-83% LAS).

Cross-domain results As our goal is to assess
performance variation across domains, we evalu-
ate each parser on the Wikipedia and DPC corpora

Model Alpino MST Malt
Baseline (LAS) 90.76 83.63 79.95
Baseline (UAS) 92.47 88.12 83.31

Table 3: Baseline (5-fold cross-validation). All
differences are significant at p < 0.001.

that cover a variety of domains (described in Ta-
ble 1). Figure 1 and Figure 2 summarizes the re-
sults for each corpus, respectively. In more detail,
the figures depict for each parser the baseline per-
formance as given in Table 3 (straight lines) and
the performance on every domain (bars). Note that
domains are ordered by size (number of words), so
that the largest domains appear as bars on the left.
Similar graphs come up if we replace labeled at-
tachment score with its unlabeled variant.

Figure 1 depicts parser performance on the
Wikipedia domains with respect to the source
domain baseline. The figure indicates that the
grammar-driven parser does not suffer much from
domain shifts. Its performance falls even above
baseline for several Wikipedia domains. In con-
trast, the MST parser suffers the most from the
domain changes; on most domains a substantial
performance drop can be observed. The transition-
based parser scores on average significantly lower
than the graph-based counterpart and Alpino, but
seems to be less affected by the domain shifts.

We can summarize this findings by our pro-
posed average domain variation measure (un-
weighted scores are given in the Figure): On av-
erage (over all Wikipedia domains), Alpino suf-
fers the least (adv = +0.81), followed by Malt
(+0.59) and MST (−2.2), which on average loses
2.2 absolute LAS. Thus, the graph-based data-
driven dependency parser MST suffers the most.

We evaluate the parsers also on the more var-
ied DPC corpus. It contains a broader set of do-
mains, amongst others science texts (medical texts
from the European Medicines Agency as well as
texts about oceanography) and articles with more
technical vocabulary (Communication, i.e. Inter-
net/ICT texts). The results are depicted in Fig-
ure 2. Both Malt (adv = 0.4) and Alpino (adv =
0.22) achieve on average a gain over the baseline,
with this time Malt being slightly less domain af-
fected than Alpino (most probably because Malt
scores above average on the more influential/larger
domains). Nevertheless, Alpino’s performance
level is significantly higher compared to both data-
driven counterparts. The graph-based data-driven

29



La
be

le
d 

At
ta

ch
m

en
t S

co
re

 (L
AS

)
Alpino
adv= 0.81 (+/− 3.7 )
uadv (>4k)= 2 (+/− 2.1 )

75
76

77
78

79
80

81
82

83
84

85
86

87
88

89
90

91
92

93
94

95
96

97
98

LO
C

KU
N

PO
L

SP
O

HI
S

BU
S

NO
B

CO
M

M
US HO

L

LO
C

KU
N

PO
L

SP
O

HI
S

BU
S

NO
B

CO
M

M
US HO

L

MST
adv = −2.2 (+/− 9 )
uadv (>4k)= −1.8 (+/− 4 )

LO
C

KU
N

PO
L

SP
O

HI
S

BU
S

NO
B

CO
M

M
US HO

L

Malt
adv = 0.59 (+/− 9.4 )
uadv(>4k)= 1.3 (+/− 3 )

Alpino
MST
Malt

Figure 1: Performance on Wikipedia domains with respect to the source baseline (newspaper text) in-
cluding average domain variation (adv) score and its unweighted alternative (uadv). Domains are ordered
by size (largest on left). Full-colored bars indicate domains where performance lies below the baseline.

parser MST is the most domain-sensitive parser
also on DPC (adv = −0.27).

In contrast, if we would take only the deviation
on the target domains into consideration (with-
out considering the baseline, cf. Section 5), we
would get a completely opposite ranking on DPC,
where the Malt parser would actually be consid-
ered the most domain-sensitive (here higher sd
means higher sensitivity): Malt (sd = 1.20), MST
(sd = 1.14), Alpino (sd = 1.05). However, by
looking at Figure 2, intuitively, MST suffers more
from the domain shifts than Malt, as most bars lie
below the baseline. Moreover, the standard devia-
tion measure neither gives a sense of whether the
parser on average suffers a loss or gain over the
new domains, nor incorporates the information of
domain size. We thus believe our proposed aver-
age domain variation is a better suited measure.

To check whether the differences in perfor-
mance variation are statistically significant, we
performed an Approximate Randomization Test

over the performance differences (deltas) on the
23 domains (DPC and Wikipedia). The results
show that the difference between Alpino and MST
is significant. The same goes for the difference
between MST and Malt. Thus Alpino is signifi-
cantly more robust than MST. However, the dif-
ference between Alpino and Malt is not signif-
icant. These findings hold for differences mea-
sured in both labeled and unlabeled attachments
scores. Furthermore, all differences in absolute
performance across domains are significant.

To summarize, our empirical evaluation shows
that the grammar-driven system Alpino is rather
robust across domains. It is the best perform-
ing system and it is significantly more robust than
MST. In constrast, the transition-based parser Malt
scores the lowest across all domains, but its vari-
ation turned out not to be different from Alpino.
Over all domains, MST is the most domain-
sensitive parser.
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Figure 2: Performance on DPC domains with respect to the source baseline (newspaper text).

Excursion: Lexical information Both kinds
of parsing systems rely on lexical information
(words/stems) when learning their parsing (or
parse disambiguation) model. However, how
much influence does lexical information have?

To examine this issue, we retrain all parsing sys-
tems by excluding lexical information. As all pars-
ing systems rely on a feature-based representa-
tion, we remove all feature templates that include
words and thus train models on a reduced fea-
ture space (original versus reduced space: Alpino
24k/7k features; MST 14M/1.9M features; Malt
17/13 templates). The result of evaluating the
unlexicaled models on Wikipedia are shown in
Figure 3. Clearly, performance drops for for all
parsers in all domains. However, for the data-
driven parsers to a much higher degree. For in-
stance, MST loses on average 11 absolute points
in performance (adv = −11) and scores below

baseline on all Wikipedia domains. In contrast,
the grammar-driven parser Alpino suffers far less,
still scores above baseline on some domains.5 The
Malt parser lies somewhere in between, also suf-
fers from the missing lexical information, but to a
lesser degree than the graph-based parser MST.

7 Conclusions and Future work

We examined a grammar-based system cou-
pled with a statistical disambiguation component
(Alpino) and two data-driven statistical parsing
systems (MST and Malt) for dependency parsing
of Dutch. By looking at the performance variation
across a large variety of domains, we addressed
the question of how sensitive the parsing systems
are to the text domain. This, to gauge which kind

5Note that the parser has still access to its lexicon here;
for now we removed lexicalized features from the trainable
part of Alpino, the statistical disambiguation component.
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Figure 3: Performance of unlexical parsers on Wikipedia domains with respect to the source baseline.

of system (data-driven versus grammar-driven) is
more affected by domain shifts, and thus more in
need for adaptation techniques. We also proposed
a simple measure to quantify domain sensitivity.

The results show that the grammar-based sys-
tem Alpino is the best performing system, and it
is robust across domains. In contrast, MST, the
graph-based approach to data-driven parsing is the
most domain-sensitive parser. The results for Malt
indicate that its variation across domains is lim-
ited, but this parser is outperformed by both other
systems on all domains. In general, data-driven
systems heavily rely on the training data to esti-
mate their models. This becomes apparent when
we exclude lexical information from the train-
ing process, which results in a substantial perfor-
mance drop for the data-driven systems, MST and
Malt. The grammar-driven model was more robust
against the missing lexical information. Grammar-
driven systems try to encode domain independent
linguistic knowledge, but usually suffer from cov-
erage problems. The Alpino parser successfully
implements a set of unknown word heuristics and
a partial parsing strategy (in case no full parse can

be found) to overcome this problem. This makes
the system rather robust across domains, and, as
shown in this study, significantly more robust than
MST. This is not to say that domain dependence
does not consitute a problem for grammar-driven
parsers at all. As also noted by Zhang and Wang
(2009), the disambiguation component and lexi-
cal coverage of grammar-based systems are still
domain-dependent. Thus, domain dependence is a
problem for both types of parsing systems, though,
as shown in this study, to a lesser extent for the
grammar-based system Alpino. Of course, these
results are specific for Dutch; however, it’s a first
step. As the proposed methods are indepedent of
language and parsing system, they can be applied
to another system or language.

In future, we would like to (a) perform an error
analysis (e.g. why for some domains the parsers
outperform their baseline; what are typical in-
domain and out-domain errors), (a) examine why
there is such a difference in performance variation
between Malt and MST, and (c) investigate what
part(s) of the Alpino parser are responsible for the
differences with the data-driven parsers.

32



References
John Blitzer, Ryan McDonald, and Fernando Pereira.

2006. Domain adaptation with structural correspon-
dence learning. In Conference on Empirical Meth-
ods in Natural Language Processing, Sydney.

John Blitzer, Mark Dredze, and Fernando Pereira.
2007. Biographies, bollywood, boom-boxes and
blenders: Domain adaptation for sentiment classi-
fication. In ACL, Prague, Czech Republic.

Sabine Buchholz and Erwin Marsi. 2006. Conll-x
shared task on multilingual dependency parsing. In
In Proc. of CoNLL, pages 149–164.
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Abstract

We provide a detailed comparison of
strategies for implementing medium-to-
low frequency phenomena such as Ger-
man adverbial participles in a broad-
coverage, rule-based parsing system. We
show that allowing for general adverb con-
version of participles in the German LFG
grammar seriously affects its overall per-
formance, due to increased spurious am-
biguity. As a solution, we present a
corpus-based cross-lingual induction tech-
nique that detects adverbially used par-
ticiples in parallel text. In a grammar-
based evaluation, we show that the auto-
matically induced resource appropriately
restricts the adverb conversion to a limited
class of participles, and improves parsing
quantitatively as well as qualitatively.

1 Introduction

In German, past perfect participles are ambigu-
ous with respect to their morphosyntactic cate-
gory. As in other languages, they can be used
as part of the verbal complex (example (1-a)) or
as adjectives (example (1-b)). Since German ad-
jectives can generally undergo conversion into ad-
verbs, participles can also be used adverbially (ex-
ample (1-c)). All three participle forms in (1) are
morphologically identical.

(1) a. Das Experiment hat ihnbegeistert.
‘The experiment has enthused him.’

b. Er scheint von dem Experimentbegeistert.
‘He seems enthusiastic about the experiment.’

c. Er hatbegeistertexperimentiert.
‘He has experimented in an enthusiastic way’ or:
‘He was enthusiastic when he experimented.’

This paper adresses the question of how to deal
with medium-to-low frequency phenomena such
as adverbial participles in a broad-coverage, rule-
based parsing system. In order to account for sen-

tences like (1-c), an intuitive approach would be to
generally allow for adverb conversion of partici-
ples in the grammar. However, on the basis of the
German LFG grammar (Rohrer and Forst, 2006),
we show that such a rule can have a strong negative
on the overall performance of the parsing system,
despite the fact that it produces the desired syntac-
tic and semantic analysis for specific sentences.

This trade-off between large-scale, statistical
and theoretically precise coverage is often en-
countered in engineering broad-coverage and, at
the same time, linguistically motivated parsing
systems: adding the analysis for a specific phe-
nomenon does not necessarily improve the overall
quality of the system since the rule might overgen-
erate and interact with completely different phe-
nomena in unpredicted ways.

In principle, there are two ways of dealing with
such an overgeneration problem in a grammar-
based framework: First, one could hand-craft
word lists or other linguistic constraints that re-
strict the adverb conversion to a certain set of par-
ticiples. Second, one could try to mine corpora for
this particular type of adverbs and integrate this
automatically induced knowledge into the gram-
mar (i.e. by means of pre-tagged input, word lists,
etc.). In the case of adverbial participles, both
ways are prone with difficulties. To our knowl-
edge, there has not been much theoretical work on
the linguistic properties of the participle adverb
conversion. Moreover, since the distinction be-
tween (predicative) adjectives and adverbs is the-
oretically hard to establish, the standard tag set
for German and, in consequence, annotated cor-
pora for German do not explicitly capture this phe-
nomenon. Thus, available statistical taggers and
parsers for German usually conflate the syntactic
structures underlying (1-b) and (1-c).

In this paper, we present a corpus-based ap-
proach to restricting the overgenerating adverb
conversion for participles in German, exploiting
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parallel corpora and cross-lingual NLP induc-
tion techniques. Since adverbs are often overtly
marked in other languages (i.e. thely-suffix in
English), adverbial participles can be straightfor-
wadly detected on word-aligned parallel text. We
describe the ingretation of the automatically in-
duced resource of adverbial participles into the
German LFG, and provide a detailed evaluation of
its effect on the grammar, see Section 5.

While the use of parallel resources is rather
familiar in a wide range of NLP domains, such
as statistical machine translation (Koehn, 2005)
or annotation projection (Yarowsky et al., 2001),
our work shows that they can be exploited for
very specific problems that arise in deep linguis-
tic analysis (see Section 4). In this way, high-
precision, data-oriented induction techniques can
clearly improve rule-based system development
through combining the benefits of high empirical
accuracy and little manual effort.

2 A Broad-Coverage LFG for German

Lexical Functional Grammar (LFG) (Bresnan,
2000) is a constraint-based theory of grammar. It
posits two levels of representation, c(onstituent)-
structure and f(unctional)- structure. C-structure
is represented by contextfree phrase-structure
trees, and captures surface grammatical configu-
rations. F-structures approximate basic predicate-
argument and adjunct structures.

The experiments reported in this paper use the
German LFG grammar constructed as part of the
ParGram project (Butt et al., 2002). The grammar
is implemented in the XLE, a grammar develop-
ment environment which includes a very efficient
LFG parser. Within the spectrum of appraoches
to natural language parsing, XLE can be consid-
ered a hybrid system combining a hand-crafted
grammar with a number of automatic ambiguity
management techniques: (i) c-structure pruning
where, based on information from statstically ob-
tained parses, some trees are ruled out before f-
structure unification (Cahill et al., 2007), (ii) an
Optimaly Theory-style constraint mechanism for
filtering and ranking competing analyses (Frank
et al., 2001), and (iii) a stochastic disambiguation
component which is based on a log-linear proba-
bility model (Riezler et al., 2002) and works on
the packed representations.

The German LFG grammar integrates a mor-
phological component which is a variant of

DMOR1 (Becker, 2001). This means that the (in-
ternal) lexicon does not comprise entries for sur-
face word forms, but entries for specific morpho-
logical tags, see (Dipper, 2003).

3 Participles in the German LFG

3.1 Analysis

The morphosyntactic ambiguity of German par-
ticiples presents a notorious difficulty for theoreti-
cal and computational analysis. The reason is that
adjectives (i.e. adjectival participles) do not only
occur as attributive modifiers (shown in (1-a)), but
can also be used as predicatives (see (2-b)). These
predicatives have exactly the same form as ver-
bal or adverbial participles (compare the three sen-
tences in (2)). Predicatives do appear either as ar-
guments of verbs likeseemor as free adjuncts such
that they are not even syntactically distinguishable
from adverbs. The sentence in (2-c) is thus am-
biguous as to whether the participle is an adverb
modifying the main verb, or a predicative which
modifies the subject. Especially in the case of
modifiers refering to a psychological state, the two
underlying readings are hard to tell apart (Geuder,
2004). It is due to the lack of reliable semantic
tests that the standard German tag set (Schiller et
al., 1995) assigns the tag “ADJD” to predicative
adjectives as well as adverbs.

(2) a. Das Experiment hat ihnbegeistert.
‘The experiment has enthused him.’

b. Er scheint von dem Experimentbegeistert.
‘He seems enthusiastic about the experiment.’

c. Er hatbegeistertexperimentiert.
‘He has experimented in an enthusiastic way’ or:
‘He was enthusiastic when he experimented.’

For performance reasons, the German LFG does
not cover free predicatives at the moment. In the
context of our crosslingual induction approach,
the distinction between predicatives and adverbs
is rather straigtforward since we base our experi-
ments on languages that have morphologically dis-
tinct forms for these categories. In the follow-
ing, we will thus limit the discussion to adverbial
participles and ignore the complexities related to
predicative participles.

In the German LFG, the treatment of a given
participle form is closely tight to the morphologi-
cal analysis encoded in DMOR. In particular, ad-
verbial participles can have different degrees of
lexicalisation. Forbestimmt(probably) in (3-a),
which is completely lexicalised, the morphology
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proposes two analyses: (i) a participle tag of the
verbal lemmabestimmen(determine) and (ii) an
adverb tag for the lemmabestimmt. In this case,
the LFG parsing algorithm will figure out which
morphological analysis yields a syntactically well-
formed analysis. Forgezielt(purposeful) in (3-b),
DMOR outputs, besides the participle analysis, an
adjective tag for the lemma. However, the gram-
mar can turn it into an adverb by a general ad-
verb conversion rule for adjectives. The difficult
case for the German LFG grammar is illustrated in
(3-c) by means of the adverbial participlewieder-
holt (repeatedly). This participle is neither lexi-
calised as an adverb nor as an adjective, but it still
can be used as an adverb.

(3) a.Bestimmt
Probably

ist
is

dieser
the

Mann
man

sehr
very

traurig.
sad.

b. Der
The

Mann
man

hat
has

gezielt
acted

gehandelt.
purposefully.

c. Der
The

Mann
man

hat
has

wiederholt
repeatedly

geweint.
cried.

To cover sentences like (3-c), the grammar
needs to include a rule that allows adverb conver-
sion for participles. Unfortunately, this rule is very
costly in terms of the overall performance of the
grammar, as is shown in the following section.

3.2 Assessing the Effect of Participle
Ambiguity on the German LFG

In this section, we want to illustrate the effect of
one specific grammar rule, i.e. the rule that gener-
ally allows for conversion of participles into ad-
verbs. We perform a contrastive evaluation of
two versions of the grammar: (i) theNo-Part-Adv
version which does not allow for adverb conver-
sion (except for the lexicalised participles from
DMOR), (ii) the All-Part-Adv version which al-
lows every participle to be analysed as adverb.
Otherwise, the two versions of the grammar are
completely identical.

The comparison between theAll-Part-Adv and
No-Part-Advgrammar version pursues two major
goals: On the one hand, we want to assess their
overall quantitative performance on representative
gold standard data, as it is common practice for
statistical parsing systems. On the other hand, we
are interested in getting a detailed picture of the
quality of the grammar for parsing adverbial par-
ticiples. These two goals do not necessarily go to-
gether since we know that the phenomenon is not
very frequent in the data which we use for evalu-
ation. Therefore, we do not only report accuracy

on gold standard data in the following, but also fo-
cus on error analysis and describe ways of qualti-
tatively assessing the grammar performance.

For evaluation, we use the TIGER treebank
(Brants et al., 2002). We report grammar per-
formance on the development set which consists
of the first 5000 TIGER sentences, and statistical
accuracy on the standard heldout set which com-
prises 371 sentences.

Quantitative Evaluation We first want to assess
the quantitative impact of the phenomenon of ad-
verbial participles in our evaluation data. We parse
the heldout set storing all possible analyses ob-
tained by both grammars, in order to compare the
upperbound score that the both versions can op-
timally achieve (i.e. independently of the disam-
biguation quality). Then, we run the XLE eval-
uation in the “oracle” mode which means that the
disambiguation compares all system analyses for a
given sentence to its gold analysis, and chooses the
best system analysis for computing accuracy. The
upperbound f-score for both grammar versions is
almost identical (at about 83.6%). This suggests
that the phenomenon of adverbial participles does
not occur in the heldout set.

If we run the grammar versions on a larger
set of sentences, the difference in coverage be-
comes more obvious. In Table 1, we report the
absolute number of parsed sentences, starred sen-
tences (only receiving a partial or fragment parse),
and the timeouts1 on our standard TIGER devel-
opment set. Not very surprisingly, the coverage
of the All-Part-Adv version seems to be broader.
However, this does not necessarily mean that the
40 additionally covered sentences all exhibit ad-
verbial participles (see below). Moreover, Table 2
gives a first indication of the fact that the extended
coverage comes at a price: theAll-Part-Adv ver-
sion massively increases the number of ambigui-
ties per sentence. Related to this, in theAll-Part-
Advversion, the number of timeouts increases by
16% and parsing speed goes down by 6% com-
pared to theNo-Part-Advversion.

To assess the effect of the massively increased
ambiguity rate and the bigger proportion of time-
outs inAll-Part-Adv, we perform a statistical eval-
uation of the two versions of the grammar against
the heldout set, i.e. we compute f-score based

1Sentences whose parsing can not be finished in prede-
fined amount of time, the maximally allowed parse time is
set to 20 seconds.
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Grammar Parsed
Sent.

Starred
Sent.

Time-
outs

Time
in sec

No-Part-Adv 4301 608 90 6853
All-Part-Adv 4339 555 105 7265

Table 1: Coverage-based evaluation on the TIGER
development set (sentences 1-5000), 4999 sen-
tences total

Sent. Av. ambiguities per sent. Av.
length No-Part-Adv All-Part-Adv Incr.
1-10 2.95 3.3 11%
11-20 24.99 36.09 44%
21-30 250.4 343.76 37%
31-40 1929.06 2972.847 54%
41-50 173970.0 663310.4 429%

Table 2: Average number of ambiguities per sen-
tence

on the parses that the XLE disambiguation selects
as the most probable parse. Both versions use
the same disambiguation model which results in
a slightly biased comparison but still reflects the
effect of increased ambiguity on the disambigua-
tion component. In Table 3, we can see that the
All-Part-Advversion performs significantly worse
than the grammar version which does not cap-
ture adverbial participles. The spurious ambigu-
ities and timeouts produced inAll-Part-Adv have
such a strong negative impact on the disambigua-
tion component that it can not be outweighed by
the extended coverage of the grammar.

Qualitative Evaluation The fact that theAll-
Part-Advversion generally increases parse ambi-
guity suggests that it produces a lot of undesired
analyses for constructions not related to adverbial
participles. To assess this assumption, we drew a
random sample of 20 sentences out of the addi-
tionally covered 41 sentences and checked manu-
ally whether these contained an adverbial partici-
ple: Only 40% of these sentences are actually cor-
rectly analysed. In all other cases, the grammar
lacks an analysis for a completely different phe-

Grammar Prec. Rec. F-Sc. Time
in sec

All-Part-Adv 83.80 76.71 80.1 666.55
No-Part-Adv 84.25 78.3 81.17 632.21

Table 3: Evaluation on the TIGER heldout set, 371
sentences total

nomenon (mostly related to coordination), but ob-
tains an (incorrect) analysis on the basis of the ad-
verb conversion rule.

As an example, Figure 1 presents two c-
structure analyses for the sentence in (4) in the
All-Part-Adv grammar. In the second c-structure
(CS2), the participlekritisiert (criticised) is anal-
ysed as adverb modifing the main verbhaben
(have). This results in a very strange underlying f-
structure, meaning something likethe Greens pos-
sess the SPD in a criticising manner.

(4) Die
The

Grünen
Greens

haben
have

die
the

SPD
SPD

kritisiert.
criticised.

“The Greens have criticised the SPD”

3.3 Interim Conclusion

This section has illustrated an exemplary dilemma
for parsing systems that aim broad-coverage and
linguisitically motivated analyses at the same time.
Since these systems need to explicitly address and
represent ambiguities that purely statistical sys-
tems are able to conflate or ignore, their perfor-
mance is not automatically improved by adding
a specific rule for a specific phenomenon. Inter-
estingly, the negative consequences affecting the
quantitative (statistical) as well as the qualitative
(linguistic) dimension of the grammar seem to be
closely related: The overgenerating adverb con-
version rule empirically leads to linguistically un-
motivated analyses which causes problems for the
disambiguation component. In the rest of the pa-
per, we show how the adverbial analysis of partici-
ples can be reasonably constrained on the basis of
a lexical resource induced from a parallel corpus.

4 Cross-Lingual Induction of Adverbial
Participles

The intuition of the cross-lingual induction ap-
proach is that adverbial participles can be easily
extracted from parallel corpora since in other lan-
guages (such as English or French) adverbs are
often morphologically marked and easily labelled
by statistical PoS taggers. As an example, con-
sider the sentence in (5), extracted from Europarl,
where the German participleversẗarkt is translated
by unambiguous adverbs in English and French
(increasinglyanddavantage).

(5) a. Nach der Osterweiterung stehen die Zeichen
verstärkt auf Liberalisierung.

b. Following enlargement towards the east, the emphasis
is increasinglyon liberalisation.
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CS 1: ROOT:2543

CProot[std]:2536

DP[std]:984

DPx[std]:981

D[std]:616

die:34

NP:773

N[comm]:717

NAdj:714

Grünen:85

Cbar:2506

Vaux[haben,fin]:1054

haben:159

VP[v,part]:2080

DP[std]:1856

DPx[std]:2321

D[std]:1180

die:204

NP:1720

N[comm]:284

SPD:257

VC[v,part]:2009

V[v,part]:1593

Vx[v,part]:1590

kritisiert:348

PERIOD:418

.:410

CS 2: ROOT:2543

CProot[std]:2536

DP[std]:984

DPx[std]:981

D[std]:616

die:34

NP:773

N[comm]:717

NAdj:714

Grünen:85

Cbar:2506

V[v,fin]:2494

Vx[v,fin]:2491

haben:159

DP[std]:1856

DPx[std]:2321

D[std]:1180

die:204

NP:1720

N[comm]:284

SPD:257

ADVP[std]:1493

V[v,-infl]:1491

Vx[v,-infl]:1488

kritisiert:348

PERIOD:418

.:410

Figure 1: Two c-structures for sentence (4), obtained by the grammarAll-Part-Adv- CS1 is correct, CS2
is semantically very strange

c. Après l’ élargissement̀a l’ Est, la tendance serada-
vantageà la libéralisation.

In the following, we describe experiments on
Europarl where we automatically extract and fil-
ter adverbially translated German participles.

4.1 Data

We base our experiments on the German, En-
glish, French and Dutch part of the Europarl cor-
pus. We automatically word-aligned the German
part to each of the others with the GIZA++ tool
(Och and Ney, 2003). Note that, due to diver-
gences in sentence alignment and tokenisation,
the three word-alignments are not completely syn-
chronised. Moreover, each of the 4 languages has
been automatically PoS tagged using the TreeTag-
ger (Schmid, 1994). In addition, the German and
English parts have been parsed with MaltParser
(Nivre et al., 2006).

Since we want to limit our investigation to those
participles that are not already recorded as lexi-
calised adjective or adverb in the DMOR morphol-
ogy, we first have to generate the set of participle
candidates from the tagged Europarl data. We ex-
tract all distinct words (types) from the German
part that have been either tagged as ADJD (pred-
icative or adverbial modifier), 6089 types in total,
or as VVPP (past perfect participle), 5469 types
in total. We intersect this set of potential partici-
ples with the set of DMOR participles that only
have a verbal lemma. The resulting intersection
(5054 types in total) constitutes the set of all Ger-
man participles in Europarl that are not recorded
as lexicalised in the DMOR morphology .

Given the participle candidates, we now ex-
tract the set of sentences that exhibit a word

alignment between a German participle and an
English, French or Dutch adverb. The extrac-
tion yields 5191 German-English sentence pairs,
2570 German-French, and 4129 German-Dutch
sentence pairs. The German-English pairs com-
prise 1070 types of potentially adverbial partici-
ples. The types found in the German-French and
German-Dutch part form a proper subset of the
types extracted from the German-English pairs.
Thus, the additional languages will not increase
the recall of the induction. However, we will show
that they are extremely useful for filtering incor-
rect or uninteresting participle alignments.

For data exploration and evaluation, we anno-
tated 300 participle alignments out of the 5191
German-English sentences as to whether the En-
glish adverbial really points to an adverbial par-
ticiple on the German side (and/or the word-
alignment was correct). Throughout the entire set
of annotated sentences, this ratio between the par-
allel cases (where an English adverbial correctly
indicates a German adverbial) and all adverbially
translated participles is at about 30%. This means
that if we base the induction on word-alignments
alone, its precision would be relatively low.

The remaining 60% translation pairs do not only
reflect word alignment errors, but also cases where
we find a proper participle in the German sentence
that has a correct adverbial translation for other
reasons. A typical configuration is exemplified in
(6) where the German main verbvorlegenis trans-
lated as the verb-adverb combinationput forward.

(6) a. Wir haben eine Reihe von Vorschlägenvorgelegt.
b. We haveput forward a number of proposals.

These sentence pairs are cases of free or para-
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Figure 2: Type/token ratio for adverbial participles

phrasing translations. Ideally, we want our induc-
tion method to filter such type of configurations.

The 300 annotated sentences comprise 121 to-
ken instances of German adverbially used partici-
ples that have an adverbial translation in English.
However, these 121 tokens reduce to 24 partici-
ple types. The graph in Figure 2 displays the
type/token-ratio for an increasing number of in-
stances in our gold standard. The curve exponen-
tially decays from about 10 tokens onward and
suggests that from about 30 tokens onward, the
number of unseen types is relatively low. This can
be interpreted as evidence in favour of the hypoth-
esis that the number of adverbially used participles
is actually fairly limited and can be integrated into
the grammar in terms of a hard-coded resource.

4.2 Filtering

The data analysis in the previous section has
shown that approximately one third of the English
adverb alignments actually point to an adverbial
participle on the German side. This means that we
have to rigorously filter the data that we extract on
the basis of word-alignments in order to obtain a
high quality resource for our grammar. In this sec-
tion, we will investigate several filtering methods
and evaluate them on our annotated sentence pairs.

Frequency-based filtering As a first attempt,
we filtered the non-parallel cases in our set of
participle-adverb translations by means of the rel-
ative frequency of the adverb translations. For

each participle candidate, we counted the number
of tokens that exhibit an adverbial alignment on
the English side, and divided this number by its
total number of occurrences in the German Eu-
roparl. The best f-score of the ADV-FREQ filter
(see Table 4) is achieved by the 0.05 threshold, but
generally, the precision of the frequency filters is
too low for high-quality resource induction. The
reason for the poor performance of the frequency-
based filters seems to be that some German verbs
are systematically translated as verb - adverb com-
binations as in (6). For these participles, the rel-
ative frequency of adverbial alignments is not a
good indicator for their adverbial use in German.

Multilingual Filtering Similar to filters used
in annotation projection where noisy word-
alignments are “cleaned” with the help of addi-
tional languages (Bouma et al., 2008), we have
implemented a filter that only selects those par-
ticiples as adverbials which also exhibit a certain
amount of adverbial translations in the French and
Dutch Europarl. We count the total number of
adverbial translations of a given participle on the
French side and divide it by the number of English
adverbial translations. For French, the best f-score
is achieved at a threshold of>0.1 (filter FR). For
Dutch, the best f-score is achieved at a threshold
of >0.05 (filter NL). The exact precision and re-
call values are given in Table 4.

Syntax-based Filtering The intuition behind
the filters presented in this section is that adver-
bial translations which are due to cross-lingual di-
vergences can be identified on the basis of their
syntactic contexts. Information about these con-
texts can be extracted from the dependency anal-
yses produced by MaltParser for the German and
English data. On the German side, we want to ex-
clude those participle instances for which the Ger-
man parser has found an auxiliary head, since this
configuration points to a normal partciple context
in German. The filter is called G-HEAD in Table
4. It filters all types which have an auxiliary head
in more than 40% of their adverbial translation
configurations. On the English side, we exclude
all translations where the adverb has a verbal head
which is also aligned to the German partciple. The
filter is called E-HEAD in Table 4. It excludes all
participle types which exhibit the E-HEAD con-
figuration in more than 50% of the cases.
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filter prec. rec. f-sc.
ADV-FREQ 0.38 0.75 0.51

FR 0.48 0.76 0.58

NL 0.33 0.73 0.45

G-HEAD 0.65 0.8 0.71

E-HEAD 0.4 0.8 0.53

COMBINED-1 0.61 0.8 0.69

COMBINED-2 0.86 0.76 0.81

Table 4: Performance of filters on the set of gold
adverbial participle types

Combined Token-level Filtering So far, we
have shown that multilingual and syntactic in-
formation is useful to filter non-parallel partici-
ple translations. We have found that the pre-
cision of the syntactic filters can still be in-
creased by combining it with the multilingual fil-
ters. COMBINED-1 in Table 4 refers to the filter
which only includes those participle types which
have at least one adverbial translation on the En-
glish target side such that (i) the adverbial trans-
lation is paralleled on the French or Dutch target
side for the same German participle token and (ii)
the German participle token does not have an aux-
iliary head. If we combine this token-level filter-
ing with the syntactic type-level filtering G-HEAD
and E-HEAD (the filter called COMBINED-2 in
Table 4), the precision increases by about 25%
with little loss in recall.

4.3 Analysis

Based on the filtering techniques described in the
previous section, we can finally induce a list of 46
German adverbial participles from Europarl. The
fact that this participle class seems fairly delimited
in our data raises the theoretical question whether
the adverb conversion is licensed by any linguistic,
i.e. lexical-semantic, properties of these partici-
ples. However, we observe that the automatically
induced list comprises very diverse types of ad-
verbs, as well as very distinct types of underlying
verbs. Thus, besides adverbs that clearly modify
events (see sentence (5)), we also found adverbs
that are more likely to modify adjectives (sentence
(7-a)), or propositions (sentence (7-b)).

(7) a. Es ist eineverdammt gef̈ahrliche Situation.
‘It is a damned dangerous situation.’

b. Wir machen einen Berichtüber den Bericht des Rech-
nungshofes ,zugegeben.
‘We are drafting a report about the report of the Court
of Auditors , admittedly.’

A more fine-grained classification and analysis
of adverbial participles is left for future research.

5 Grammar-based Evaluation

The resource of participles licensing adverbial use,
whose induction was described in the previous
section, can be straightforwardly integrated into
the German LFG. By explicitly enumerating the
participles in the adverb lexicon, the grammar can
apply the standard adverb macros to them. To as-
sess the effect of the filtering, we built two new
versions of the grammar: (i)Euro-Part-Adv, its ad-
verb lexicon comprises all adverbially translated
participles found in Europarl (1091 types) and (ii)
Filt-Part-Adv, its adverb lexicon comprises only
the syntactically and multilingually filtered par-
ticiples found in Europarl (46 types).

Although we have seen in section 3.2 that adver-
bial participles do not seem to occur in the TIGER
heldout set, we also know that it is important to
assess the effect of ambiguity rate on the overall
grammar performance. Therefore, we computed
the accuracy of the most probable parses produced
by the Euro-Part-Adv and Filt-Part-Adv on the
heldout set. As is shown in Table 5, theEuro-Part-
Adv performs significantly worse thanFilt-Part-
Adv. This suggests that the non-filtered participle
resource is not constrained enough and still pro-
duces a lot of spurious ambiguites that mislead the
disambiguation component. The coverage values
in Table 6 further corroborate the observation that
the unfiltered participle resource behaves similar
to the unrestricted adverb conversion inAll-Part-
Adv(see Section 3.2). The coverage of the filtered
vs. the unfiltered version on the development set is
identical, however the timeouts inEuro-Part-Adv
increase by 17% and parsing time by 8%.

By contrast, there is no significant difference
in f-score between theNo-Part-Advversion pre-
sented in Section 3.2 and theFilt-Part-Adv ver-
sion. Thus, we can, at least, assume that the fil-
tered participles resources has restricted the mas-
sive overgeneration caused by the general adverb
conversion rule such that the overall performance
of the original grammar is not negatively affected.

To evaluate the participle resource as to whether
it could have a positive qualtitative effect on pars-
ing TIGER at all, we built a specialised test-
suite which comprises only sentences containing
a non-lexicalised participle, which has an adver-
bial translation in Europarl and is tagged as ADJD
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Grammar Prec. Rec. F-Sc. Time
in sec

Euro-Part-Adv 82.32 75.78 78.91 701
Filt-Part-Adv 84.12 78.2 81.05 665

Table 5: Evaluation on the TIGER heldout set, 371
sentences total

Grammar Parsed
Sent.

Starred
Sent.

Time-
outs

Time
in sec

Euro-Part-Adv 4304 588 107 7359
Filt-Part-Adv 4304 604 91 6791

Table 6: Performance on the TIGER development
set (sentences 1-5000), 4999 sentences total

in TIGER. The sentences were extracted from the
whole TIGER corpus yielding a set of 139 sen-
tences. In this quality-oriented evaluation, we
only contrast theNo-Part-Advversion with the
filtered Filt-Part-Adv version since the unfiltered
version leads to worse overall performance. As
can be seen in Table 7, theNo-Part-Advcan only
completely cover 36% of the specialised testsuite
which is much lower than its average complete
coverage on the development set (86%). This sug-
gests that a substantial number of the extracted
ADJD participles are actually used as adverbial in
the specialised testsuite.

Similar to the qualitative evaluation procedure
in 3.2, we manually evaluated a random sample of
20 sentences covered byFilt-Part-Adv and not by
No-Part-Advas to whether they contain an adver-
bial participle that has been correctly recognised.
This was the case for 90% of the sentences, the
remaining 2 sentences were cases of secondary
predications. An example of a relatively simple
TIGER sentence that the grammar could not cover
in theNo-Part-Advversion is given in (8).

(8) Die Anti-Baby-Pillen stehen im Verdacht ,vermehrt
Thrombosen auszulösen.
“The birth control pill is suspected toincreasinglycause
thromboses.”

We also manually checked a random sample of

Grammar Parsed
Sent.

Starred
Sent.

Time-
outs

Time
in sec

No-Part-Adv 50 77 12 427
Filt-Part-Adv 92 39 8 366

Table 7: Performance on the specialised TIGER
test set, 139 sentences total

20 sentences that theFilt-Part-Advgrammar could
not cover, in order to see whether the grammar sys-
tematically misses certain cases of adverbial par-
ticiples. In this second random sample, the per-
centage of sentences containing a true adverbial
participle was again 90%. The grammar could
not correctly analyse these because of their spe-
cial syntax that is not covered by the general ad-
verb macro (or, of course, because of difficult con-
structions not related to adverbial participles). An
example for such a case is given in (9).

(9) Transitreisen junger M̈anner vom Gaza-Streifen ins
Westjordanland undumgekehrt sind nicht gestattet.
“Transit travels from the Gaza Strip to the West Bank and
vice versaare not allowed for young men.”

The high proportion of true adverbial participle
instances in our specific testsuite suggests that the
data we induced from Europarl largely carries over
to TIGER (despite genre differences, for instance)
and constitutes a generally useful resource. Thus,
we can not only say that the filtered participle re-
source has no negative effect on the overall per-
formance of the German LFG, but also extends its
coverage for a less frequent phenomenon in a lin-
guistically precise way.

6 Conclusion

We have proposed an empirical account for detect-
ing adverbial participles in German. Since this
category is usually not annotated in German re-
sources and hard to describe in theory, we based
our method on multilingual parallel data. This
data suggests that only a fairly limited class of par-
ticiples actually undergo the conversion to adverbs
in free text. We have described a set of linguisti-
cally motivated filters which are necessary to in-
duce a high-precision resource for adverbial par-
ticiples from parallel data. This resource has been
integrated into the German LFG grammar. In con-
trast to the version of the grammar which does not
restrict the participle - adverb conversion, the re-
stricted version produces less spurious ambigui-
ties which leads to better f-score on gold standard
data. Moreover, by manually evaluating a spe-
cialised data set, we have established that the re-
stricted version also extends the coverage and pro-
duces the correct analyses which can be used for
further linguistic study.
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Abstract

As a consequence of the established prac-
tice to prefer training data obtained from
written sources, NLP tools encounter
problems in handling data from the spo-
ken domain. However, accurate models
of spoken data are increasingly in demand
for naturalistic speech generation and ma-
chine translations in speech-like contexts
(such as chat windows and SMS). There
is a widely held assumption in the lin-
guistic field that spoken language is an
impoverished form of written language.
However, we show that spoken data is
not unpredictably irregular and that lan-
guage models can benefit from detailed
consideration of spoken language features.
This paper considers one specific con-
struction which is largely restricted to the
spoken domain - the ZERO AUXILIARY -
and makes a predictive model of that con-
struction for native speakers of British En-
glish. The model can predict zero auxil-
iary occurrence in the BNC with 96.9%
accuracy. We will demonstrate how this
model can be integrated into existing pars-
ing tools, increasing the number of suc-
cessful parses for this zero auxiliary con-
struction by around 30%, and thus improv-
ing the performance of NLP applications
which rely on parsing.

1 Introduction

Up to this point, statistical Natural Language Pro-
cessing (NLP) tools have generally been trained
on corpora that are representative of written rather
than spoken language. A major factor behind this
decision to use written data is that it is far easier to
collect than spoken data. Newswire, for instance,
may be harvested readily and in abundance. Once

collected, written language requires relatively lit-
tle processing before it can be used for training a
statistical model.

Processing of spoken data, on the other hand,
involves at the very least transcription - which usu-
ally requires a human transcriber. Since transcrip-
tion is a slow and laborious task, the collection of
spoken data is highly resource intensive. But this
relative difficulty in collection is not the only rea-
son that spoken language data has been sidelined.
Had spoken data been considered to be crucial to
the production of NLP applications greater efforts
might have been made to obtain it. However, on
account of some of its characteristic features such
as hesitations, interruptions and ellipsis, spoken
language is often dismissed as nothing more than
a noisy approximation to ‘real’ or ‘intended’ lan-
guage.

In some forums, written language is held up
as an idealised form of language toward which
speakers aspire and onto which spoken lan-
guage should be retrofitted. This is an arte-
fact of the theoretical notion of a ’competence’-
’performance’ dichotomy (Chomsky 1965) with
the latter deemed irrelevant and ignored in main-
stream linguistic research.

The consequence of the established practice to
sideline spoken data is that NLP tools are inher-
ently error prone when handling data from the spo-
ken domain. With increasing calls for speech to be
considered the primary form of language and to be
treated as such (Sampson 2001: 7 1; Cermák 2009:
115 2; Haugh 2009: 74 3) and a growing trend for
NLP techniques to be integrated into cognitive and
neurolinguistic research as well as forensic appli-

1Speech is “unquestionably the more natural, basic mode
of language behaviour”.

2“From a linguistic point of view, spoken corpora should
be primary for research but that has not been the case so far”.

3Haugh observes that “spoken language and interaction
lie at the core of human experience” but bemoans the “relative
neglect of spoken language in corpora to date”.
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cations, there are now compelling reasons to ex-
amine spoken data more closely. Accurate mod-
els of spoken data are increasingly in demand for
naturalistic speech generation and machine trans-
lations in speech-like contexts (such as human-
machine dialogue, chat windows and SMS).

The main research aim of our work is to show
that spoken data should not be considered error
prone and therefore unpredictably irregular. We
show that language models can be improved in in-
crements as we deepen our understanding of spo-
ken language features. We investigate ZERO AUX-
ILIARY progressive aspect constructions - those
which do not feature the supposedly obligatory
auxiliary verb, as in (1a) below (cf. 1b):

(1a) What you doing? Who you looking
for? You been working?

(1b) What are you doing? Who are you
looking for? Have you been working?

The zero auxiliary is a non-standard feature
which for the most part is known to be restricted
to speech. A corpus study of spoken British En-
glish indicates that in progressive aspect interroga-
tives with second person subjects (as in (1) above)
the auxiliary occurs in zero form in 27% of con-
structions found. The equivalent figure from the
written section of the corpus is just 5.4%. Con-
sequently, existing NLP techniques - since they
are based on written training data - are unlikely
to deal appropriately with zero auxiliary construc-
tions. We report below on the corpus study in full
and use the results of logistic regression to design
a predictive model of zero auxiliary occurrence
in spoken English. The model is based on con-
textual grammatical features and can predict zero
auxiliary occurrence in the British National Cor-
pus (BNC; 2007) with 96.9% accuracy. Finally,
we discuss how this model can be used to improve
the performance of NLP techniques in the spoken
domain, demonstrating its implementation in the
RASP system (Robust Accurate Statistical Pars-
ing; (Briscoe, Carroll and Watson, 2006)).

This paper underlines why awareness of non-
standard linguistic features matters. Targeted data
extraction from large corpus resources allows the
construction of more informed language models
which have been trained on naturalistic spoken
usage rather than standard and restricted rules of
written language. Such work has only been made
possible with the advent of large spoken language

corpora such as the BNC. Even so, the resource-
heavy nature of spoken data collection means that
speech transcriptions constitute only one tenth of
this 100 million word corpus 4. Nevertheless, it
is an invaluable resource made up of a range of
speech genres including spontaneous face-to-face
conversation, a fact which makes it unique among
corpora. Since conversational dialogue is the pre-
dominant language medium, the BNC offers the
best chance of modelling speech as it occurs natu-
rally.

This work has important implications for both
computational and theoretical linguistics. On the
one hand, we can improve various NLP techniques
with more informed language models, and on the
other hand we are reminded that the space of
grammatical possibility is not restricted and that
continued empirical investigation is key in order
to arrive at the fullest possible description of lan-
guage use.

2 Spoken and written language

In the modern mainstream fields of linguistic
research, based on Chomsky’s ‘ideal speaker-
listener’ (1965), spoken language has been all
too easily dismissed from consideration on the
grounds that it is more error-prone and less impor-
tant than written language. In this idealisation, the
speaker-listener is “unaffected by such grammati-
cally irrelevant conditions as memory limitations,
distractions, shifts of attention and interest, and er-
rors (random or characteristic)” (Chomsky, 1965).

The ‘errors’ Chomsky refers to are features of
speech production such as pauses, filled silence,
hesitation, repetition and elision, or of dialogue
such as backgrounding, overlap and truncation be-
tween speakers. Thus ‘error’ is essentially here de-
fined as that which is not normally found in well-
formed written data, that which is ‘noisy’ and ‘un-
predictable’. It is on these grounds - the gram-
matical rigidity of the written medium relative to
speech - that the divide between spoken and writ-
ten language modelling has grown up.

The opposing, usage-based view is that spoken
language is systematic and that it should be mod-
elled as it is rather than as a crude approximation
of the written form. On this view, the speech pro-
duction and dialogue features listed above are not

4Cermák estimates our experience with each language
medium is in fact this ratio in reverse - 90:10 spoken to writ-
ten (2009: 115).
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considered mistakes but “regular products of the
system of spoken English” (Halliday, 1994). ‘Er-
ror’ is thus seen as a misnomer for these features
because they are in fact all regular in some way.
For example, the fact that people tend to put filler
pauses in specific places.

We propose a middle way: that which builds
on the NLP tools available, even though they are
trained on written data, and on top of these models
the features of spoken language as ‘noise’ in the
communicative channel. This is a pragmatic ap-
proach which recognises the considerable amount
of work underpinning existing NLP tools and sees
no value in discarding these and starting again
from scratch. We demonstrate that spoken lan-
guage is model-able and predictable, even with
a feature which would not be seen as ‘correct’
in written form. For practical purposes we need
to recognise the regularities in the apparently ‘in-
correct’ features of speech and build these into
the functioning language models we already have
through statistical analysis of corpus distributions
and appropriate adjustment to parser tools.

3 The zero auxiliary construction

According to standard grammatical rules, the aux-
iliary verb is an obligatory feature of progressive
aspect constructions. However, this rule is based
on norms of written language and is in fact not al-
ways adhered to in the production of speech. As a
result, some progressive constructions do not fea-
ture an auxiliary verb. These are termed ‘zero aux-
iliary’ constructions and have been previously ex-
amined in studies of dialect (Labov, 1969; Ander-
sen, 1995) and first language acquisition (Brown,
1973; Rizzi, 1993/1994; Wexler, 1994; Lieven et
al, 2003; Wilson, 2003; Theakston et al, 2005).

There are copious anecdotal examples of the
zero auxiliary:

(2) You talking to me? Travis Bickle in
Taxi Driver (1976).

(3) Where he going? Avon Barksdale
in The Wire, Season 1: ‘Game Day’
(2002).

(4) What you doing? Holly Golightly in
Breakfast at Tiffany’s (1961).

Natural language data taken from the spoken
section of the British National Corpus (sBNC)
shows that the zero auxiliary features in 1330

(27%) of the 4923 second person progressive in-
terrogative constructions; as in (1), (2), (4) above.
In first person singular declaratives (cf. (5a) and
(5b)), in contrast, the proportion of zero auxiliary
occurrence is just 0.9% (158 of 17,838 construc-
tions). This already indicates the way that the zero
auxiliary occurs in predictable contexts and how
grammatical properties will feature in the predic-
tive model.

(5a) What I saying? I annoying you?
Why I doing this?

(5b) What am I saying? Am I annoying
you? Why am I doing this?

Subject person, subject number, subject type
(pronoun or other noun) and clause type (declar-
ative or interrogative) are four of the eight syntac-
tic properties incorporated in the predictive model.
The four other properties are clause tense (6), per-
fect or non-perfect aspect (7), clause polarity (8)
and presence or absence of subject (9).

(6) You are debugging. You were de-
bugging.

(7) We have been looking for a present.
We are looking for a present.

(8) She is watching the grand prix. He
is not watching the grand prix.

(9) I am going to town in a minute. Go-
ing to town in a minute.

We employ logistic regression to investigate the
precise nature of the relationships between zero
auxiliary use and these various linguistic vari-
ables. This allows us to build a predictive model
of zero auxiliary occurrence in spoken language
which will be useful for several reasons relating
to parsing of natural spoken language. Firstly,
for automatic parsing of spoken data being able
to predict when a zero auxiliary is likely to oc-
cur enables the parser to relax its normal rules
which are based on written standards. Secondly,
as technology improves and interaction with com-
puters becomes more humanistic the need to repli-
cate human-like communication increases in im-
portance: by knowing in which contexts the aux-
iliary verb might be absent, researchers can build
a language model which is more realistic and so
the user experience is improved and made more
naturalistic. Thirdly, a missing auxiliary might be
problematic for machine translation since it could
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result in the loss of tense and aspect information,
but with the ability to predict where a zero auxil-
iary might occur, the auxiliary can be restored so
that translation can be performed with appropriate
tense and aspect.

For all these reasons, the zero auxiliary in spo-
ken English is an appropriate case study for find-
ing the common ground between NLP and Lin-
guistics. Awareness of this particular linguis-
tic phenomenon through corpus study allows the
construction of more informed language models
which in turn enhance relevant NLP techniques.
The cross-pollination of research from NLP and
linguistics benefits both fields and ties in with the
emergence of linguistic theories that “conceive of
structure as gradient, malleable and probabilistic”
and incorporate “knowledge of the frequency and
probability of use of these categories in speakers’
experience” (Tily et al, 2009). These are collec-
tively known as ‘usage-based’ approaches to lan-
guage theory and are exerting a growing influ-
ence on the field (e.g. Barlow and Kemmer 2000;
Bybee and Hopper 2001; Bod, Hay and Jannedy
2003).

4 Corpus study

Training data was obtained through manual anno-
tation of progressive constructions in the British
National Corpus (2007). A preliminary study of
interrogatives with second person subjects con-
firmed that the zero auxiliary is more a feature
of the spoken rather than the written domain (Ta-
ble 1). Therefore a focus on the spoken section of
the corpus (sBNC) was justified and so we under-
took a comprehensive study of all progressive con-
structions in sBNC. The genres contained in sBNC
include a range of settings and levels of formality
- from academic lectures to radio programmes to
spontaneous, face-to-face conversation.

We extracted 93,253 sentences featuring a pro-
gressive construction from sBNC and each was
manually annotated for auxiliary realisation and
the eight syntactic properties described in Ta-
ble 2. In Table 3 the progressive constructions are
classified by auxiliary realisation. With approxi-
mately 4.2% occurrence in progressive construc-
tions, zero auxiliaries are a low frequency feature
of spoken language but ones which are significant
for the fact that existing NLP tools cannot suc-
cessfully parse them, thus one in twenty-five pro-
gressive constructions will not be fully parsed. We

Corpus Auxiliary
Full Contracted Zero

wBNC 3220 27 187
sBNC 3498 95 1330

Table 1: Auxiliary realisation in second person
progressive interrogatives in the BNC.

use the annotated corpus of these progressive con-
structions to design the predictive model described
below.

Properties Value encodings
Aux realisation
Zero auxiliary full(0), contracted(1), zero(2)
Variables
Subject person 1st(1), 2nd(2), 3rd(3)
Subject number singular(0), plural(1)
Subject type other noun(0), pronoun(1)
Subj supplied zero subj(0), subj supplied(1)
Clause type declarative(0), interrogative(1)
Clause tense present(0), past(1)
Perfect aspect non-perfect(0), perfect(1)
Polarity positive(0), negative(1)

Table 2: Syntactic features and their encodings in
the annotated sBNC Progressive Corpus

5 Model

To predict the zero auxiliary in spoken language
we use logistic regression. To train this model
we took a 90% sample from our corpus of 93,253
progressive constructions extracted from the spo-
ken section of the BNC, as described above and in
Caines 2010. The dataset was split into two cat-
egories: those sentences which exhibited the zero
auxiliary and those which did not5. A logistic re-
gression was then performed to ascertain the prob-
ability of category membership using the eight
previously described syntactic properties. Note
that subject person is arguably not a scalar vari-

5Contracted auxiliaries thus belong in the ‘not zero auxil-
iary’ category.

Corpus Full Contracted Zero
sBNC 38,015 51,295 3943

Table 3: Auxiliary realisation in progressive con-
structions in sBNC.
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able and therefore is re-analysed as three boolean
variables with separate binary values for use of the
first, second and third person. However, the three
subject person variables are dependent (ie. If the
subject is not first or second person it will be in the
third). Thus the eight syntactic properties become
nine explanatory variables in the predictive model,
as reported in Table 4.

Corpus Predictor Coefficient
subject person: 1st 0.171
subject person: 2nd 1.280
plural subject -0.300
pronoun subject -0.470
zero subject 5.711
interrogative clause 2.139
past tense clause -4.852
perfect aspect -0.280
negated clause -1.163
constant -4.033

Table 4: Predictor coefficients for the presence of
a zero auxiliary construction.

5.1 Model Evaluation

The logistic function is defined by:

f(Z) =
1

1 + e−z
(1)

The variable z is representative of the set of pre-
dictors and is defined by:

z = β0 + β1x1 + β2x2 + . . .+ βkxk (2)

where β0, β1, β2 ... βk are the regression coeffi-
cients of predictors x1, x2 .. xk respectively. The
predictors explored in this paper are encodings of
the syntactic properties of the annotated sentences.
The predictors and their encodings are indicated in
Table 2.

The logistic function is constrained to values
between 0 and 1 and represents the probability
of membership of one of the two categories (zero
auxiliary or auxiliary supplied). In our case an
f(z) > 0.5 indicates that there is likely to be a
zero auxiliary.

The logistic function defined by the coefficients
in Table 4 is able to predict correct category mem-
bership for 96.9% of the sentences in the annotated
corpus. All coefficients are highly significant to

the logistic function (p<0.001) with the exception
of perfect aspect and first person subject - which
are both significant nevertheless (p<0.05).

For this model, positive coefficients indicate
that the associated syntactic properties raise the
probability of a zero auxiliary occurring. Large
coefficients more strongly influence the probabil-
ity of the zero auxiliary whereas near-zero coeffi-
cients have little influence. From the coefficients
in Table 4 we see that the strongest predictor of
a zero auxiliary is the occurrence of a zero sub-
ject (as in the utterance, ‘leaving now.’). An inter-
rogative utterance is also a good candidate, as is
the second person subject (e.g. ‘you eating those
olives?’). However, a past tense utterance is an un-
likely candidate for a zero auxiliary construction,
as is a negated utterance.

6 Discussion — using the predictive
model to aid parsing

As mentioned above, since parsers are trained on
written data they can often display poor perfor-
mance on text transcribed from the spoken do-
main. From the results of our corpus study we
know that the zero auxiliary occurs in approxi-
mately 4.2% of progressive constructions in spo-
ken language and we can extrapolate that it will
occur in less than 1% (approximately 0.8%) of
all progressive constructions in written language.
A statistical parser trained on written language
will therefore be prone to undergo parsing fail-
ure for every one in twenty-five progressive sen-
tences. This is no insignificant problem, espe-
cially when it is remarked that the progressive is
in high frequency usage (there are one thousand
ING-forms featuring in progressive constructions
for every one million words of sBNC) and that its
use is known to be spreading (Leech et al, 2009).

Compounded with those parser breakdowns
caused by other speech phenomena (for instance,
repetition and elision), high numbers of parse fail-
ures on progressive constructions will render NLP
accuracy on spoken language intolerable for any
applications which rely on accurate parsing as a
foundation. However, we have shown above that
features of spoken language such as the zero aux-
iliary should not be thought of as errors or as un-
predictable deviations from the written form, but
rather can be considered to be consistent and pre-
dictable events. In this section we illustrate how
our predictive model for zero auxiliary occurrence
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(|relation| |head| |dependant|) (3)

(|ncsubj| |play + ing : V V G| |you : PPY |)(4)

(|obj| |play + ing : V V G| |what : DDQ|) (5)

(|aux| |play + ing : V V G| |be+ : V BR|) (6)

(|arg| |play + ing : V V G| |you : PPY |) (7)

(|relation| |verb : V V G| |dependant|) (8)

Figure 1: Example grammatical relations from
RASP.

may be integrated into a parser pipeline in order
to aid the parsing of spoken language. In this way
we build on the increasingly robust engineering of
statistical NLP tools trained on written language
by allowing them to adapt to the spoken domain
on the basis of the linguistic study of speech phe-
nomena.

In general the notion of ‘parsing’ an utterance
involves a chain of several processes: utterance
boundary detection, tokenization, part-of-speech
tagging, and then parsing. We suggest that when it
is known that the language to be parsed is from the
spoken domain the pipeline of processes should be
run in a SPEECH AWARE MODE. Extra functional-
ity would be incorporated into each of the stages
according to the findings of linguistic research into
spoken language. In other work we have adapted
the tokenization and tagging stages of the pipeline
based on predictors that indicate when interjec-
tions (e.g. ‘umm’, ‘err’ and ‘ah’) have been ‘used’
as punctuation or lexical items. We also incorpo-
rate intonation phrases as predictors for utterance
boundary detection (Buttery and Caines: in prepa-
ration). Here, we augment the parsing stage of the
pipeline by allowing an informed re-parse of ut-
terances in which a parse failure is likely to have
been caused by a zero auxiliary.

We present this section with reference to the
specific mechanics and output formats of the
RASP system but our algorithm is by no means
parser specific and could be adapted for other
parsers quite easily. Utterances parsed with
RASP may be expressed as ‘grammatical rela-
tions’. RASP’s grammatical relations are theory-
general, binary relations between lexical terms and
are expressed in the form of head-dependancy re-
lations as shown in (3), Figure 1.

Consider the utterance ‘what are you playing?’.

When we parse this with RASP we get grammati-
cal relations (4), (5) and (6) in Figure 1. The capi-
tal letter codes following the ‘:’ symbols are part-
of-speech tags (from the CLAWS-2 tagset (Gar-
side, 1987)) which have been assigned to the lexi-
cal tokens by the tagger of the RASP system. Here
PPY indicates the pronoun ‘you’; VVG indicates
the ING-form of lexical verb; VBR indicates ‘be’
in 3rd person present tense; and DDQ indicates
a wh-determiner. The relation (4) tells us that
‘you’ is the subject of ‘playing’; relation (5) tells
us that ‘what’ is taking the place of the object be-
ing played; and relation (6) tells us that there is an
auxiliary relationship between ‘are’ and ‘playing’.
This is much as we would expect. However, if we
try to parse ‘what you playing?’ the parse fails.
The single relation (4) is returned where ideally
we would like both (4) and (5), as we did when
the auxiliary was present.

For the utterance, ‘you playing?’ RASP returns
the under-specified grammatical relation (7) which
is simply indicating that ‘you’ is an argument of
‘playing’ but not which type of argument (whether
a subject, direct object, etc). Ideally we would
like to retrieve at least (4) as we would have if we
parsed the utterance ‘are you playing?’. For these
examples, we shall consider the failure to identify
the correct subject and object of the progressive
verb to be a parsing failure.

We integrate the zero auxiliary predictive model
with parsing technology to improve the parsing of
zero auxiliaries in spoken language. Note that we
use the RASP system but our algorithm is by no
means parser specific. The only prerequisite is
that the parser must be able to identify relations
of some kind between the subject noun and ING-
form (possibly via a parsing rule) and also be able
extract values for the predictors (through either a
rich tagset or from the identification of key speech
tokens). The illustrative method we discuss here
is integrated into the parsing pipeline in the event
of a parse failure but there are several alternative
methods that might also be considered.

For instance, by using the predictive model
earlier in the parsing system pipeline a modified
tagset could be used which updates the ING-form
tag with a new tag to indicate that there is also a
missing auxiliary. Another method might involve
altering rule probabilities or adding extra parser
rules so that parsing only has to occur once. Our
other work in this area suggests that the final deci-
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sion on where to add the spoken language modifi-
cations within the parsing pipeline will largely de-
pend on the interaction of the phenomena in ques-
tion with other speech phenomena.6

With the proviso that it is a preliminary integra-
tion of the predictive model into a parsing system,
we propose the following algorithm for zero aux-
iliaries in spoken language. When ‘speech aware
mode’ is activated, if we encounter a parse failure
then we first check the part-of-speech tags of the
utterance to ascertain if the sentence contains the
ING-form requisite for a progressive construction:

• IF no ING-form is found: STOP. Our
model predicts zero auxiliaries in progressive
constructions—there is nothing more we can
do with the input.

• ELSE: An ING-form is found. Extract all
grammatical relations that were obtained by
the parse which contained the ING-form in
the head position (these would be grammat-
ical relations that have the general format
of (8) in Figure 1). We will refer to this set of
grammatical relations as GRS.

– IF there is an auxiliary relation
present in GRS: STOP. If at least one
of the extracted grammatical relations is
an auxiliary relation, similar to (6) in
Figure 1, an auxiliary is present—we do
not have a zero auxiliary construction.7

– ELSE: The utterance is a candidate for
zero auxiliary.

Having determined a possible candidate for zero
auxiliary we carry out the following steps:

1. Ascertain values for the zero auxiliary pre-
dictors (explained in more detail below).

2. Calculate the value of the logistic function
f(z) using the obtained predictor values with
their coefficients (shown in Table 4).

3. If f(z) > 0.5, assume an auxiliary is miss-
ing.

6Although, another major consideration is the overall
computational efficiency of the parsing system.

7This step is actually subtly more complicated—auxiliary
relations involving ‘been’ are allowed to be present in GRS
(this allows us to capture zero auxiliaries in the perfect such
as ‘been coming here long?’) but if there is any other auxil-
iary relation present in GRS then we STOP here.

4. Add the auxiliary to the sentence (choos-
ing which auxiliary based on the predictor
values—see below).

5. Re-parse the sentence.

6. Remove (or flag) the auxiliary grammatical
relation from the newly obtained parser out-
put.8

For step 1 above properties of the current utter-
ance have to be obtained. The subject person, plu-
ral subject, zero subject and pronoun subject prop-
erties are ascertained by looking at the part-of-
speech of the dependant noun/pronoun within any
subject relations occurring in the set GRS (gram-
matical relations headed by the ING-form). Sub-
ject relations would look similar to (4) in Figure 1.
If there is no subject grammatical relation, any un-
derspecified ‘arg’ relation (such as (7) in Figure 1)
are considered. If neither of these relations are
present in GRS then a zero subject is inferred.
The person and plurality of the subject noun is en-
coded within its CLAWS2 part-of-speech tag. For
instance, a PPHS1 tag, which is used to indicate
‘him’ or ‘her’ would tell us we have a third per-
son, singular pronoun.9

The other properties are all ascertained by the
presence or absence of a token within the utter-
ance: interrogative property is inferred when the
utterance ends with a question mark; the nega-
tion property when either ‘not’ or ‘n’t’ (which are
tagged XX) is present; the perfect is inferred from
the presence of the word ‘been’; and past tense is
ascertained from a set of temporal marker lexical
items (e.g. ‘yesterday, ‘before’). Once extracted
the properties are encoded as shown in Table 4 for
use as the predictor values in the logistic function.

In order to select the correct auxiliary and loca-
tion for insertion in step 4 the utterance values are
consulted. For instance, an interrogative utterance
in the present tense, not in perfect aspect, with a
second person singular subject will require inser-
tion of the auxiliary ‘are’ after the subject. A zero
subject zero auxiliary, on the other hand, requires
restoration of both subject and auxiliary. Where a
question mark indicates it has been used in an in-
terrogative clause the subject is assumed to be sec-

8We also remove (or flag) the subject relation in cases
where a subject also had to be added in step 4. This would
occur when the original utterance exhibited a zero subject.

9All common nouns are assumed to be 3rd person and all
instances of ‘you’ were considered to be singular (as was the
case during corpus annotation).
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ond person - as is the case in most questions - and
so the auxiliary-subject combination ‘are you’ is
restored before the ING-form. Without a question
mark, the clause is assumed to be declarative and
so the first person singular subject-auxiliary com-
bination ‘I am’ is restored before the ING-form 10.

We withheld 10% of the zero auxiliary corpus
for test purposes. The integration of the predic-
tive model into the parser allowed us to success-
fully parse 31.4% of previously unparsable zero-
auxilaries. On cleaned spoken transcripts (i.e.
with speech phenomena other than the zero aux-
iliary, such as repetitions, removed) this algorithm
allows us to retrieve the correct subject-object re-
lations for an extra 1238 utterances within our
annotated corpus (which again accounts for ap-
proximately one third of the previously unparsable
zero-auxilaries). This is a significant step forward
for any applications building on top of a parsing
infrastructure.

7 Conclusion

We have shown how awareness of a specific
linguistic phenomenon enables improvements in
NLP techniques. The zero auxiliary is mainly a
feature of spoken language and so is not on the
whole handled successfully by existing parsers,
trained as they are on written data. As a so-
lution, rather than proposing the construction of
new models specifically designed for spoken lan-
guage, thereby doing away with all previous work
on NLP tools and starting again from scratch, we
demonstrated how new training data from a spo-
ken source could be applied to an existing parser
- RASP. We designed a predictive model of zero
auxiliary occurrence based on logistic regression
with nine syntactic variables. The data came from
an annotated corpus of 93,253 progressive con-
structions which showed zero auxiliary frequency
to be 4.2%. Without this new predictive informa-
tion in the parser, the status quo would continue
whereby one in twenty-five progressive construc-
tions would continue to be mis-parsed. We found
that instead the noise was regular and could be
modelled, and we illustrated how this specific lin-
guistic data could be integrated into existing NLP
technology. This is a case study of one specific
linguistic phenomenon. Our belief is that other

10A sample of one hundred zero subject declarative zero
auxiliaries indicates that the first person singular is the ap-
propriate subject type to restore on 60% of occasions.

such spoken language phenomena can be mod-
elled in the same way, given an appropriate corpus
resource, accurate annotation and implementation
into a parser.

By running in a ‘speech aware mode’ which
supplements existing parsing architecture we ben-
efit from the training that has already been under-
taken on a large scale based on written data and
complement it with specialized and predictable
linguistic properties of speech. Ideally, we would
like to train an entire parsing system on spoken
language but until spoken corpora become more
readily available this is not a practical option: the
resulting parser would suffer greatly from data
sparsity issues. Frustratingly, there is a circular
problem in generating corpora of an appropriate
size for training since until highly accurate mod-
els for spoken language are built we can not expect
speech-to-text systems to provide highly accurate
transcripts. But to build these highly accurate
models of spoken language in the first place a large
amount of data is required. Augmenting the ex-
isting statistical NLP tools trained on written lan-
guage with specialized linguistic knowledge from
the spoken domain is a pragmatic short-term fix
for this problem.

We should note that tailoring parsers to deal
with spoken language is by no means unheard of:
the RASP system itself, for example (which parses
using a probabilistic context-free grammar), al-
ready has several rules in its grammar which are
more appropriate for parsing spoken language.
However, use of these rules can contribute to much
over-generation and complexity in the parse for-
est (the parser internal structure which holds all
the possible parses for an utterance). In conse-
quence, the specialized rules have to be expertly
selected or deselected when configuring the parser.
This work - and our research program as a whole
- would instead allow parser configuration deci-
sions and algorithmic adaptions to be made non-
expertly and on-the-fly when running in ‘speech
aware mode’. All rule activations and algorithm
adaptions would be made based on predictions
constructed from expert linguistic analysis of the
spoken domain.
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Abstract
Cross-lingual parallelism and small-scale
language variation have recently become
subject of research in both computational
and theoretical linguistics. In this arti-
cle, we use a parallel corpus and an auto-
matic aligner to study English light verb
constructions and their German transla-
tions. We show that parallel corpus data
can provide new empirical evidence for
better understanding the properties of light
verbs. We also study the influence that the
identified properties of light verb construc-
tions have on the quality of their automatic
alignment in a parallel corpus. We show
that, even though characterised by limited
compositionality, these constructions can
be aligned better than fully compositional
phrases, due to an interaction between the
type of light verb construction and its fre-
quency.

1 Introduction
Fine-grained contrastive studies traditionally be-
long to the field of applied linguistics, notably to
translation and second language acquisition stud-
ies. Recently, however, interest for contrastive
studies has been renewed due to developments
in the general theory of language (the notion of
micro-parameters (Kayne, 2000)) on the one hand,
and due to advances in natural language process-
ing based on the exploitation of parallel corpora,
on the other hand.

Parallel corpora are collections of translations
with explicit alignment of sentences. They are im-
portant resources for the automatic acquisition of
the cross-linguistic translation equivalents that are
needed for machine translation. There is also in-
terest in using parallel corpora to automatically de-
velop new annotated linguistic resources by pro-
jecting the annotation that already exists in one

language (usually English) (Padó, 2007; Basili et
al., 2009). Such resources can be used for train-
ing systems for automatic parsing for different lan-
guages. Recently, parallel multilingual corpora
have also been used to improve performance in
mono-lingual tasks (Snyder et al., 2009).

For most of these applications, the aligned sen-
tences in the parallel corpora need to be analysed
into smaller units (phrases and words), which, in
turn, need to be aligned. Although crucial for suc-
cessful use of parallel corpora, word (and phrase)
alignment is still a challenging task (Och and Ney,
2003; Collins et al., 2005; Padó, 2007).

Our research concentrates on one type of con-
struction that needs a special treatment in the task
of aligning corpora and projecting linguistic an-
notation from one language to another, namely
light verb constructions. These constructions, usu-
ally identified as paraphrases of verbs (e.g. have
a laugh means laugh, give a talk means talk),
are frequent, cross-lingually productive forms,
where simple-minded parallelism often breaks
down. Their meaning is partially uncomposi-
tional, formed in a conventional way, which means
that they cannot be analysed as regular construc-
tions and that they cannot be translated to another
language directly word by word. Unlike colloca-
tions and idioms, however, these constructions are
formed according to the same “semi-productive”
pattern in different languages. Due to their cross-
lingual analysability, they can be expected to be
aligned at the word level in a parallel corpus, even
if their components are not direct word-to-word
translations of each other. This means that word
alignment of these constructions, needed for au-
tomatic translation and transferring annotations, is
possible, but it is not straight-forward.

An in-depth study of these constructions in the
specific context of parallel corpora and alignment
can cast new light on the correlation of their lin-
guistic and statistical properties. On the one hand,
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the statistical large-scale analysis of the behaviour
of these constructions as the output of an align-
ment process provides novel linguistic informa-
tion, which enlarges the empirical base for the
analysis of these constructions, and complements
the traditional grammaticality judgements. On the
other hand, the linguistically fine-grained analysis
of the statistical behaviour of these constructions
provides linguistically-informed performance and
error analyses that can be used to improve align-
ers.

2 Two Types of Light Verb Constructions
and their Alignment

Light verb constructions have already been iden-
tified as one of the major sources of problems
in transferring semantic annotation between lan-
guages as close as English and German (Burchardt
et al., 2009). Light verb constructions introduce
two kinds of divergences that can pose a problem
for automatic word alignment. In the case of true
light verb constructions (Kearns, 2002), English
phrases such as have a laugh, give [stg.] a wipe,
and take a look typically correspond to German
single words, lachen, wischen, and blicken respec-
tively. Such correspondences can be expected to
result in actual parallel sentences where English
verbs have, give, and take would be either aligned
with the verbs lachen, wischen, and blicken re-
spectively or would have no alignment at all. Such
alignments are not common cases and can be ex-
pected to pose a problem to an automatic aligner.

Another type of divergence concerns construc-
tions with vague action verbs (Kearns, 2002). In
this case, English phrases such as make an agree-
ment, make a decision, and give a talk correspond
to German phrases einen Vertrag schliessen, eine
Entscheidung treffen, and einen Vortrag halten,
respectively. Parallel sentences containing these
constructions should be aligned so that English
nouns agreement, decision, and talk are aligned
with German nouns Vertrag, Entscheidung, and
Vortrag. At the same time, English verb make
should be aligned with German schliessen in the
first example, with treffen in the second, and give
should be aligned with halten in the third example.
Aligning the nouns should not pose any problem,
since these alignments are direct lexical transla-
tions (c.f. (LEO, 2006 9) online dictionary, for ex-
ample) and they can be expected to be aligned in
many different sentences. However, aligning the

verbs is necessarily more complicated, since they
are not direct translations of each other and cannot
be expected to be aligned in other contexts.1

However, the difference between the two types
of light verb constructions is not clear cut. They
are better seen as two ends of a continuum of verb
usages with different degrees of verbs’ lightness
and different degrees of compositionality of the
meaning of constructions. (Stevenson et al., 2004;
Butt and Geuder, 2001; Grimshaw and Mester,
1988). Even though several English verbs have
been identified as having light usages (e.g. take,
make, have, give, pay), there has been little re-
search on the influence that the properties of the
heading light verb can have on the degree of se-
mantic compositionality of the construction.

The purpose of the present research is to exam-
ine the German translation equivalents of the range
of different English light verb constructions occur-
ring in a parallel corpus and study the differential
performance of a standard aligner on this language
pair for these constructions.

3 Experiments

Our study is based on the assumption that the qual-
ity and bijectivity of the alignment are propor-
tional to the corpus frequency and linguistic com-
positionality of the construction. Therefore, we
identify two aspects of the alignment of these con-
structions as the relevant objects of study.

First, we quantify the amount and nature of cor-
rect word alignments for light verb constructions
compared to regular verbs, as determined by hu-
man inspection. Given the described divergences
between English and German, it can be expected
that light verb constructions will be aligned with a
single word more often than constructions headed
by a regular verb. Assuming that the properties
of the heading light verbs do influence semantic
compositionality of the constructions, it can also
be expected that light verb constructions headed
by different verbs will be differently aligned to the
German translations, constituting different types
of constructions.

1Direct word-to-word English translations of schliessen
listed in the LEO dictionary, for example, are: infer, com-
prise, imply, close, close down, conclude, consummate, draw
up, lock, shut, shutdown, sign off, quit, while make is only
listed within the phrase that is translation for this particular
collocation. Similarly, English word translations for treffen
are: encounter, hook up, cross, get together, meet, meet up,
hit, hurt, score, strike, while make can only be found as a part
of the phrase-to-phrase translations.

53



Second, we evaluate the quality of automatic
word alignments of light verb constructions.

Current word alignment models are based on
the assumption that the best word alignments are
composed of the best word-to-word translations
(as an effect of using Expectation-Maximisation
for training). Factors in the translations that de-
viate from one-to-one alignments are often lex-
ically specific (fertility) and require sufficient
statistics. Because of the interaction of these
properties of the alignment model and the semi-
compositionality of light verb constructions, these
constructions can be expected to pose a problem
for automatic word alignment. Specifically, we ex-
pect lower overall quality of word alignment in the
sentences containing light verb constructions than
in the sentences that contain corresponding regular
constructions.

As indicated, however, we also expect that the
quality of automatic word alignment will be influ-
enced by different distributional phenomena that
are not necessarily related to the linguistic prop-
erties of parallel texts, in particular related to fre-
quency of some of the components of the construc-
tion.

These predictions about the alignment of light
verb constructions in English and German and
their realisations in a corpus are examined in an
experiment.

3.1 Materials and Methods
A random sample of instances of each of the de-
fined types of construction was extracted from a
large word-aligned parallel corpus and manually
examined.

3.1.1 Corpus
The instances of the phrases were taken from the
English-German portion of the Europarl corpus
(Koehn, 2005) that contains the proceedings of the
sessions held in 1999, irrespective of the source
language and of the direction of translation. Be-
fore sampling, the corpus was word-aligned using
GIZA++ (Och and Ney, 2003). Alignments were
performed in both directions, with German as the
target language and with English as the target lan-
guage.

3.1.2 Word alignment using GIZA++
The program for automatic word alignment,
GIZA++, has been developed within a system for
automatic translation. It implements a series of

statistical word-based translation models. In these
models, word alignment is represented as a single-
valued function, mapping each word in the tar-
get sentence to one word in the source sentence.
To account for the fact that some target language
words cannot be aligned with any source language
word, a special empty word (“NULL”) is intro-
duced in the source sentence.

The definition of word alignment does not al-
low many-to-many mappings between the words
of two languages, needed for representing align-
ment of non-compositional multi-word expres-
sions. However, it allows aligning multiple words
in one language to a single word in the other lan-
guage, which is needed for successful alignment
of English light verb constructions.

3.1.3 Sampling phrase instances
To study light verb constructions in a parallel cor-
pus systematically, we group the instances of the
constructions into two types: light verb construc-
tions headed by the verb take, as an example of
true light verb constructions, and those headed
by the verb make, as an example of vague action
verbs. We compare both types of light verb con-
structions to regular constructions headed by the
verbs which are WordNet synonyms of the verb
make (create, produce, draw, fix, (re)construct,
(re)build, establish) with the same subcategoriza-
tion frame.

We analyse three samples of the constructions,
one for each of the types defined by the heading
verb. Each sample contains 100 instances ran-
domly selected from the word-aligned parallel cor-
pus. The constructions are represented as ordered
pairs of words, where the first word is the verb
that heads the construction and the second is the
noun that heads the verb’s complement. Only the
constructions where the complement is the direct
object were included in the analysis.2

3.1.4 Data collection
The following data were collected for each occur-
rence of the English word pairs.

The word or words in the German sentence that
are actual translation of the English words were
identified. If either the English or German verb

2This means that constructions such as take something
into consideration were not included. The only exception to
this were the instances of the construction take something into
account. This construction was included because it is used as
a variation of take account of something with the same trans-
lations to German.
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form included auxiliary verbs or modals, these
were not considered. Only the lexical part of the
forms were regarded as word translations.

We then determine the type of mapping be-
tween the translations. If the German transla-
tion of an English word pair includes two words
too (e.g. take+decision↔ Beschluss+fassen), this
was marked as the “2-2” type. If German trans-
lation is a single word, the mapping was marked
with “2-1”. This type of alignment is further dis-
tinguished into “2-1N” and “2-1V”. In the first
subtype, the English construction corresponds to
a German noun (e.g. initiative+taken ↔ Initia-
tive). In the second subtype, the English construc-
tion corresponds to a German verb (e.g. take+look
↔ anschauen). In the cases where a translation
shift occurs so that no translation can be found,
the mapping is marked with “2-0”.

We also collect the information on automatic
alignment for each element of the English word
pair for both alignment directions. These data
were collected for the elements of English word
pairs (verbs and nouns) separately. The alignment
was assessed as “good” if the word was aligned
with its actual translation, as “bad” if the word was
aligned with some other word, and as “no align” if
no alignment was found. Note that the “no align”
label could only occur in the setting were English
was the source language, since all the words in the
sentence had to be aligned in the case where it was
the target language.

For example, a record of an occurrence of the
English construction “make+proposal” extracted
from the bi-sentence in (1) 3 would contain the in-
formation given in (2).

(1) Target language German
EN: He made a proposal.
DE: Er(1) hat(1) einen(3) Vorschlag(4)
gemacht(3).

Target language English
DE: Er hat einen Vorschlag gemacht.
EN: He(1) made(5) a(3) proposal(4).

(2) English instance: made + proposal
German alignment: Vorschlag + gemacht
Type of mapping: 2-2

3Glosses:
Er hat einen Vorschlag gemacht.
he has a proposal made
The numbers in the brackets in the target sentences indicate
the position of the automatically aligned source word.

English
LVC
take

LVC
make

Regular

G
er

m
an

tra
ns

la
tio

n 2→ 2 57 50 94
2→ 1N 8 18 2
2→ 1V 30 28 2
2→ 0 5 4 2
Total 100 100 100

Table 1: Types of mapping between English con-
structions and their translation equivalents in Ger-
man.

Automatic alignment, target German, noun:
good, verb: no align
Automatic alignment, target English, noun:
good, verb: good

4 Results

In this section, we present the results of the analy-
ses of both correct (manual) and automatic align-
ment of the three types of constructions, pointing
out the relevant asymmetries.

4.1 Results of Manual Alignment
Table 1 shows how many times each of the four
types of mapping (2-2; 2-1N; 2-1V; 2-0) between
English constructions and their German transla-
tion equivalents occurs in the sample.

We can see that the three types of construc-
tions tend to be mapped to their German equiva-
lents in different ways. First, both types of light
verb constructions are mapped to a single Ger-
man word much more often than the regular con-
structions (38 instances of light verb constructions
with take and 46 instances of light verb construc-
tions with make vs. only 4 instances of regular
constructions.). Confirming our initial hypothe-
sis, this result suggests that the difference between
fully compositional phrases and light verb con-
structions in English can be described in terms of
the degree of the “2-1” mapping to German trans-
lation equivalents.

An asymmetry can be observed concerning the
two subtypes of the “2-1” mapping too. The Ger-
man equivalent of an English construction is more
often a verb if the construction is headed by the
verb take (in 30 occurrences, that is 79% of the 2-
1 cases) than if the construction is headed by the
verb make (28 occurrences, 61% cases).
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DE EN

LVCs with
take

Both EN words 5 57
EN noun 63 79
EN verb 6 57

LVCs with
make

Both EN words 5 40
EN noun 58 58
EN verb 6 52

Regular
construction

Both EN words 26 42
EN noun 68 81
EN verb 32 47

Table 2: Well-aligned instances of LVCs with take,
with make, and with regular constructions (out of
100), produced by an automatic alignment, in both
alignment directions (target is indicated).

In the case where the German translation equiv-
alent for an English construction is a verb, both
components of the English construction are in-
cluded in the corresponding German verb, the ver-
bal category of the light verb and the lexical con-
tent of the nominal complement. These instances
are less compositional, more specific and id-
iomatic (e.g. take+care↔ kümmern, take+notice
↔ berücksichtigen).

On the other hand, English constructions that
correspond to a German noun are more compo-
sitional, less idiomatic and closer to the regular
verb usages (e.g. make+proposal ↔ Vorschlag,
make+changes ↔ Korrekturen). The noun that
is regarded as their German translation equivalent
is, in fact, the equivalent of the nominal part of
the construction, while the verbal part is simply
omitted. This result suggests that English light
verb constructions with take are less composi-
tional than the light verb constructions with make.

4.2 Results on Automatic Alignment
We evaluate the quality of automatic alignment of
light verb constructions in comparison with reg-
ular phrases taking into account two factors, the
alignment direction and the frequency of the ele-
ments of the constructions. The results are pre-
sented in the next two sections.

4.2.1 Direction of Alignment
Table 2 shows how the quality of automatic align-
ment varies depending on the direction of align-
ment, as well as on the type of construction. Re-
call that more than one target word can be aligned
to the same source word and all words of the target
have to be aligned.

It can be noted that all the three types of con-
structions are better aligned if the target language
is English. However, the difference in the quality
is bigger in light verb constructions than in regular
constructions, clearly because in this direction the
multi-word property of the English light verb con-
structions can be represented. Both words are well
aligned in light verb constructions with take in 57
cases and with make in 40 cases if the target lan-
guages is English, which is comparable with regu-
lar constructions (42 cases). However, if the target
language is German, both types of light verb con-
structions are aligned well (both words) in only 5
cases, while regular constructions are well aligned
in 26 cases.

Looking into the alignment of the elements of
the constructions (verbs and nouns) separately, we
can notice that nouns are generally better aligned
than verbs for all the three types of constructions,
and in both directions. However, this difference
is not the same in all cases. The difference in
the quality of alignment of nouns and verbs is
the same in both alignment directions for regular
constructions, but it is more pronounced in light
verb constructions if German is the target. On the
other hand, if English is the target, the difference
is smaller in light verb construction than in regular
phrases. These results suggest that the direction of
alignment influences more the alignment of verbs
than the alignment of nouns in general. This influ-
ence is much stronger in light verb constructions
than in regular constructions.

Finally, our initial hypothesis that the quality of
alignment of light verb constructions is lower than
the quality of alignment of regular constructions
has only been confirmed in the case where German
is the target language (both words well aligned in
26 cases, compared to only 5 cases in both types
of light verb constructions). Regular verbs are es-
pecially better aligned than light verbs in this case
(32 : 6). However, if the target is English, the qual-
ity of alignment of regular constructions is simi-
lar to that of light verb constructions with make
(42 and 40 good alignments respectively), while
the constructions with take are aligned even bet-
ter than the other two types (57 good alignments).
These results suggest that the type of construction
which is the least compositional and the most id-
iomatic of the three is best aligned if the direction
of alignment suits its properties.
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Frequency take LVC make LVC Regular
Low 12 25 62
High 76 35 8

Table 3: The three types of constructions parti-
tioned by the frequency of the complements in the
sample.

Well aligned
Freq take LVC make LVC Regular
Low Both 4 33 8 32 21 34
Freq N 8 66 8 32 47 75

V 4 33 12 48 53 85
High Both 47 62 18 51 4 50
Freq N 64 84 27 77 8 100

V 58 76 18 51 4 50

Table 4: Counts and percentages of well-aligned
instances of the three types of constructions in re-
lation with the frequency of the complements in
the sample. The percentages represent the number
of well-aligned instances out of the overall number
of instances within one frequency range. English
is the target language.

4.2.2 Frequency
Since the quality of alignment of the three types
of constructions proved different from what was
expected in the case where English was the target
language, we examine further the automatic align-
ment in this direction. In particular, we study its
interaction with frequency.

The frequency of the nouns is defined as the
number of occurrences in the sample. It ranges
from 1 to 20 occurrences in the sample of 100 in-
stances. The instances of the constructions were
divided into three frequency ranges: instances
containing nouns with 1 occurrence were con-
sidered as low frequency items; those contain-
ing nouns that occurred 5 and more times in the
sample were considered as high frequency items;
nouns occurring 2, 3, and 4 times were considered
as medium frequency items. Only low and high
frequency items were considered in this analysis.

Table 3 reports the number of instances belong-
ing to different frequency ranges. It can be noted
that light verb constructions with take exhibit a
small number of low frequency nouns. The num-
ber of low frequency nouns increases in the con-
structions with make (25/100), and it is much big-
ger in regular constructions (62/100). The op-
posite is true for high frequency nouns (LVCs

with take: 76/100, with make: 35/100, regular:
8/100). Such distribution of low/high frequency
items reflects different collocational properties of
the constructions. In the most idiomatic construc-
tions (with take), lexical selection is rather limited
which results in little variation. Verbs in regular
constructions select for a wide range of different
complements with little reoccurrence. Construc-
tions with make can be placed between these two
types.

Different trends in the quality of automatic
alignment can be identified for the three types of
constructions depending on the frequency range of
the complement in the constructions, as shown in
Table 4. The quality of alignment of both com-
ponents of the constructions is comparable for all
the three types of constructions in low frequency
items (in 33% of instances of light verb construc-
tions with take, 32% of light verb constructions
with make, and 34% of regular constructions both
the verb and the noun were well aligned). It is
also improved in high frequency items in all the
three types, compared to low frequency. However,
the improvement is bigger in light verb construc-
tions with take (62% well aligned cases) than in
LVCs with make (51%) and in regular construc-
tions (50%).4

Looking into the components of the construc-
tions separately, we can notice interesting differ-
ences in the quality of automatic alignment of
verbs. The proportion of well-aligned verbs in-
creases with the frequency of their complements in
light verb constructions with take (33% of low fre-
quency items compared to 76% of high frequency
items.) It stays almost the same in light verb con-
structions with make (48% of low frequency items
and 51% of high frequency items), and it even de-
creases in regular items (85% of low frequency
items compared to only 50% of high frequency
items).

5 Discussion

The results reported in the previous section con-
firm both components of our first hypothesis (on
the expected differences in cross-lingual mapping)
and refine the conditions under which the sec-
ond hypothesis (on the expected differences in the
quality of automatic alignment) is true. We discuss

4Note that the high frequency regular items are repre-
sented with only 8 instances, which is why the trends might
not be clear enough for this subtype.
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these conclusions in detail here.

5.1 Manual Alignment

Recall that the first component of our first hypoth-
esis indicated that it is expected that light verb
constructions will be aligned with a single word
more often than constructions headed by a regular
verb.

The analysis of corpus data has shown that
there is a clear difference between English regu-
lar phrases and light verb constructions in the way
they are mapped to their translation equivalents in
German. Regular constructions are mapped word-
by-word, with the English verb being mapped to
the German verb, and the English noun to the Ger-
man noun. A closer look into the only 4 exam-
ples where regular constructions were mapped as
“2-1” shows that this mapping is not due to the
“lightness” of the verb. In two of these cases, it is
the content of the verb that is translated, not that
of the noun (produce+goods↔ Produktion; estab-
lishes+rights↔ legt). This never happens in light
verb constructions.

On the other hand, light verb constructions are
much more often translated with a single Ger-
man word. In both subtypes of the “2-1” map-
ping of light verb constructions, it is the con-
tent of the nominal complement that is translated,
not that of the verb. The noun is either trans-
formed into a verb (take+look ↔ anschauen) or
it is translated directly with the verb being omitted
(take+initiative↔ Initiative).

This difference provides empirical grounds for
distinguishing between semantically full and se-
mantically impoverished verbs, a task that is often
difficult on the basis of syntactic tests, since they
often exhibit the same syntactic properties.

The second component of the first hypothesis
indicated that it was expected that the two types of
light verb constructions be differently aligned.

The finding that English light verb construc-
tions with take tend to be aligned more often with a
single German verb and less often to a single Ger-
man noun than the constructions with make justi-
fies classifying the instances into the types based
on the heading verb, which is not a common prac-
tice in the linguistic literature. It suggests that
some semantic or lexical properties of these verbs
can determine the type of the construction. More
precisely, the meaning of the constructions with
take can be regarded as less compositional than the

meaning of the constructions with make. This dif-
ference is also supported by the findings of a pre-
liminary study of Serbian translation equivalents
of these constructions (Samardžić, 2008). English
constructions with take tend to be translated with
a single verb in Serbian, while the constructions
with make are usually translated word-by-word. 5

5.2 Automatic alignment
The second hypothesis conjectured that we would
find lower overall quality of word alignment in
the sentences containing light verb constructions
than in the sentences that contain corresponding
regular constructions. The findings of this re-
search show that the interactions between align-
ment and types of constructions is actually more
complicated than this simple hypothesis, in some
expected and some unexpected ways. To sum-
marise, we found, first, better alignment of regu-
lar constructions compared to light verb construc-
tions only if the target language is German; sec-
ond, overall, alignment if English is target is bet-
ter than if German is target; and thirdly, we found
a clear frequency by construction interaction in the
quality of alignment.

The quality of automatic alignment of both reg-
ular constructions and light verb constructions in-
teracts with the direction of alignment. First,
the alignment is considerably better if the target
language is English than if it is German, which
confirms the findings of (Och and Ney, 2003).
Second, the expected difference in the quality of
alignment between regular constructions and light
verb constructions has only been found in the di-
rection of alignment with German as the target
language, that is where the “2-1” mapping is ex-
cluded. However, the overall quality of alignment
in this direction is lower than in the other.

This result could be expected, given the general
morphological properties of the two languages, as
well as the formalisation of the notion of word
alignment used in the system for automatic align-
ment. According to this definition, multiple words
in the target language sentence can be aligned with
a single word in the source language sentence,
but not the other way around. Since English is

5The difference in the level of semantic compositionality
of the constructions with take and make could follow from
some semantic properties of these verbs, such as different
aspectual properties or argument structures. However, es-
tablishing such a relation would require a more systematic
semantic study of light, as well as full lexical uses of these
verbs.
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a morphologically more analytical language than
German, multiple English words often need to be
aligned with a single German word (a situation al-
lowed if English is the target but not if German is
the target).

The phrases in (3) illustrate the two most com-
mon cases of such alignments. First, English
tends to use functional words (the preposition of
in (3a)), where German applies inflection (geni-
tive suffixes on the article des and on the noun Ba-
nanensektors in (3b). Second, compounds are re-
garded as multiple words in English (banana sec-
tor), while they are single words in German (Ba-
nanensektors). This asymmetry explains both the
fact that automatic alignment of all the three types
of constructions is better when the target language
is English and that the alignment of light verb con-
structions is worse than the alignment of regular
phrases when it is forced to be expressed as one-
to-one mapping, which occurs when German is the
alignment target.

(3) a. the infrastructure of the banana sector
b. die Infrastruktur des Bananensektors

Practically, all these factors need to be taken
into consideration in deciding which version of
alignment should be taken, be it for evaluation or
for application in other tasks such as automatic
translation or annotation projection. The inter-
section of the two directions has been proved to
provide most reliable automatic alignment (Padó,
2007; Och and Ney, 2003). However, it excludes,
by definition, all the cases of potentially useful
good alignments that are only possible in one di-
rection of alignment.

Linguistically, the fact that the expected differ-
ence in the quality of alignment between regular
constructions and light verb constructions has only
been found in the direction where English con-
structions could not be aligned with single German
words can be seen as another empirical indication
of semantic impoverishment of light verbs in com-
parison with full lexical verbs.

Finally, we found an unexpected frequency by
construction interaction (Table 4), which explains
the finding that regular phrases are not better
aligned than light verb constructions if English is
the target language (opposite to our second hy-
pothesis). This interaction, well known in lan-
guage processing and acquisition, occurs in those
cases where marked constructions are very fre-
quent. In our case, the marked construction is the

semi-compositional light verb construction with
take, which has frequent noun complements. In
this case, despite the non-regularity of the con-
struction, alignment is performed well if the di-
rection of alignment allows its mapping to a sin-
gle word. Also, with respect to this phenomenon,
the constructions with take behave more markedly
than those with make.

What is especially interesting about these data
is the fact that the alignment is different not just
between light verb constructions and regular con-
structions, but also between the two types of
light verb constructions. The constructions with
take exhibit more consistent properties of irregu-
lar items, while the constructions with make can be
positioned somewhere between irregular and regu-
lar items. This additionally confirms the claim that
these two types of constructions differ in the level
of semantic compositionality, providing a basis for
an improvement in their linguistic account.

6 Conclusions and Future Work

In this paper we have proposed a contrastive study
of light verb constructions based on data collected
through alignments of parallel corpora. We have
shown how a linguistically refined analysis can
shed light on particularly difficult cases for an
alignment program, a useful result for improving
current statistical machine translation systems. We
have also shown how properties and behaviours of
these constructions that can be found only in large
parallel corpora and through sophisticated compu-
tational tools can shed light on the linguistic nature
of the constructions under study.

Much remains to be done, both in this general
methodology and for this particular kind of con-
struction. As an example, we note that the fact that
nouns are aligned better than verbs in all the three
types of constructions deserves more investiga-
tion. What we do not yet know is whether this fact
can be related to some known distributional differ-
ences between these two classes or not. It might
also mean that nominal lexical items are more sta-
ble across languages than verbal ones. This can
have implications for machine translations, as well
as for annotation projection, since the stable words
can be used as pivots for alignment and transfer al-
gorithms.
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Abstract

We consider sentences of the formNo
X is too Y to Z, in which X is a noun
phrase, Y is an adjective phrase, and Z
is a verb phrase. Such constructions are
ambiguous, with two possible (and oppo-
site!) interpretations, roughly meaning ei-
ther that “Every X Zs”, or that “No X Zs”.
The interpretations have been noted to de-
pend on semantic and pragmatic factors.
We show here that automatic disambigua-
tion of this pragmatically complex con-
struction can be largely achieved by us-
ing features of the lexical semantic prop-
erties of the verb (i.e.,Z) participating in
the construction. We discuss our experi-
mental findings in the context of construc-
tion grammar, which suggests a possible
account of this phenomenon.

1 No noun is too adjective to verb

Consider the following two sentences:

(1) No interest is too narrow to deserve its own
newsletter.

(2) No item is too minor to escape his attention.

Each of these sentences has the form ofNo X is too
Y to Z, where X, Y, and Z are a noun phrase, ad-
jective phrase, and verb phrase, respectively. Sen-
tence (1) is generally taken to mean thatevery in-
terest deserves its own newsletter, regardless of
how narrow it is. On the other hand, (2) is typi-
cally interpreted as meaning thatno item escapes
his attention, regardless of how minor it is. That
is, sentences with the identical form ofNo X is too
Y to Z either can mean that “every X Zs”, or can
mean the opposite—that “no X Zs”!1

1Note that in examples (1) and (2), the nounsinterest and
item are the subjects of the verbsdeserve andescape, respec-

This “verbal illusion” (Wason and Reich, 1979),
so-called because there are two opposite inter-
pretations for the very same structure, is of in-
terest to us for two reasons. First, the con-
tradictory nature of the possible meanings has
been explained in terms of pragmatic factors con-
cerning the relevant presuppositions of the sen-
tences. According to Wason and Reich (1979)
(as explained in more detail below), sentences
such as (2) are actually nonsensical, but people
coerce them into a sensible reading by revers-
ing the interpretation. One of our goals in this
work is to explore whether computational lin-
guistic techniques—specifically automatic corpus
analysis drawing on lexical resources—can help
to elucidate the factors influencing interpretation
of such sentences across a collection of actual us-
ages.

The second reason for our interest in this con-
struction is that it illustrates a complex ambigu-
ity that can cause difficulty for natural language
processing applications that seek to semantically
interpret text. Faced with the above two sen-
tences, a parsing system (in the absence of spe-
cific knowledge of this construction) will presum-
ably find the exact same structure for each, giv-
ing no basis on which to determine the correct
meaning from the parse. (Unsurprisingly, when
we run the C&C Parser (Curran et al., 2007) on (1)
and (2) it assigns the same structure to each sen-
tence.) Our second goal in this work is thus to ex-
plore whether increased linguistic understanding
of this phenomenon could be used to disambiguate
such examples automatically. Specifically, we use
this construction as an example of the kind of
difficulties faced in semantic interpretation when
meaning may be determined by pragmatic or other
extra-syntactic factors, in order to explore whether

tively. In this construction the noun can also be the object of
the verb, as in the title of this paper which claims no sentence
can/should be ignored.
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lexical semantic features can be used as cues to
resolving pragmatic ambiguity when a complex
semantico-pragmatic model is not feasible.

In the remainder of this paper, we present the
first computational study of theNo X is too Y to
Z phenomenon, which attempts to automatically
determine the meaning of instances of this seman-
tically and pragmatically complex construction. In
Section 2 we present previous analyses of this
construction, and our hypothesis. In Section 3,
we describe the creation of a dataset of instances
that verifies that both interpretations (“every” and
“no”) indeed occur in corpora. We then analyze
the human annotations in this dataset in more de-
tail in Section 4. In Section 5, we present the fea-
ture model we use to describe the instances, which
taps into the lexical semantics and polarity of the
constituents. In Section 6, we describe machine
learning experiments and classification results that
support our hypothesis that the interpretation of
this construction largely depends on the semantics
of its component verb. In Section 7 we suggest that
our results support an analysis of this phenomenon
within construction grammar, and point to some
future directions in our research in Section 8.

2 Background and our proposal

The No X is too Y to Z construction was investi-
gated by Wason and Reich (1979), and discussed
more recently by Pullum (2004) and Liberman
(2009a,b). Here we highlight some of the most
important properties of this complex phenomenon.
Our presentation owes much to the lucid discus-
sion and clarification of this topic, and of the work
of Wason and Reich specifically, by Liberman.

Wason and Reich argue that the compositional
interpretation of sentences of the form of (1) and
(2) is “every X Zs”. Intuitively, this can be under-
stood by considering a sentence identical to sen-
tence (1), but without a negative subject:This in-
terest is too narrow to deserve its own newslet-
ter, which means that “this interest is so narrow
that it does not deserve a newsletter”. This ex-
ample indicates that the meaning oftoo narrow
to deserve its own newsletter is “so narrow that
it does not deserve a newsletter”. When this neg-
ative “too” assertion is compositionally combined
with the No interest subject of sentence (1), it re-
sults in a meaning with two negatives: “No inter-
est is so narrow that it does not deserve a newslet-
ter”, or simply, “Every interest deserves a newslet-

ter”. Wason and Reich note that in sentences such
as (1), the compositional “every” interpretation is
consistent with common beliefs about the world,
and thus refer to such sentences as “pragmatic”.

By contrast, the compositional interpretation of
sentences such as (2) does not correspond to our
common sense beliefs. Consider an analogous
(non-negative subject) sentence to sentence (2)—
i.e.,This item is too minor to escape his attention.
It is nonsensical that “This item is so minor that
it does not escape his attention”, since being more
“minor” entails more likelihood of escaping atten-
tion, not less. The compositional interpretation of
(2) is similarly nonsensical—i.e., that “No item
is so minor that it does not escape his attention”;
Such sentences are thus termed “non-pragmatic”
by Wason and Reich, who argue that the com-
plexity of the non-pragmatic sentences—arising in
part due to the number of negations they contain—
causes the listener or reader to misconstrue them.
According to their reasoning, listeners choose an
interpretation that is consistent with their beliefs
about the world—namely that “no X Zs”, in this
case that “No item escapes his attention”—instead
of the compositional interpretation (“Every item
escapes his attention”).

While Wason and Reich focus on the compo-
sitional semantics and pragmatics of these sen-
tences, they also note that the non-pragmatic ex-
amples typically use a verb that itself has some
aspect of negation, such asignore, miss, andover-
look. This property is also pointed out by Pullum
(2004), who notes thatavoid in his example of
the construction means “manage tonot do” some-
thing. Building on this observation, we hypothe-
size that lexical properties of the component con-
stituents of this construction, particularly the verb,
can be important cues to its semantico-pragmatic
interpretation. Specifically, we hypothesize that
the pragmatic (“every” interpretation) and non-
pragmatic (“no” interpretation) sentences will tend
to involve verbs with different semantics. Given
that verbs of different semantic classes have differ-
ent selectional preferences, we also expect to see
the “every” and “no” sentences associated with se-
mantically different nouns and adjectives.

3 Dataset

3.1 Extraction

To create a dataset of usages of the construction
no NP is too AP to VP—referred to as the tar-
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get construction—we use two corpora: the British
National Corpus (Burnard, 2000), an approxi-
mately one hundred million word corpus of late-
twentieth century British English, and The New
York Times Annotated Corpus (Sandhaus, 2008),
approximately one billion words of non-newswire
text from the New York Times from the years
1987–2006. We extract all sentences in these cor-
pora containing the sequence of stringsno, is too,
and to separated by one or more words. We then
manually filter all sentences that do not haveno
NP as the subject ofis too, or that do not haveto
VP as an argument ofis too. After removing dupli-
cates, this results in 170 sentences. We randomly
select 20 of these sentences for development data,
leaving 150 sentences for testing.

Although we find only 170 examples of the
target construction in 1.1 billion words of text,
note that our extraction process is quite strict and
misses some relevant usages. For example, we do
not extract sentences of the formNothing is too Y
to Z in which the subject NP does not contain the
word no. Nor do we extract usages of the related
constructionNo X is too Y for Z, where Z is an NP
related to a verb, as inNo interest is too narrow
for attention. (We would only extract the latter if
there were an infinitive verb embedded in or fol-
lowing the NP.) In the present study we limit our
consideration to sentences of the form discussed
by Wason and Reich (1979), but intend to con-
sider related constructions such as these—which
appear to exhibit the same ambiguity as the target
construction—in the future.

We next manually identify the noun, adjective,
and verb that participate in the target construction
in each sentence. Although this could be done au-
tomatically using a parser (e.g., Collins, 2003) or
chunker (e.g., Abney, 1991), here we want to en-
sure error-free identification. We also note a num-
ber of sentences containing co-ordination, such as
in the following example.

(3) These days, no topic is too recent or
specialized to disqualify it from museum
apotheosis.

This sentence contains two instances of the tar-
get construction: one corresponding to the noun-
adjective-verb tripletopic, recent, disqualify, and
the other to the tripletopic, specialized, disqual-
ify. In general, we consider each unique noun-
adjective-verb triple participating in the target con-
struction as a separate instance.

3.2 Annotation

We used Amazon Mechanical Turk (AMT,
https://www.mturk.com/ ) to obtain judge-
ments as to the correct interpretation of each in-
stance of the target construction in both the devel-
opment and testing datasets. For each instance, we
generated two paraphrases, one corresponding to
each of the interpretations discussed in Section 1.
We then presented the given instance of the target
construction along with its two paraphrases to an-
notators through AMT, as shown in Table 1. In
generating the paraphrases, one of the authors se-
lected the most appropriate paraphrase, in their
judgement, wherecan in the paraphrases in Ta-
ble 1 was selected fromcan, should, will, and∅.
Note that the paraphrases do not contain the ad-
jective from the target construction. In the case of
multiple instances of the target construction with
differing adjectives but the same noun and verb,
we only solicited judgements for one instance, and
used these judgements for the other instances. In
our dataset we observe that all instances obtained
from the same sentence which differ only with re-
spect to their noun or verb have the same inter-
pretation. We therefore believe that instances with
the same noun and verb but a different adjective
are unlikely to differ in their interpretation.

Instructions:

• Read the sentence below.

• Based on your interpretation of that sen-
tence, select the answer that most closely
matches your interpretation.

• Select “I don’t know” if neither answer is
close to your interpretation, or if you are
really unsure.

That success was accomplished in large part to
tight control on costs , and no cost is too small
to be scrutinized .

• Every cost can be scrutinized.

• No cost can be scrutinized.

• I don’t know.

Enter any feedback you have about this HIT. We
greatly appreciate you taking the time to do so.

Table 1: A sample of the Amazon Mechanical
Turk annotation task.
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We also allowed the judges to optionally enter
any feedback about the annotation task which in
some cases—discussed in the following section—
was useful in determining whether the judges
found a particular instance difficult to annotate.2

For each instance of the target construction we
obtained three judgements from unique workers
on AMT. For approximately 80% of the items,
the judgements were unanimous. In the remaining
cases we solicited four additional judgements, and
used the majority judgement. We paid $0.05 per
judgement; the average time spent on each annota-
tion was approximately twenty seconds, resulting
in an average hourly wage of about $10.

The development data was also annotated by
three native English speaking experts (compu-
tational linguists with extensive linguistic back-
ground, two of whom are also authors of this pa-
per). The inter-annotator agreement among these
judges is very high, with pairwise observed agree-
ments of 1.00, 0.90, and 0.90, and corresponding
unweighted Kappa scores of 1.00, 0.79, and 0.79.
The majority judgements of these annotators are
the same as those obtained from AMT on the de-
velopment data, giving us confidence in the reli-
ability of the AMT judgements. These findings
are consistent with those of Snow et al. (2008) in
showing that AMT judgements can be as reliable
as those of expert judges.

Finally, we remove a small number of items
from the testing dataset which were difficult to
paraphrase due to ellipsis of the verb participating
in the target construction, or an extra negation in
the verb phrase. We further remove one sentence
because we believe the paraphrases we provided
are in fact misleading. The number of sentences
and of instances (i.e., noun-verb-adjective triples)
of the target construction in the development and
testing datasets is given in Table 2. 160 of the 199
testing instances (80%) have the “every” interpre-
tation, with the remainder having the “no” inter-
pretation.

4 Analysis of annotation

We now more closely examine the annotations ob-
tained from AMT to better determine the extent to

2In other cases the comments were more humourous. In
response to the following sentenceIf you’ve ever yearned
to live on Sesame Street, where no problem is too big to be
solved by a not-too-big slice of strawberry-rhubarb pie, this
is the spot for you, one judge told us her preferred types of
pie.

Dataset # sentences # instances
Development 20 33
Test 140 199

Table 2: The number of sentences containing the
target construction, and the number of resulting in-
stances.

which they are reliable. We also consider specific
instances of the target construction that are judged
inconsistently to establish some of the causes of
disagreement.

One of the three experts who annotated the de-
velopment items (discussed in Section 3.2) also
annotated twenty items selected at random from
the testing data. In this case two instances are
judged differently than the majority judgement ob-
tained from AMT. These instances are given below
with the noun, adjective and verb in the target con-
struction underlined.

(4) When it comes to the clash of candidates on
national television, no detail, it seems, is too
minor for negotiation, no risktoo smallto
eliminate.

(5) Lectures by big-name Wall Street felons will
show why no swindleris too bigto beatthe
rap by peaching on small-timers.

For sentence (4), the AMT judgements were unan-
imously for the “no” interpretation whereas the
expert annotator chose the “every” interpretation.
We are uncertain as to the reason for this disagree-
ment, but are convinced that the “every” interpre-
tation is the intended one.

In the case of sentence (5), the AMT judge-
ments were split four–three for the “every” and
“no” interpretations, respectively, while the ex-
pert annotator chose the “no” interpretation. For
this sentence the provided paraphrases wereEv-
ery swindler can beat the rap and No swindler
can beat the rap. If attention in the sentence
is restricted to the target construction—i.e.,no
swindler is too big to beat the rap by peaching
on small-timers—either of the “no” and “every”
interpretations is possible. That is, this clause
alone can mean that “no swindler is ‘big’ enough
to be able to beat the rap” (the “no” interpreta-
tion), or that “no swindler is ‘big’ enough that they
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are above peaching on small-timers” (or in other
words, “every swindler is able to beat the rap by
peaching on small-timers”, the “every” interpreta-
tion). However, the intention of the sentence as the
“no” interpretation is clear from the referral in the
main clause tobig-name Wall Street felons, which
implies that “big” swindlers havenot beaten the
rap. Since the AMT annotators may not be devot-
ing a large amount of attention to the task, they
may focus only on the target construction and not
the preliminary disambiguating material. In this
event, they may be choosing between the “every”
and “no” interpretations based on how cynical they
are of the ability (or lack thereof) of the American
legal system to punish Wall Street criminals.

We also examine a small number of examples
in the testing set which do not receive a clear
majority judgement from AMT. For this analysis
we consider items for which the difference in the
number of judgements for each of the “every” and
the “no” interpretations is one or less This gives
four instances of the target construction, one of
which we have already discussed above, example
(5); the others are presented below, again with the
noun, adjective, and verb participating in the target
construction underlined:

(6) Where are our priorities when we so
carefully weigh costs and medical efficacy in
deciding to offer a medical lifeline to the
elderly, yet no amountof money is too great
to spendon the debatable paths we’ve taken
in our war against terror?

(7) No neighborhoodis too remoteto diminish
Mr. Levine’s determination to discover and
announce some previously unheralded treat.

(8) No oneis too remoteanymore to be
concernedabout style, Ms. Hansen
suggested.

In example (6) the author is using the target con-
struction to express somebody else’s viewpoint
that “any amount should be spent on the war
against terror”. Therefore the literal reading of
the target construction appears to be the “every”
interpretation. However, this construction is be-
ing used rhetorically (as part of the overall sen-
tence) to express the author’s belief that “too much
money is being spent on the war against terror”,
which is close in meaning to the “no” interpreta-
tion. It appears that the annotators are split be-
tween these two readings. For sentence (7) the

atypicality ofneighbourhood as the subject ofdi-
minish may make this instance particularly diffi-
cult for the judges. Sentence (8) appears to us to be
a clear example of the “every” interpretation. The
paraphrases for this usage are “Everyone should
be concerned about style” and “No one should be
concerned about style”. In this case it is possible
that the judges are biased by their beliefs about
whether one should be concerned about style, and
that this is giving rise to the lack of agreement.
These examples illustrate that some of these us-
ages are clearly complex for people to annotate.
Such complex examples may require more context
to be annotated with confidence.

5 Model

To test our hypothesis that the interaction of the se-
mantics of the noun, adjective, and verb in the tar-
get construction contributes to its pragmatic inter-
pretation, we represent each instance in our dataset
as a vector of features that capture aspects of the
semantics of its component words.

WordNet To tap into general lexical semantic
properties of the words in the construction, we
use features that draw on the semantic classes of
words in WordNet (Fellbaum, 1998). These bi-
nary features each represent a synset in WordNet,
and are turned on or off for the component words
(the noun, adjective, and verb) in each instance
of the target construction. A synset feature is on
for a word if the synset occurs on the path from
all senses of the word to the root, and off other-
wise. We use WordNet version 3.0 accessed using
NLTK version 2.0 (Bird et al., 2009).

Polarity Because of the observation that the
verb in the target construction, in particular, has
some property of negativity in the “no” interpre-
tation, we also use features representing the se-
mantic polarity of the noun, adjective, and verb
in each instance. The features are tertiary, repre-
senting positive, neutral, or negative polarity. We
obtain polarity information from the subjectivity
lexicon provided by Wilson et al. (2005), and con-
sider words to be neutral if they have both positive
and negative polarity, or are not in the lexicon.

6 Experimental results

6.1 Experimental setup

To evaluate our model we conduct a 5-fold cross-
validation experiment using the items in the test-
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ing dataset. When partitioning the items in the
testing dataset into the five parts necessary for the
cross-validation experiment, we ensure that all the
instances of the target construction from a single
sentence are in the same part. This ensures that
no instance used for training is from the same sen-
tence as an instance used for testing. We further
ensure that the proportion of items in each class is
roughly the same in each split.

For each of the five runs, we linearly scale the
training data to be in the range[−1, 1], and ap-
ply the same transformation to the testing data.
We train a support vector machine (LIBSVM ver-
sion 2.9, Chang and Lin, 2001) with a radial ba-
sis function kernel on the training portion in each
run, setting the cost and gamma parameters using
cross-validation on just the training portion, and
then test the classifier on the testing portion for
that run using the same parameter settings. We
micro-average the accuracy obtained on each of
the five runs. Finally, we repeat each 5-fold cross-
validation experiment five times, with five random
splits, and report the average accuracy over these
trials.

6.2 Results

Results for experiments using various subsets of
the features are presented in Table 3. We re-
strict the component word—the noun, adjective, or
verb—for which we extract features to those listed
in column “Word”, and extract only the features
given in column “Features” (WordNet, polarity, or
all). The majority baseline is 80%, corresponding
to always selecting the “every” interpretation. Ac-
curacies shown in boldface are significantly better
than the majority class baseline using a paired t-
test. (In all cases where the difference is signifi-
cant, we obtainp ≪ 0.01.)

We first consider the results using features ex-
tracted only for the noun, adjective, or verb indi-
vidually, using all features. The best accuracy in
this group of experiments, 87%, is achieved using
the verb features, and is significantly higher than
the majority baseline. On the other hand, the clas-
sifiers trained on the noun and adjective features
individually perform no better than the baseline.
These results support our hypothesis that lexical
semantic properties of the component verb in the
No X is too Y to Z construction do indeed play
an important role in determining its interpretation.
Although we proposed that selectional constraints

from the verb would also lead to differing seman-
tics of the nouns and adjectives in the two interpre-
tations, our WordNet features are likely too sim-
plistic to capture this effect, if it does hold. Before
ruling out the semantic contribution of these words
to the interpretation, we need to explore whether
a more sophisticated model of selectional prefer-
ences, as in Ciaramita and Johnson (2000) or Clark
and Weir (2002), yields more informative features
for the noun and adjective.

Experimental setup % accuracy
Word Features
Noun All 80
Adjective All 80
Verb All 87
All WordNet 88
All Polarity 80
All All 88
Majority baseline 80

Table 3: % accuracy on testing data for each exper-
imental condition and the majority baseline. Ac-
curacies in boldface are statistically significantly
different from the baseline.

We now consider the results using the WordNet
and polarity features individually, but extracted for
all three component words. The WordNet features
perform as well as the best results using all fea-
tures for all three words, which gives further sup-
port to our hypothesis that the semantics of the
components of the target construction are related
to its interpretation. The polarity features perform
poorly. This is perhaps unsurprising as polarity is
a poor approximation to the property of “negativ-
ity” that we are attempting to capture. Moreover,
many of the nouns, adjectives, and verbs in our
dataset either have neutral polarity or are not in
the polarity lexicon, and therefore the polarity fea-
tures are not very discriminative. In future work,
we plan to examine the WordNet classes of the
verbs that occur in the “no” interpretation to try to
more precisely characterize the property of nega-
tivity that these verbs tend to have.

6.3 Error analysis

To better understand the errors our classifier is
making, we examine the specific instances which
are classified incorrectly. Here we focus on the
experiment using all features for all three com-
ponent words. There are 23 instances which are
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consistently mis-classified in all runs of the exper-
iment. According to the AMT judgements, each of
these instances corresponds to the “no” interpreta-
tion. These errors reflect the bias of the classifier
towards the more frequent class, the “every” inter-
pretation.

We further note that two of the instances dis-
cussed in Section 4—examples (4) and (6)—are
among those instances consistently classified in-
correctly. The majority judgement from AMT for
both of these instances is the “no” interpretation,
while in our assessment they are in fact the “ev-
ery” interpretation. We are therefore not surprised
to see these items “mis-classified” as “every”.

Example (8) was incorrectly classified in one
trial. In this case we agree with the gold-standard
label obtained from AMT in judging this instance
as the “every” interpretation; nevertheless, this
does appear to be a difficult instance given the low
agreement observed for the AMT judgements.

It is interesting that no items with an “every” in-
terpretation are consistently misclassified. In the
context of our overall results showing the impact
of the verb features on performance, we conclude
that the “no” interpretation arises due to particular
lexical semantic properties of certain verbs. We
suspect then that the consistent errors on the 21
truly misclassified expressions (23 minus the 2 in-
stances discussed above that we believe to be an-
notated incorrectly) are due to sparse data. That
is, if it is indeed the verb that plays a major role in
leading to a “no” interpretation, there may simply
be insufficient numbers of such verbs for training
a supervised model in a dataset with only 39 ex-
amples of those usages.

7 Discussion

We have presented the first computational study of
the semantically and pragmatically complex con-
structionNo X is too Y to Z. We have developed
a computational model that automatically disam-
biguates the construction with an accuracy of 88%,
reducing the error-rate over the majority-baseline
by 40%. The model uses features that tap into the
lexical semantics of the component words partic-
ipating in the construction, particularly the verb.
These results demonstrate that lexical properties
can be successful in resolving an ambiguity pre-
viously thought to depend on complex pragmatic
inference over presuppositions (as in Wason and
Reich (1979)).

These results can be usefully situated within
the context of linguistic and psycholinguistic work
on semantic interpretation processing. Beginning
around 20 years ago, work in modeling of human
semantic preferences has focused on the extent to
which properties of lexical items influence the in-
terpretation of various linguistic ambiguities (e.g.,
Trueswell and Tanenhaus, 1994). While semantic
context and plausibility are also proposed to play
a role in human interpretation of ambiguous sen-
tences (e.g., Crain and Steedman, 1985; Altmann
and Steedman, 1988), it has been pointed out that
it would be difficult to “operationalize” the com-
plex interactions of presuppositional factors with
real-world knowledge in a precise algorithm for
disambiguation (Jurafsky, 1996). Although not in-
tended as proposing a cognitive model, the work
here can be seen as connected to these lines of re-
search, in investigating the extent to which lexical
factors can be used as proxies to more “hidden”
features that underlie the appropriate interpreta-
tion of a pragmatically complex construction.

Moreover, as in the approach of Jurafsky
(1996), the phenomenon we investigate here may
be best considered within a constructional analy-
sis (e.g., Langacker, 1987), in which both the syn-
tactic construction and the particular lexical items
contribute to the determination of the meaning of a
usage. We suggest that a clause of the formNo X is
too Y to Z might be the (identical) surface expres-
sion of two underlying constructions—one with
the “every” interpretation and one with the “no”
interpretation—which place differing constraints
on the semantics of the verb. (E.g., in the “no”
interpretation, the verb typically has some “neg-
ative” semantic property, as noted in Section 2.)
Looked at from the other perspective, the lexical
semantic properties of the verb might determine
which No X is too Y to Z construction (and associ-
ated interpretation) it is compatible with. Our re-
sults support this view, by showing that semantic
classes of verbs have predictive value in selecting
the correct interpretation.

Note that such a constructional analysis of
this phenomenon assumes that both interpretations
of these sentences are linguistically valid, given
the appropriate lexical instantiation. This stands
in contrast to the analysis of Wason and Reich
(1979), which presumes that people are apply-
ing some higher-level reasoning to “correct” an
ill-formed statement in the case of the “no” in-
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terpretation. While such extra-grammatical infer-
ence may play a role in support of language under-
standing when people are faced with noisy data, it
seems unlikely to us that a construction that is used
quite readily and with a predictable interpretation
is nonsensical according to rules of grammar. Our
results point to an alternative linguistic analysis,
one whose further development may also help to
improve automatic disambiguation of instances of
No X is too Y to Z. In the next section, we discuss
directions for future work that could elaborate on
these preliminary findings.

8 Future Work

One limitation of this study is that the dataset used
is rather small, consisting of just 199 instances
of the target construction. As discussed in Sec-
tion 3.1, the extraction process we use to obtain
our experimental items has low recall; in particular
it misses variants of the target construction such as
Nothing is too Y to Z andNo X is too Y for Z. In
the future we intend to expand our dataset by ex-
tracting such usages. Furthermore, the data used
in the present study is primarily taken from news
text. While we do not adopt the view of some that
usages of the target construction having the “no”
interpretation are errors, it could be the case that
such usages are more frequent in less formal text.
In the future we also intend to extract usages of
the target construction from datasets of less formal
text, such as blogs (e.g., Burton et al., 2009).

Constructions other thanNo X is too Y to Z ex-
hibit a similar ambiguity. For example, the con-
structionX didn’t wait to Y is ambiguous between
“X did Y right away” and “X didn’t do Y at all”
(Karttunen, 2007). In the future we would like to
extend our study to consider more such construc-
tions which are ambiguous due to the interpreta-
tion of negation.

In Section 4 we note that for some instances the
complexity of the sentences containing the target
construction may make it difficult for the anno-
tators to judge the meaning of the target. In the
future we intend to present simplified versions of
these sentences—which retain the noun, adjective,
and verb from the target construction in the orig-
inal sentence—to the judges to avoid this issue.
Such an approach will also help us to focus more
clearly on observable lexical semantic effects.

We are particularly interested in further explor-
ing the hypothesis that it is the semantics of the

component verb that gives rise to the meaning of
the target construction. Recall Pullum’s (2004)
observation that the verb in the “no” interpretation
involves explicitlynot acting. Using this intuition,
we have informally observed that it is largely pos-
sible to (manually) predict the interpretation of the
target construction knowing only the component
verb. We are interested in establishing the extent to
which this observation holds, and precisely which
aspects of a verb’s meaning give rise to the inter-
pretation of the target construction.

Our current model of the semantics of the target
construction does not capture Wason and Reich’s
(1979) observation that the compositional mean-
ing of instances having the “no” interpretation is
non-pragmatic. While we do not adopt their view
that these usages are somehow “errors”, we do
think that their observation can indicate other pos-
sible lexical semantic properties that may help to
identify the correct interpretation. Taking the clas-
sic example from Wason and Reich,no head in-
jury is too trivial to ignore, one clue to the “no”
interpretation is that generally a head injury is not
something that is ignored. On the other hand, con-
sidering Wason and Reich’s exampleno missile is
too small to ban, it is widely believed that missiles
should be banned. We would like to add features
that capture this knowledge to our model.

In preliminary experiments we have used co-
occurrence information as an approximation to
this knowledge. (For example, we would expect
that head injury would tend to co-occur less with
ignore than with antonymous verbs such astreat
or address.) Although our early results using
co-occurrence features do not indicate that they
are an improvement over the other features con-
sidered (WordNet and polarity), it may also be
the case that our present formulation of these co-
occurrence features does not effectively capture
the intended knowledge. In the future we plan
to further consider such features, especially those
that model the selectional preferences of the verb
participating in the target construction.

These several strands of future work—
increasing the size of the dataset, improving the
quality of annotation, and exploring additional
features in our computational model—will en-
able us to extend our linguistic analysis of this
interesting phenomenon, as well as to improve
performance on automatic disambiguation of this
complex construction.
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Abstract
In this paper, we explore the phenomenon
of Similar Place Avoidance (SPA), ac-
cording to which successive consonants
within stems sharing the same place of
articulation are avoided. This principle
has recently been hypothesized as a uni-
versal tendency although evidence from
only a few languages scattered across the
world has been considered. Using meth-
ods taken from the field of Visual Analyt-
ics, which have demonstrably been shown
to help with understanding complex in-
teractions across large data sets, we in-
vestigated a large crosslinguistic lexical
database (comprising data on more than
4,500 languages) and found that a univer-
sal tendency can indeed be maintained.

1 Introduction

Linguistic knowledge has traditionally been ac-
quired by analyzing a manageable set of data, on
the basis of which generalizations are posited that
can then be tested on an extended set of data from
the same language or comparative data from other
languages. Tendencies, rather than absolute prin-
ciples, are difficult to detect under this approach.
This is true especially when they are obscured by
counterexamples that happen to occur with high
frequency, but that may be restricted to just a
small minority of the overall pattern. This may
prompt a researcher to discard a valid generaliza-
tion from the outset. In recent years, a plethora of
statistical and stochastic methods have therefore
been pursued within linguistic research, leading to
approaches such as stochastic Optimality Theory
(Boersma and Hayes, 2001) or the use of statis-
tics to detect crosslinguistic tendencies (Bickel, in
press).

However, although the various statistical meth-
ods deal with data which exhibit very complex and

often ill-understood interactions, analyses have
not to date availed themselves of methodology
currently being developed in the field of Visual
Analytics, which allows us to use our powerful vi-
sual processing ability to understand and evaluate
complex data sets (Keim et al., 2008; Thomas and
Cook, 2005).

In this paper, we present an interdisciplinary
effort whereby linguistically interesting patterns
are automatically extracted, analyzed and visually
presented so that an at-a-glance evaluation of lin-
guistically significant patterns is made possible. In
order to demonstrate that this technique is espe-
cially useful with phenomena that do not mani-
fest themselves in absolute principles, but rather
in statistical tendencies, we investigated a phe-
nomenon that, on the basis of a comparatively
sparse and unrepresentative data set, has recently
been claimed to be a universal tendency (Pozdni-
akov and Segerer, 2007): Similar Place Avoidance
(SPA). In this paper, we conduct a more represen-
tative study of about 4,500 languages. Our results
allow an at-a-glance evaluation which shows that
SPA indeed seems to be a valid language universal
tendency.

Our work on SPA is part of a more widespread
effort currently being conducted with respect to vi-
sually representing crosslinguistic sound patterns.
In Rohrdantz et al. (2010), we already showed that
phonological patterns in languages can be auto-
matically extracted and visualized from corpora.
Figure 1 displays the vowel harmony patterns that
were extracted for Turkish in comparison with the
lack of such patterns in a non-harmonic language
like Spanish.

The remainder of this article is organized as fol-
lows. Section 2 introduces SPA. Section 3 pro-
vides an overview of the material that was used. A
description of the calculations and statistical anal-
yses is given in Section 4. Section 5 presents
the results of the geo-spatial visualizations, partly
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Figure 1: Turkish vowel harmony patterns (left).
The matrix visualizaton was generated on the
basis of the Turkish Bible text and shows the
palatal (front/back) and labial (rounding) harmony
blocks. Rows and columns are automatically
sorted according to the similarity of vowels. For
non-harmonic languages, such as Spanish (right),
no such patterns can be detected.

with respect to a WALS map (Haspelmath et al.,
2005). In the final section, we consider some im-
plications of our findings and raise some questions
for future research.

2 Similar Place Avoidance (SPA)

It has long been noted in studies on Semitic lan-
guages, especially Arabic, that there are con-
straints on the structure of triliteral consonant
roots (

√
CCC) with respect to the phonological

features of the individual consonants (Greenberg,
1950). The basic observation is that consonants
with a similar place of articulation are avoided
in non-derived forms. A similar observation has
also been made with respect to the Proto-Indo-
European (PIE) roots. Among other things, Iver-
son and Salmons (1992) note that Stop-V-Stop
roots were very rare in PIE, representing only
3.5% of a lexicon of more than 2,000 items. Plank
(1981:221f) observes that Modern German tends
to avoid verbal stems with identical consonants
in initial and final positions (allowing for differ-
ences in voicing), and that those verbs with iden-
tical initial and final consonants which do exist
are all morphologically regular. This indicates that
they are not basic verbs, but represent a technique
of word formation, perhaps derivative of redupli-
cation as especially common in child or child-
directed language.1

1Note that the early speech of children is characterized by
the opposite effect of SPA: both consonants and vowels tend
to share the same place of articulation (Fikkert and Levelt,
2010), with greater and greater differentiation being achieved
in the course of language acquisition. The reasons for this
remain to be investigated.

Looking at suprasegmental features, Leben
(1973) argued that a similar restriction holds for
the co-occurrence of tones in underlying repre-
sentations. In the framework of Autosegmental
Phonology this has become known as the Oblig-
atory Contour Principle (OCP), which precludes
sequences of identical tones from underlying rep-
resentations. This principle has since been under-
stood more generally as a prohibition on similar
items and has thus also been used in relation with
the SPA bias in Semitic radicals.

More recently, the application of SPA with
respect to stem-internal consonants has been
claimed for other non-Semitic languages as well.
Pozdniakov and Segerer (2007) found impres-
sive support for it in their sample of Atlantic
and Bantu languages of Niger-Congo and fur-
ther tested its crosslinguistic validity for some
more languages or language groups (Mande, Kwa,
Ubangi, Sara-Bongo-Bagirmi, Chadic, Malagasy,
Indo-European, Nostratic, Mongolian, Basque,
Quechua, Kamilaroi, Port Moresby Pidgin En-
glish) with similar results. Table 1 shows their
findings across all 31 languages in their sample.
It can be seen that the highest negative numbers
are in the main diagonal of the matrix, which is
exactly what SPA would predict.

P T C K
P −15 +11 +5 −5

T +12 −10 −5 +13

C +8 −5 −6 +8

K −3 +8 +5 −15

Table 1: Results in Pozdniakov and Segerer
(2007). The numbers indicate the overall sum of
cells with negative vs. positive values with regard
to successions of places of articulation (see Sec-
tion 3 for a description of the labels P, T, C and K)
for all languages in their sample. Positive and neg-
ative values have been assigned if the observed ab-
solute value was at least 15% above (respectively
below) the expected value. Compare their results
with the left matrix in Figure 3.

3 Database and methodology

The data that underlies all the subsequent work
presented in this paper have been taken from the
Automated Similarity Judgment Program (ASJP;
Wichmann et al., 2010), which aims at achiev-
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ing a computerized lexicostatistical analysis of the
world’s languages. To this end, Wichmann and his
collaborators have collected Swadesh list items for
over 4,500 languages. The so-called Swadesh list
was developed by Morris Swadesh in the 1940–
50s with the aim of having a basic set of vocabu-
lary items which are culturally neutral and which
one would expect to be stable over time. The orig-
inal idea of a Swadesh list was to be able to com-
pare and test languages with respect to genealogi-
cal relations.

The Swadesh items in the Wichmann et al.
database are transcribed in the ASJP orthogra-
phy, which uses standard ASCII characters to en-
code the sounds of the world’s languages, but does
merge some of the distinctions made by the IPA.
Furthermore, stress, tone and vowel length are not
recorded in the database. However, for the pur-
pose of our investigation the transcription is suit-
able because place of articulation is sufficiently
distinguished.

We decided to experiment with two different ap-
proaches for dividing up the place of articulation
features. One approach (PTCK) is based on the ar-
rangement in Pozdniakov and Segerer (2007) and
distinguishes four places of articulation for labial
(P), dental (and alveolar) (T), (alveo-)palatal (C)
and velar (K) consonants. A second grouping
(LCD) only distinguishes three places of articula-
tion: labial (L), coronal (C) and dorsal (D).2 Ac-
cording to this classification the consonants of all
the items in the database can be assigned to one of
these symbols, as shown in Table 2.

LCD PTCK ASJP IPA

L P
p, b, m, f, v, w p, F, b, B, m,

f, v, w

C
T

8, 4, t, d, s, z,
c, n, S, Z

T, D, n
ˆ
, t, d, s,

z, ts, dz, n, S,
Z

C
C, j, T, l, L, r,
y

Ù, Ã, c, é, l, L,
í, L, r, R, j

D K
5, k, g, x, N,
q, G, X, 7, h

ñ, k, g, x, G, N,
q, G, X, K, è,
Q, P, h, H,

Table 2: Assignment of consonants to symbols.
All varieties of “click”-sounds have been ignored.

2Radical and laryngeal, which are commonly employed
in the phonological literature as yet another place distinction,
are subsumed under dorsal.

Experiments with using the four-way distinc-
tion vs. the three-way distinction showed that T
and C in the four-way grouping behave very simi-
larly with respect to the transitions to other places
of articulation (see Section 4.2). We therefore de-
cided to use the three-way distinction for the bulk
of our calculations and visualizations and only
sporadically resort to the four-way grouping when
a more fine-grained distinction is needed.

Furthermore, we decided to only include those
cases where the first and second consonants are
preceded (or followed, respectively) by another
vowel or a word boundary and are therefore not
part of a consonant cluster. We mainly did this in
order to minimize the noise caused by consonants
of inflectional markers that tend to assimilate in
such clusters.

In the literature on root morphemes in Semitic,
it has been noted that the consonants within trilit-
eral radicals behave differently with respect to
OCP. Greenberg (1950:162) remarks that while
the first and second consonants are usually not
identical, the same does not hold for the sec-
ond and third consonants, which frequently consti-
tute the well-known geminate subtype of Semitic
verbs. However, for our work we understand OCP
as it was later formulated within the framework
of autosegmental phonology (Leben, 1973; Mc-
Carthy, 1986; Goldsmith, 1976) in that adjacent
identical elements (here in the sense of identical
with respect to place of articulation) are prohib-
ited, under the assumption that consonants are ad-
jacent to each other (on the C tier) even when they
are separated by vowels in the linear sequence of
phonemes within the word.

For the purposes of our experiment, we con-
sidered the relevant context for adjacency to be
one where consonants are separated by exactly one
vowel.3 Note that since the basis for our calcula-
tions were not stems in the language but the cita-
tion forms that are used in the Swadesh lists, we
also get noise from inflectional markers that are
attached to these forms and might have the same
place of articulation irrespective of the stem to
which they attach.4

Finally, there are several shortcomings of the

3Since vowel length is not marked in the ASJP database,
long vowels are also included.

4Assimilation processes are far more frequent than dis-
similation processes in this context so that it is more likely
that the same place of articulation features are to be expected
when an inflectional marker is present.
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material in the database with respect to our investi-
gation which must be kept in mind. OCP/SPA has
been claimed to apply with respect to underlying
or non-derived representations. Previous work has
been done on the basis of stem (or root) lists. De-
pending on the language, Swadesh list items are
not always stems, but whole words in their cita-
tion forms. For instance, while both English and
German use the infinitive as the citation form for
verbal stems, in English the infinitive is identical
to the stem whereas in German it is marked with
the suffix -en. In other languages, verbs can also
be cited by inflected forms other than the infinitive
(e.g., the 3rd person singular perfective in Arabic,
or the first person singular indicative present in
Latin). The same holds for nouns or other word
classes that are included in the Swadesh list. An-
other problematic aspect is the fact that it also con-
tains items (such as personal pronouns) that are
not lexical in the strict sense of the meaning and
are realized as bound forms in many languages.

Apart from that, the number of items for each
language in the ASJP database varied greatly from
only a few to one hundred. Moreover, the num-
ber of CVC sequences within the items differed
greatly from one language to another, depending
on the phonotactic properties of the languages.
Previous statistical studies have relied on a much
larger number of stems and consonant sequences.
Pozdniakov and Segerer’s (2007) statistics, for ex-
ample, were calculated on the basis of 495 to
17,944 CVC successions for the languages in their
sample.5 In contrast, our statistics are based on
much fewer CVC successions, ranging from 21 to
246 per language. Nevertheless, our results actu-
ally correspond to the main findings of their study
so that we think that the data are good enough for
our purposes.

4 Automated statistical analysis

4.1 Methodology

In a first step, for each language in the sample
an elementary statistical processing is performed.
Thereby, all successions of places of articulation
occurring in the Swadesh list items are identified
and counted. To do so, we define a succession of

5Note that they also included cases where the first and
second consonant are part of a consonant cluster, which we
ignored for our calculations. Furthermore, those languages
where the number of consonant successions in the data was
20 or below were not included in our visualizations, thereby
reducing the number of languages from about 4,500 to 3,200.

places of articulation as a binary sequence of con-
sonants (C-C). These consonants have to appear
within a word and have to be separated by exactly
one vowel (V). Before and after the succession ei-
ther word boundaries (#) or vowels have to ap-
pear. Hence, the following regular expression is
used to extract C-C successions (marked in bold):
[#|V ]CV C[#|V ]. Next, each consonant is as-
signed to one of the three major articulation place
categories labial, coronal and dorsal. The succes-
sion counts are summarized in a quadratic matrix
where the rows represent the preceding place of ar-
ticulation and the columns the following place of
articulation. Each matrix cell contains the number
of times the respective place of articulation suc-
cession could be observed in the corpus. Subse-
quently, for each of the 9 possible successions a
contingency table was created (Table 3).

P2 ¬P2

P1 A : n(P1 → P2) B: n(P1 → ¬P2)

¬P1 C : n(¬P1 → P2) D : n(¬P1 → ¬P2)

Table 3: Contingency table for the articulation
place (P) succession from P1 to P2.

The succession counts were used to calculate φ
coefficients, where A,B,C and D correspond to
the four cells in Table 3.

φ =

√
χ2

(A+B + C +D)
(1)

The φ coefficient is a measure for the degree
of association between two variables which can
be derived from the fourfold χ2 statistical signif-
icance test (see Rummel, 1970:298f for details).
Sample φ values for the place of articulation suc-
cessions of Egyptian Arabic can be seen in Table
4. A visual representation of the same matrix is
provided in Figure 2. Note the at-a-glance analy-
sis made possible by Figure 2 vs. Table 4.

labial coronal dorsal
labial −0.360 +0.187 +0.183

coronal +0.259 −0.243 −0.068

dorsal −0.010 +0.097 −0.121

Table 4: Matrix of φ values for Egyptian Arabic.

Figure 2 shows an example in which all diag-
onal values (self-successions of places of articu-
lation) have negative associations. This tendency
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Figure 2: Visualization of the φ matrix from Ta-
ble 4 (Egyptian Arabic), L stands for labial, C for
coronal and D for dorsal. It can be seen that all di-
agonal values (successions of the same place of ar-
ticulation) have negative associations (red color).

to alternate places of articulation can be observed
in most languages and in the overall matrix visu-
alizations including all data from all languages in
the database (Figure 4).

4.2 General relations among places of
articulation

As already mentioned, we tested whether it is use-
ful to distinguish the two different subcategories
dental (and alveolar) (T), and (alveo-)palatal (C).
Figure 3 shows the resulting association values φ
of place successions.

It can clearly be seen that T and C behave very
similarly. A further interesting observation is that
places of articulation tend to alternate (negative di-
agonal values for self-successions). As revealed in
the succession graph of Figure 3, the places of ar-
ticulation do not remain the same, but change to
the closest alternative(s). In the case of P and K
the closest distinct places of articulation (T and C)
are preferred. In the case of T and C, however, this
is somewhat different. Apparently, direct alterna-
tions between both are less probable. One plau-
sible explanation could be that they are not dis-
tinct enough and thus either K or P are preferred
as a following place of articulation, both having
roughly the same distance. These observations
led us to merge the places T and C in our further
analyses and distinguish labial, coronal and dorsal
consonants only, as in Figure 4.

Note that the cross pattern on the left in Figure
4, which now emerges very clearly, reinforces the
hypothesis that the closest distinct place of articu-
lation is preferred as successor.

Figure 4: The φ matrix considering only the three
main categories for all the data across languages.
In the left figure, the categories are sorted accord-
ing to their position in the oral cavity. In the
right figure, the categories are sorted automati-
cally, which shows that D and L are more similar
to each other than D and C.

4.3 Distribution across languages

Next, we examined the distribution of φ values for
self-successions of places of articulation in about
3,200 languages. Self-successions correspond to
the diagonal values of the φ matrices from the up-
per left to the lower right. As can be seen in the
histogram in Figure 6, the peak of the distribution
is clearly located in the area of negative associa-
tion values. In the box-plots of Figure 5, which
show the distributions for all three places of ar-
ticulation separately, it is clearly visible that for
each of the three places of articulation at least 75%
of the languages included show negative associa-
tions. Furthermore, it can be seen that most out-
liers disappear when taking only the languages for
which most data is available and thus statistics are
more reliable. The same can be seen in the scat-
ter plot in Figure 6, where the average φ value is
always negative if the number of successions ex-
ceeds a certain threshold. For all three categories,
the figures demonstrate that the same place of ar-
ticulation is generally less frequently maintained
than expected if there were no interdependencies
between consonant co-occurrences.

5 Visualization of geo-spatial patterns

The most common approach to visually represent
crosslinguistic information on areal (or genealog-
ical) patterns is to put each language as a single
pixel or a small icon to its location on a map.
For instance, the WALS database (Haspelmath et
al., 2005) includes 141 maps on diverse structural
(phonological, grammatical, lexical) properties of
languages. We transformed the results of our SPA
statistics for each language in the ASJP database
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P

T C

K

Figure 3: Successions of P, T, C and K in all languages. The “+” and “−” signs indicate the polarity
of a succession (going from row to column category). The color saturation of the background indicates
the strength of association. In the left figure, places of articulation are sorted according to their position
in the oral cavity, in the middle figure an automatic similarity sorting of matrix rows and columns was
applied. The right part of the figure shows an alternative view only on those successions that have a
positive association.
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Figure 5: Boxplots showing the distribution of association strength values (φ) for self-successions of
places of articulation. For the left boxplots about 3,200 languages were considered for which the
Swadesh lists contained more than 20 successions. For the right boxplots only the top 99 languages
were considered for which the Swadesh lists contained at least 100 successions, thereby removing most
outliers and reducing the variance.

that is also included in the WALS database into a
WALS map (Figure 7). The matrix visualization
has been simplified in that the color of the icon
represents the number of cells in the diagonal of
the matrix whose value was below zero, i.e., the
higher the number (0-3) the better the language
conforms to SPA.

Some of the drawbacks of these maps include a
high degree of overlap of data points in densely
populated areas and the lack of correlation be-
tween information content and area size. In Figure

7, the fact that those languages with fewer negative
diagonal cells are plotted on top of those with a
higher number slightly distorts the overall picture
that most languages adhere to the principle.6 Be-
sides that, the overall pattern in the densely popu-
lated areas is hardly visible, while sparsely popu-
lated areas waste space and hide the informational

6Likewise, the visualization would suggest to much ad-
herence to the principle if those languages with more nega-
tive diagonal cells were plotted on top of those with fewer
negative cells.
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Figure 6: The scatter plot on the left displays the average φ values for self-successions of all places of
articulation depending on the number of consonant successions (CVC) for each language in the sample.
The histogram on the right shows the distribution of association strength values (φ) for self-successions
of places of articulation in more than 3200 languages.

details. Finally, small clusters are difficult to find
— they are not noticeable, and are sometimes even
obscured by large clusters.

In order to avoid overlapping pixels we used
a circular arrangement around the original loca-
tion in the current analysis, taking the given order-
ing of elements into account (Bak et al., 2009a).
The ordering usually corresponds to the coloring
attribute starting with colors that occur least fre-
quently. With this arrangement a natural looking
visualization without artifacts is generated.

A way to obtain more space for regions with a
high point density are Cartograms, which distort
regions such that their size corresponds to a statis-
tical attribute (Bak et al., 2009b; Tobler, 2004), in
this case the number of languages in the database.
The advantage is that more space is reserved to
plot all important information on the map. In Fig-
ure 8, we show the density equalized distortion by
cartograms and the overlap-free representation of
the data points using pixel placement. Neighbor-
hood relations and region shapes are at the same
time maintained as accurately as possible in order
to guarantee recognizability despite of distortion.
The visualization reveals several clusters of non-
conforming languages (marked with boxes). It re-
mains for future work to investigate whether these
clusters are an artifact of the database that we used

or if they manifest an areal feature. Figure 8, in
contrast to Figure 7, shows the 3,200 languages
we investigated more closely and not just the ones
included in WALS.

The representation thereby enables investigat-
ing spatial patterns free of hidden data and distri-
butional biases.

6 Conclusions and future work

Our crosslinguistic investigation of SPA has con-
firmed the hypothesis that the phenomenon of
Similar Place Avoidance is not a particular trait
of Semitic languages, for which it was previously
described, but is a linguistic universal tendency
which can be observed in languages which are
both genealogically and geographically unrelated.
This can clearly be seen in the visualizations that
display the conformity of each language in the
database with respect to SPA. The overall pic-
ture for all languages not only shows that succes-
sive consonants with the same place of articulation
tend to be avoided, but also that there is a tendency
to avoid places of articulation that are too far away
from the preceding place (cf. Figures 3 and 4).

We combine methods from statistics, NLP and
Visual Analytics to provide a novel way of auto-
matically assessing and visualizing linguistic fea-
tures across a wide range of languages, thus al-
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Figure 7: WALS map of the languages and their behavior with respect to SPA. The color indicates the
number of self-succession φ values which are negative, i.e., which adhere to the SPA principle. Color
mapping is from blue (conforming to SPA) to red. The numbers in square brackets indicate the number
of languages in this group.

Figure 8: Density equalized distribution of the languages with respect to SPA. The area of the geographic
regions corresponds to the number of languages in that location – represented by dots. Overlap is avoided
using pixel-placement. The color mapping corresponds to the one used in the WALS map (Figure 7). Lo-
cations of nonconforming languages are highlighted with red boxes. Note that the number of languages
in this map is about twice the number in the WALS map (7).
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lowing for a gain of new insights and raising fur-
ther interesting research questions that otherwise
might easily go unrecognized.

With respect to SPA a more detailed exploration
of the intricacies of phonological interdepencies is
needed as part of our more widespread study of
visually representing sound patterns in languages.
As already hinted at in Pozdniakov and Segerer
(2007), there are various other fascinating phe-
nomena that are worth looking at, especially in re-
gard to the interaction of vowels and consonants or
vowel dependencies (such as vowel harmony) and
consonant dependencies (such as SPA or conso-
nant harmony). In particular, one could investigate
why some languages apparently do not conform to
SPA and if there is any co-variation to be uncov-
ered between the adherence to the principle and
other factors that might be interesting to explore
and possibly reveal new insights into the structure
of languages.
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Over the past 20 years, the size of theL in Com-
putational Linguistics has been shrinking relative
to the size of theC. The result is that we are in-
creasingly becoming a community of uninformed
but sophisticated engineers, applying to problems
very complex machine learning techniques that
use very simple (simplistic?) analyses/theories.
(Try finding a theoretical account of subjectiv-
ity, opinion, entailment, or inference in publica-
tions surrounding the associated competitions of
the past few years.)

When we grow tired of embarrassing ourselves,
what should we do? Fortunately, injecting some
linguistic (and other) sophistication into our work
is not that complicated. The key is annotation: by
using a theoretically informed set of choices rather
than a bottom-up naive one, we can have annota-
tors tag corpora with labels that reflect some un-
derlying theories. While the large-C contingent
of our community will not care, researchers in-
terested in investigating language rather than pro-
cessing will be able to find new ways to connect
with Corpus Linguists, Psycholinguists, and even
Ontologists.

It turns out that many of our surrounding aca-
demic communities – Linguists, Political Scien-
tists, Biocurators, etc. – have been performing an-
notation for years in order to build and prove their
theories. They have however been largely unaware
of the power of NLP technology and the benefits
we can bring to them. There is a natural marriage
– several, actually – waiting to happen.

What is the benefit to us? What’s wrong with
simply continuing to use half-baked annotation
schemes to train our machine learning systems on?
Several things:

• half-baked schemes generally fail in the long
run-that’s why more-sophisticated ones are
developed

• there are dozens to hundreds of graduate
students and young researchers in surround-
ing communities eager to help build cor-
pora by running annotation efforts and using
the problems uncovered while annotating to
drive further theory formation

• because they’re generally more ‘correct’,
more-sophisticated annotations allow stack-
ing of multiple phenomena upon the same
material with fewer internal inconsistencies
and problems.

Such stacking eventually enables multi-
phenomenon analysis and mutual disambiguation
in ways that an incommensurately annotated
corpus does not.
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