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Abstract computes the optimal sequence of edit operations
o _ (insertions, deletions and substitutions of words)
UPV-PRHLT participated in the System  paeqed to transform one string into the other. The
Combination task of the Fifth Workshop  y5in problem with the ED is its dependence on the
on Statistical Machine Translation (WMT enqth of the compared strings. This fact led to the
2010). On each translation direction, all  gefinition of a new distance whose value is inde-
the submitted systems were combined into  yendent from the length of the strings compared.
a consensus translation. These consen-  Thisnormalised edit distance (NED) (Vidal et al.,
sus translations always improve transla- 1995 js computed by averaging the number of edit

tion quality of the best individual system. operations by the length of the edit path. The ex-
1 Introduction perimentation in this work was carried out using
the NED.

The UPV-PRHLT approach to MT system combi-

nation is based on a refined version of the algoz_1 Median String

rithm described in (Goridez-Rubio and Casacu-

berta, 2010), with additional information to cope Given asetr = ey,...,e,,...,ey of translation

with hypotheses of different quality. hypotheses fronlv MT systems, let: be the vo-
In contrast to most of the previous approachegabulary in the target language and be the free

to combine the outputs of multiple MT sys- monoid over that vocabularys{ C ¥*). The me-

tems (Bangalore et al.,, 2001; Jayaraman andian string of the sef’ (noted asM(FE)) can be

Lavie, 2005; Matusov et al., 2006; Schroeder eformally defined as:

al., 2009), which are variations over the ROVER

voting scheme (Fiscus, 1997), we consider the

problem of computing a consensus translation as N
the problem of modelling a set of string patterns M(E) = argminz [wn . D(e’,en)} . (D)
with an adequate prototype. Under this frame- SO |

work, the translation hypotheses of each of the

MT systems are considered as individual patterngshere D is the distance used to compare two
in a set of string patterns. Thegeneralised) me-  strings and the valua,, 1 < n < N weights
dian string, which is the optimal prototype of a set the contribution of the hypothesisto the sum of

of strings (Fu, 1982), is the chosen prototype tadistances, and therefore, it denotes the significance
model the set of strings. of hypothesis: in the computation of the median
string. The valuav,, can be seen as a measure of
the “quality” of hypothesisa.

The median string of a set is defined as the string Computing the median string is a NP-Hard
that minimises the sum of distances to the stringproblem (de la Higuera and Casacuberta, 2000),
in the set. Therefore, defining a distance betweetherefore we can only build approximations to the
strings is the primary problem to deal with. median string by using several heuristics. In this

The most common definition of distance be-work, we follow two different approximations: the
tween two strings is the Levenshtein distanceset median string (Fu, 1982) and thapproximate
also known as edit distance (ED). This metricmedian string (Marinez et al., 2000).

2 System Combination Algorithm
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2.2 Set Median String For each positiori in the stringe:
1. Build alternatives:

The most straightforward approximation to the o
Substitution: Makex = e. For each word: € X:

median string corresponds to the search ckta

rredl an Strlng Under thIS approx|mat|on, the o Make X/ the result String of SubStituting théh
. . . . . . word ofx by a.
search is constrained to the strings in the given in- . .

. ) ) e If the accumulated distance &f to E is lower
put set. The set median string can be informally than the accumulated distance frento £, then
defined as the most “centred” string in the set. The makex = x'.
set median string of the sét (noted asM(F)) Deletion: Makey the result string of deleting thi"
is given by: word of e.

Insertion: Makez = e. For each word: € X:
N / . . L
. e Makez’ the result of inserting at position: of
M, (E) = argmin) _ [w, - D(e/,e,)] . (2) o
e'€l n=1 e Ifthe accumulated distance frozhto E is lower
than the accumulated distance frano £, then
The set median string can be computed in poly- makez = z'.

nomial time (FU, 1982; Juan and Vldal, 1998) 2. Choose an alternative:

Unfortunately, in som_e ca_ses, the set m_edian _may « From the sefe, x, y, z} take the strings’ with
not be a good approximation to the median string. less accumulated distancefib Makee = ¢'.
For example, in the extreme case of a set of twio
strings, either achieves the minimum accumulatedtlgorithm 1. lterative process to refine a string
distance to the set. However, the set median strin§ In order to reduce its accumulated distance to a
is a useful initialisation in the computation of the 9/Ven Set&.

approximate median string.

2.3 Approximate Median String 3 Experiments

A good approximation to efficiently compute the Experiments were conducted on all théransla-
median string is proposed in (Marez et al., tion directions cz-en, er-cz, de—en, en-de,

2000). To compute the approximate median stringS—€n, er-es, fr—en and er-fr. Some of the

of the setE, the algorithm starts with an initial entrants to the shared translation task submit lists
string e which is improved by successive refine- Of n-best translations, but, in our experience, if a

ments in an iterative process. This iterative prolarge number of systems is available, using n-best
cess is based on the application of different editranslations does not allow to obtain better consen-
operations over each position of the stringpok-  Sus translations than using single best translations,
ing for a reduction of the accumulated distance tdoUt raises computation time significantly. Conse-

the strings in the set. Algorithm 1 describes thisquently, we compute consensus translations only
iterative process. using the single best translation of each individ-

a string computed from the séf. Martinez et tems submitted and gives an overview of the test

al. (2000) proposed two kinds of initial strings: the COrpUS on each translation direction. The number
set median string of’ and a string computed by a of running words is the average number of run-
greedy algorithm, both of them obtained similarNing words in the test corpora, from where the
results. In this work, we start with the set medianconsensus translations were computed; the vocab-
string in the initialisation of the computation of the ulary is the merged vocabulary of these test cor-
approximate median string of the S8t Over this ~ Pora. All the experiments were carried out with
initial string we apply the iterative procedure de-the true-cased, detokenised version of the tuning
scribed in Algorithm 1 until there is no improve- and test corpora, following the WMT 2010 sub-
ment. The final median string may be differentMission guidelines.

from the original hypotheses.

The computational time cost of Algorithm 1 is
linear with the number of hypotheses in the com-We will present translation quality results in terms
bination, and usually only a moderate number ofof translation edit rate (TER) (Snover et al., 2006)
iterations is needed to converge. andbilingual evaluation understudy (BLEU) (Pa-

3.1 Evaluation Criteria
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| czwen en-cz | deven en»de| eswen en-es|fr—en ensfr

Submitted systemg 6 11 16 12 8 10 14 13
Avg. Running words|| 45K 37K 47K 41K 47K 47K 47K 49K
Distinct words| 24K 51K 38K 40K 23K 30K 27K 37K

Table 1: Number of systems submitted and main figures of test corpora bitraaslation direction. K
stands for thousands of elements.

pineni et al., 2002). TER is computed as the numand averaging translation results over thegar-

ber of edit operations (insertions, deletions anditions. On each of the experimentspf the par-
substitutions of single words and shifts of word se-itions are devoted to obtain the weight values for
guences) to convert the system hypothesis into thihe weighted sum of distances while BLEU and
reference translation. BLEU computes a geometTER scores are calculated on the consensus trans-
ric mean of the precision af-grams multiplied by lations of the remaining partition.

a factor to penalise short sentences. Table 2 shows, on each translation direction,
the performance of the consensus translations on
the tuning corpora. The consensus translations
In section 2, we define the median string of & se{yere computed with the set median string and the
as the string which minimises a weighted sum Ofapproximated median string using different sets
distances to the strings in the set (Eq. (1)). Th&t weight values: Uniform, all weights are set
weightsw;, in the sum can be tuned. We computey, 1.0, BLEU-based weights, TER-based weights
aweight value for each MT system as a whole, i.egnq oracle-based weights. In addition, we display
all the hypotheses of a given MT system share thge performance of the best of the individual MT
same weight value. We study the performance 0§y siems for comparison purposes. The number of
different sets of weight looking for improvements st systems combined for each translation direc-

in the quality of the consensus translations. Thesgp, js displayed between parentheses.
weight values are derived from different automatic

MT evaluation measures:

3.2 Weighted Sum of Distances

On all the translation directions under study, the
consensus translations improved the results of the

e BLEU score of each system. best individual systems. E.g. TER improved from
_ 66.0 to 63.3 when translating from German into
e 1.0 minus TER score of each system. English. On average, the set median strings per-

Numb F1 the hvbothesis of h formed better than the best individual system, but
o Numberottimes the NypotnesIs of €ach SySyq results were always below the performance of
tem is the best TER-scoring translation.

the approximate median string. The use of weight

We estimate these scores on the tuning corpory@/ueés computed from MT quality measures al-
A normalisation is performed to transform theselOWS to improve the quality of the consensus trans-

scores into the rang®.0, 1.0]. After the normal- lation computed. Specially, oracle-based weight
isation, a weight value 0.0 is assigned to the values that, except for the ezen task, always per-

lowest-scoring hypothesis, i.e. the lowest-scoring®r™ equal or better than the other sets of weight
hypothesis is not taking into account in the com-values. We have observed that no improvements

can be achieved with uniform weight values; it is
necessary to penalise low quality hypotheses.

3.3 System Combination Results To compute our primary submission to the
Our framework to compute consensus translationMT 2010 system combination task we choose
allows multiple combinations varying the medianthe configurations that obtain consensus transla-
string algorithm or the set of weight values usedtions with highest BLEU score on the tuning cor-
in the weighted sum of distances. To assure thgora. The approximate median string using oracle-
soundness of our submission to the WMT 201(based scores is the chosen configuration for all
system combination task, the experiments on th&anslation directions, except on the-een trans-
tuning corpora were carried out in a leaving-one-ation direction for which TER-based weights per-
out fashion dividing the tuning data intb parts formed better. As our secondary submission we

putation of the median string.
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Single Set median Approximated median
best | Uniform Bleu Ter Oracle Uniform Bleu Ter Oracle
cz—en (6) BLEU | 17.6 16.5 17.8 18.2 17.6| 17.1 18,5 18.5 18.0
TER 64.5 68.7 67.6 65.2 645 67.0 65.9 654 64.4
en—cz (11) BLEU | 11.4 10.1 109 10.7 11.0 10.1 10.7 10.7 11.0
TER 75.3 75.1 743 742 742 73.9 73.4 73.3 73.0
de—en (16) BLEU || 19.0 19.0 19.1 19.3 19.7| 19.3 19.8 199 20.1
TER 66.0 65.4 65.2 65.0 64.6| 64.4 63.4 63.4 63.3
en—de (12) BLEU || 11.9 11.6 11.7 117 12.0 11.6 11.8 118 12.0
TER 74.3 74.1 741 740 73.7| 727 729 727 726
es—en (8) BLEU || 23.2 23.0 23.3 23.2 236 231 23.9 238 242
TER 60.2 60.6 59.8 59.8 595 60.0 59.2 594 59.1
en—es (10) BLEU || 23.3 23.0 23.3 234 24.0f 236 23.8 238 24.2
TER 60.1 60.1 59.9 59.7 595 59.0 59.1 58,9 58.6
fren (14) BLEU || 23.3 22.9 23.2 232 234 234 23.8 23.8 239
TER 61.1 61.2 60.9 60.9 60.7| 60.6 60.0 60.1 59.9
en—ir (13) BLEU | 22.7 23.4 23.5 236 238 23.3 23.6 23.7 23.8
TER 62.3 61.0 61.0 60.9 60.6/ 60.2 60.1 60.0 60.0

Table 2. Consensus translation results (case-sensitive) on the tumpayaevith the set median string
and the approximate median string using different sets of weights: Unifobfa|UBbased, TER-based
and oracle-based. The number of systems being combined for eadhticandirection is in parentheses.
Best consensus translation scores are in bold.

Best Secondary| Primary 4  Summary
BLEUTER |BLEUTER |BLEU TER
cz—enll 182 639] 183 66.7] 190 65.1 e have studied the performance of two consen-
en—cz 10.8 75.2| 11.3 73.6/ 11.6 71.9 sus translation algorithms that based in the compu-
de—enll 183 66.6| 19.1 65.4| 19.6 639 tation of two different approximations to the me-
en—dell 11.6 73.4| 11.7 729! 119 71.7 dian string. Our algorithms use a weighted sum of
es—en | 24.7 590/ 24.9 589| 25.0 582 distances whose weight values can be tuned. We
en—es|| 24.3 58.4| 249 57.3| 253 563 Show that using weight values derived from auto-
frenll 23.7 59.7| 23.6 59.8| 23.9 594 Mmatic MT quality measures computed on the tun-
en—fr | 23.3 61.3| 23.6 59.9| 24.1 58.9 Ing corpora allow to improve the performance of
the best individual system on all the translation di-
Table 3: Translation scores (case-sensitive) on theections under study.
test corpora of our primary and secondary submis-
sions to the WMT 2010 system combination task.Acknowledgements
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