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Introduction

Welcome to the First Young Investigators Workshop on Computational Approaches to Languages of
the Americas. This workshop will be held on June 6, 2010 in Los Angeles, immediately following
the 11th Annual Conference of the North American Chapter of the Association for Computational
Linguistics, NAACL-HLT 2010. The goal of this workshop is to bring together researchers from all of
the Americas developing human language technologies that are interested in establishing international
collaborations. We believe a more interactive community within the Americas can contribute to the
advancement of the field, not only with respect to the improvement of performance on specific areas
of NLP but more important, with respect to motivating the growth of its community by providing a
conducive collaboration infrastructure that facilitates the active involvement of researchers in the field.

We are very excited about the response to the call for papers. We received a total of 21 submissions
from 8 countries. The final program brings together researchers from Argentina, Brazil, Colombia,
Costa Rica, Mexico, Uruguay and the USA. The contributions in the proceedings are of three types:
research papers, project overviews and opinion papers. The research papers include recent advances
in topics from opinion mining, to textual entailment, to adaptation of NLP approaches to software
engineering. The survey papers present an overview of larger research projects by a single university
or research group. These overviews present interesting efforts in dialogue systems, text simplification,
language generation, and corpus based approaches to verb subcategorization and relation extraction.
The proceedings also include two opinion papers that describe the research situation of the NLP
communities in Costa Rica and Brazil. All contributions describe how international collaborations
can push research forward by either listing the resources and/or experience sought or what specific
resources and experience can be contributed. In sum, these proceedings provide a broad coverage
of research on computational linguistics south of the Rio Bravo addressing three different languages:
Spanish, Brazilian Portuguese and English.

We would like to thank the program committee members for their support in spreading the call
for papers and providing a conscientious and timely review. Without their support this workshop
would have not been as successful. We would also like to thank the NAACL-HLT 2010 Workshop
Chairs, David Traum and Richard Sproat for all their help and great overseeing of the logistics of this
workshop. Lastly, we were able to offer travel support and full conference registration waivers due to
the very generous support of the NAACL Executive Board, and the Information and Intelligent Systems
Directorate and the Office of International Science and Engineering of the National Science Foundation
(USA) award number 1008711.

As part of the one day workshop, the program will also include a panel discussion to brainstorm on
ways to promote a more interactive community on this side of the globe, and the possibility of having
more workshops of this kind. A summary from this panel will be available on the workshop website
soon after the event: (http://groups.google.com/group/naacl-2010-yi-workshop).

We are are looking forward to a great event and hope that initiatives like these will eventually lead to a
stronger and tighter computational linguistics research community on the Americas.

Thamar Solorio and Ted Pedersen
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Aurelio López López, INAOE, Mexico
Lucia Helena Machado Rino, Universidade Federal de São Carlos, Brazil
Rada Mihalcea, University of North Texas, USA
Raymond Mooney, University of Texas at Austin, USA
Manuel Montes y Gómez, INAOE, Mexico
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Abstract 

In this paper we give an overview of 

Computational Linguistics / Natural 

Language Processing in Brazil, describing the 

general research scenario, the main research 

groups, existing events and journals, and the 

perceived challenges, among other relevant 

information. We also identify opportunities 

for collaboration. 

1 Brazilian Research Scenario 

Computational Linguistics (CL) / Natural 

Language Processing (NLP) is an emerging and 

growing area in Brazil. Although there is no 

consensus, it is traditionally understood as a 

research field within Artificial Intelligence, 

gathering researchers mainly from Computer 

Science/Engineering and Linguistics. There is also 

modest interaction with Information Sciences area. 

In general the CL/NLP area in Brazil started 

with researchers that finished their PhD abroad 

and, after coming back, initiated the first CL/NLP 

projects. Since then, but mainly more recently, the 

area has experienced some internationalization due 

to the fact that the number of undergraduate and 

graduate students that undergo internships on 

renowned foreign NLP research centers has 

increased. In Brazil, PhD students have the 

possibility to take their complete PhD course 

abroad or, alternatively, only a part of it. In both 

cases, students may count on Brazilian funding 

agencies. 

The area is more strongly represented and 

promoted by Brazilian Computer Society (SBC)
1
, 

particularly by its Special Interest Group on NLP 

(CEPLN)
2
, created in 2007. It is interesting that 

most researchers in Brazil (independent from their 

background area) do not differentiate CL from 

NLP, using both terms interchangeably. 

Research in Brazil is carried out mainly at 

public universities and at a few private universities 

and business companies. Differently from most 

countries, in Brazil public universities are 

generally considered the top ones, although 

exceptions do exist. 

Currently, there are no undergraduate courses on 

CL/NLP in Brazil, therefore researchers in this 

field come mainly from Computer Science and 

Linguistics courses. However, there are a few 

graduate courses on CL/NLP, with both computing 

and language emphases, such as the MSc and PhD 

programs at USP/São Carlos
3
, UFSCar

4
, 

UNESP/Araraquara
5
, PUC-RS

6
, and UFRGS

7
, 

among others.  

                                                           
1 http://www.sbc.org.br 
2 http://www.sbc.org.br/cepln 
3 http://www.icmc.usp.br/~posgrad/computacao.html 
4 http://ppgcc.dc.ufscar.br and http://www.ppgl.ufscar.br 
5 http://www.fclar.unesp.br/poslinpor 
6 http://www.pucrs.br/inf/pos 
7 http://www.ufrgs.br 
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Funding for research comes mainly from 

governmental agencies. Nowadays Brazil has 4 

agencies that significantly support research in the 

country (in this order): CNPq8 (National Council 

for Scientific and Technological Development), 

FAPESP
9
 (São Paulo Research Foundation), 

CAPES
10

 (Coordenação de Aperfeiçoamento de 

Pessoal de Nível Superior), and FINEP
11

 (Research 

and Projects Financing). Private funding is still 

modest, which reflects the limited interaction 

between universities and companies. Some of the 

above agencies have tried to change this scenario 

by providing special joint university-industry 

funding programs. For instance, FAPESP and 

Microsoft Research recently formed a partnership 

to fund socially relevant projects in the state of São 

Paulo, e.g., the PorSimples
12

 text simplification 

project. FAPESP also funds special university-

company programs, where the research to be 

developed must be of interest to a company, which, 

in turn, has to support the research and work 

together with the researchers. 

NLP research in Brazil is varied and deals not 

only with Portuguese processing, but also with 

English and Spanish mainly. Given that Portuguese 

is among the most spoken languages in the world 

(it is estimated that almost 250 million people 

speak some variant of Portuguese in the world
13

), 

research interests on Portuguese processing is 

shared with other countries, mainly Portugal. In 

this sense, Portugal has launched an initiative to 

create and maintain a unified information storage 

center that indexes resources and publications 

for/on Portuguese processing. The initiative is the 

Linguateca project
14

, which was officially created 

in 2002, but initial works date back to 1998. Santos 

(2009) presents and evaluates the work carried out 

by Linguateca. 

Brazil and Portugal have a history of partnership 

on Portuguese processing, which formally started 

in 1993 with the first PROPOR conference 

(PROPOR event series is introduced in Section 4). 

                                                           
8 http://www.cnpq.br 
9 http://www.fapesp.br 
10 http://www.capes.gov.br 
11 http://www.finep.gov.br 
12 http://caravelas.icmc.usp.br 
13 Besides Brazil and Portugal, Portuguese is an official 

language in Angola, Cape Verde, East Timor, Equatorial 

Guinea, Guinea-Bissau, Macau, Mozambique, and São Tomé 

and Príncipe. 
14 http://www.linguateca.pt 

We maintain this partnership active by having 

collaborative projects and promoting joint events.  

As far as we know, other Portuguese speaking 

countries do not have a tradition of CL/NLP 

research. However, curiously, there are researchers 

from other non-Portuguese speaking countries that 

develop relevant research on Portuguese language. 

For example, to the best of our knowledge, 

currently the best syntactical parsers for 

Portuguese were developed by researchers from 

Denmark and the USA. These researchers actively 

work with the Brazilian research community. 

In what follows, we briefly present the Brazilian 

research profile (Section 2), the main research 

groups (Section 3), and the Brazilian events and 

journals (Section 4). We also report the main 

challenges for research in Brazil (Section 5) and 

the collaboration opportunities with other 

American researchers that we envision (Section 6). 

2 Research Profile 

In 2009 CEPLN proposed a survey of the status of 

CL/NLP research in Brazil and published the 

results during the 7th Brazilian Symposium in 

Information and Human Language Technology 

(Pardo et al., 2009). The survey aimed at gathering 

information both about researchers (such as their 

location, education level, number of students, etc.) 

and their research (main research topics, number of 

funded projects, main challenges, etc.). 

The survey was carried out mainly on-line. A 

call for participation was sent to all known e-mail 

lists from scientific associations from varied areas. 

Data was also obtained from the Registry of Latin 

American Researchers in Natural Language 

Processing and Computational Linguistics
15

. 

148 researchers responded to the survey: 35% of 

these were academic staff with a PhD degree, 16% 

academic staff with a Master's degree, 1% 

academic staff with a Bachelors degree, 9% PhD 

students, 26% Master's students, 14% 

undergraduate students, and 5% others. Table 1 

summarizes the main results of the survey, 

showing the percentage of answers for each issue. 

One may see that CL/NLP research is mainly 

carried out in the south and southeast regions of 

Brazil. 
 

                                                           
15 http://ww.d.umn.edu/~tpederse/registry/registry.cgi 
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Table 1. CEPLN survey 
Issues Results 

Geographic distribution 48% São Paulo state 

18% Rio Grande do Sul state 

8% Paraná state 

7% Rio de Janeiro state 

19% Other states 

National collaboration 52% Yes, 48% No 

International Collaboration 25% Yes, 75% No 

Background area 62% Computer Science 

29% Linguistics 

9% Other 

Supervision of postgraduate students 28% Yes, 72% No 

Funded projects 28% Yes, 72% No 

Source of funding 43% Federal government agencies 

25% São Paulo state government agency 

31% Other state government agencies 

 

. 
  

 
Figure 1. Research topics 

 

The survey also inquired the participants about 

their research topics. Figure 1 shows the 

distribution of topics among researchers who 

responded to the survey. Researchers could mark 

as many research topics as they wanted. Some 

topics subsume others, so these were marked more 

often by respondents. 

Ontologies and semantics were the topics 

marked by most respondents. We believe that there 

is indeed a significant number of researchers 

working on them, but we also believe that they are 

not the main topic of research of most people who 

3



listed them. For example, the statistics for 

“Ontologies” probably also include researchers 

who simply make use of ontologies in their work 

and not necessarily develop ontologies or ontology 

generation methods. Other researchers believe that 

we are in a changing period, moving from syntax-

centered research to semantics-centered research, 

due to the fact that more recently the community 

has produced more robust semantic tools and 

resources, e.g., the first versions of Portuguese 

language wordnets, as TeP 2.0
16

, Wordnet.PT
17

, 

and MWN.PT
18

, as well as named entities 

recognizers, e.g., REMBRANDT
19

. 

Interestingly, corpus linguistics is one of the 

hottest topics but, at the same time, it is not seen as 

a genuine CL/NLP topic: most researchers that 

indicated corpus linguistics as a research topic 

marked it as “other area of interest”. Some 

researchers have advocated that CL/NLP area and 

corpus linguistics should be considered a unique 

area, while others argue that these areas have 

different purposes and, therefore, different 

scientific methods, what would avoid such 

unification. Text mining is another curious case: 

research on this theme is mostly carried out by 

non-CL/NLP researchers, but instead by 

researchers on general AI and database areas 

Based on the publications on the last Brazilian 

scientific events and on the fact that we personally 

know most of the CL/NLP researchers in Brazil, 

we dare to indicate the following topics as the most 

recurrent ones (in no particular order): text 

summarization, machine translation, text 

simplification, automatic discourse analysis, 

coreference and anaphora resolution, information 

retrieval, text mining, terminology/lexicon 

research, ontologies and semantic tagging, and 

corpus linguistics. 

Based on the survey, we estimate that Brazil has 

about 250 researchers (including students) with 

interest in CL/NLP area. Although only 148 

researchers attended the CEPLN survey, we 

computed other researchers in the Registry of Latin 

American Researchers in Natural Language 

Processing and Computational Linguistics and in 

the CEPLN e-mail list that did not attend the 

survey. In general, we estimate that about 35-40 of 

                                                           
16 http://www.nilc.icmc.usp.br/tep2/index.htm 
17 http://www.clul.ul.pt/clg/wordnetpt 
18 http://mwnpt.di.fc.ul.pt 
19 http://xldb.di.fc.ul.pt/Rembrandt 

these are active researchers, whose main topic of 

research is CL/NLP, and who supervise 

undergraduate and graduate students on the 

subject. We also estimate that there are 5-10 

researchers on speech processing that actively 

collaborate with the CL/NLP community. 

3 Main research groups 

The largest CL/NLP research group in Brazil is 

NILC (Interinstitutional Center for Research and 

Development in Computational Linguistics)
20

, 

which includes researchers mainly from University 

of São Paulo (USP; Computer Science and Physics 

departments), Federal University of São Carlos 

(UFSCar; Computer Science and Linguistics 

departments) and State University of São Paulo 

(UNESP; Linguistics department). The group was 

created at 1993. 

NILC has a long history of research in CL/NLP, 

which has thrived since the ReGra
21

 project, in 

which the grammar checker for Portuguese that is 

currently used within Microsoft Word since its 

2000 version was built. In fact, ReGra project was 

born from a university-industry collaboration, one 

of the few successful ones in CL/NLP area in 

Brazil. At the moment most of the research at 

NILC is concentrated on the following topics: 

automatic summarization, text simplification, 

coreference resolution, and terminology. NILC has 

hosted STIL 2009 (STIL event series is introduced 

in the next section). NILC also currently holds the 

presidency of CEPLN. 

The NLP group at the Computer Science 

department at the Catholic University of Rio 

Grande do Sul (PUC-RS)22 also has a tradition of 

research on CL/NLP. Their current projects focus 

on information retrieval, ontology engineering and 

anaphora resolution. The group also has research 

on multi-agent systems applied to NLP tasks and, 

more recently, on text categorization. The group 

hosts PROPOR 2010 (PROPOR event series is 

also introduced in the next section). The group has 

held the presidency of CEPLN from its creation 

(2007) until 2009. 

The above research group and NILC form the 

main CL/NLP research vein in Brazil. They have 

joint research projects and have strong 

                                                           
20 http://www.nilc.icmc.usp.br 
21 http://www.nilc.icmc.usp.br/nilc/projects/regra.htm 
22 http://www.inf.pucrs.br/~linatural 
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collaboration, constantly hosting graduate students 

from each other in internship research periods. 

There are also other very relevant NLP groups 

in Brazil that regularly carry out projects on the 

area. We may cite the Catholic University of Rio 

de Janeiro (PUC-Rio)
23

, Federal University of Rio 

Grande do Sul (UFRGS), State University of 

Campinas (UNICAMP), University of the Sinos 

River Valley (Unisinos), and State University of 

Maringá (UEM), among others. 

4 Events and Journals 

The Brazilian Symposium on Information and 

Human Language Technology (STIL) is the main 

event on CL/NLP in South America and is in its 

seventh edition. It is promoted by CEPLN and is 

carried out since 1993. It is intended to be a forum 

for gathering everyone with interest in CL/NLP. It 

happens regularly (every one or two years) and 

accepts contributions in Portuguese, Spanish and 

English. Details about the event are available at 

www.nilc.icmc.usp.br/til. 

The International Conference on Computational 

Processing of Portuguese Language (PROPOR) is 

an international conference jointly promoted by 

Brazil and Portugal and is in its ninth edition. It is 

the main conference with focus on Portuguese 

language, giving equal space to research on text 

and speech processing. It is carried out in Brazil 

and in Portugal interchangeably (every two or 

three years) and accepts submissions in English 

only. PROPOR’s proceedings are published as part 

of Springer Lecture Notes series. Details about the 

event are available at 

www.nilc.icmc.usp.br/cgpropor. 

STIL and PROPOR are the most relevant 

conferences for researchers in CL/NLP in Brazil. 

Their last editions received support from NAACL. 

AI events are also recurrent forums for CL/NLP 

researchers. The Brazilian AI events are the 

Brazilian Symposium on Artificial Intelligence 

(SBIA)
24

 and the National Meeting on Artificial 

Intelligence (ENIA)
25

, also promoted by SBC. 

They are already in their twentieth and seventh 

editions, respectively. 

Other related events in Brazil are the Corpus 

                                                           
23

 www.letras.puc-rio.br/Clic/ogrupo.htm 
24 http://www.jointconference.fei.edu.br/ 
25 http://csbc2009.inf.ufrgs.br/ 

Linguistics Meeting (ELC)
26

 and Brazilian School 

on Computational Linguistics (EBRALC)
27

, which 

are in their eighth and third editions, respectively. 

These events are mainly organized by the 

Linguistics research community. EBRALC is 

mainly intended for new students in the area and 

has been held together with ELC. 

Brazilian researchers count mainly on the 

following journals for national periodical 

publications: 

� JBCS
28

 (Journal of the Brazilian Computer 

Society), which is published by SBC and 

covers all Computer Science areas, including 

CL/NLP; 

� RITA
29

 (Journal of Theoretical and Applied 

Computing), also of general scope. 

 

It is important to cite Linguamática
30

, which is an 

European initiative to publish CL/NLP research on 

the Iberian languages. 

CEPLN is also organizing a joint journal with 

other SBC AI-related special interest groups. 

5 Challenges 

At STIL 2009, the research community discussed 

challenging issues (raised by respondents of the 

CEPLN survey) that hamper research on CL/PLN 

in Brazil. The main issues raised were: 

� Lack of large and robust language resources 

for Portuguese; 

� Lack of formal models for linguistic 

description and analysis of Portuguese; 

� Difficulty in attracting students and researchers 

to the area; 

� Lack of multidisciplinary collaboration; 

� CL/NLP marginalization in both Computer 

Science and Linguistics. 

� Poor interaction between universities and 

industry; 

� Insufficient funding. 
 

Here we discuss some of these points. Although 

Portuguese has got state of the art tools (as POS 

taggers and syntactic parsers) and comprehensive 

corpora of contemporary written language, there is 

                                                           
26 http://www.corpuslg.org/elc/Inicial.html 
27 http://www.corpuslg.org/ebralc/Inicial.html 
28 http://www.springer.com/computer+science/journal/13173 
29 http://www.seer.ufrgs.br/index.php/rita 
30 http://linguamatica.pt 
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still a need for resources for particular applications 

or domains. Many researchers feel that Portuguese 

syntactic parsers (which are considered basic NLP 

tools) and wordnet-like resources are still too 

limited, not attending their demands. Brazil also 

lacks representative spoken corpora, what may be 

explained by the fact that, in Brazil, written and 

spoken language processing communities have 

modest interaction. While written language 

processing research is reported at SBC events, 

spoken language processing is mainly conducted 

under SBrT (Brazilian Telecommunications 

Society)
31

. PROPOR series have tried to bring 

together these two communities, fostering joint 

research and mutual awareness of both research 

lines.  

The lack of formal models for Portuguese 

linguistic description and analysis was mainly 

perceived by linguists that work with CL/NLP. In 

fact, they acknowledge that Brazil has no tradition 

in carrying out events on these themes, what would 

eventually harm CL/NLP research. This goes along 

with Spärck Jones (2007) opinion paper. One first 

step towards overcoming this lack of formal 

models for Portuguese description was the 

Workshop on Portuguese Description
32

, carried out 

together with the last edition of STIL. 

Another point that deserves attention is the 

sentiment that CL/NLP research suffers from 

marginalization in both Computer Science and 

Linguistics areas, as it is usually the case for 

multidisciplinary subjects. We believe this might 

be fueled by the way research is assessed in Brazil. 

In Brazil, the quality of research is mainly assessed 

by the publications generated from it, and 

publication vehicles from Linguistics are usually 

rated worse in Computer Science, and vice versa. It 

is expected that different areas may have different 

scientific methods and perspectives, as well as it is 

natural that such differences are mirrored in any 

evaluation instrument. However, such factors lead 

some researchers to feel uncomfortable with the 

multidisciplinary nature of CL/NLP field and the 

way they are recognized in their own major areas. 

Many researchers (not only from Brazil, but also 

from Portugal) have supported that CL/NLP should 

become a new “major” area, instead of being part 

of Computer Science or Linguistics. 

                                                           
31 http://www.sbrt.org.br 
32 http://www.ppgl.ufscar.br/jdp/index.html 

Concerning insufficient funding, we believe that 

the main complaints came from Brazilian regions 

other than south and southeast, which currently 

concentrate CL/NLP research. In fact, during a 

lengthy discussion at STIL 2009 about the raised 

challenges, this issue was dismissed by many 

participants as non-representative. We believe that 

the funding situation in each region of Brazil 

contributes to the status of research on all topics, 

not particularly CL/NLP, in these regions. While 

in most Brazilian states researchers have to 

compete for funding from national agencies, some 

states (mainly in the southeast region) can rely on 

strong state-based funding agencies, such as 

FAPESP, in the state of São Paulo. 

6 Opportunities for Collaboration 

We believe that there are many opportunities for 

collaboration on CL/NLP with other researchers in 

the Americas, mainly due to the fact that the 

research community in Brazil works not only with 

Portuguese, but also with English and Spanish. 

One first step towards collaboration in Latin 

America was given in the event CHARLA 2008 

(Grand Challenges in Computer Science Research 

in Latin America Workshop). Organized by several 

scientific societies (including SBC), the event 

aimed at contributing to the definition of a long-

term research agenda in Latin America with the 

potential to significantly advance science and 

motivate the networking of abilities and 

competencies in Latin America. One of the 

recognized challenges was “multilinguism”, which 

involves several CL/NLP topics. CHARLA 

immediate impact in Brazil was the adaptation of 

Brazilian CL/NLP events to receive contributions 

in Spanish, which has a vast number of speakers in 

Latin America. Contributions in English were 

already traditionally considered in Brazilian 

events. 

We believe that another important source of 

collaboration comes from awareness of the 

ongoing research projects in the Americas. 

Workshops such as this seem to be a channel for 

the exchange of information. We envision that 

initial collaborations may arise within machine 

translation projects, which naturally already deal 

with the representative languages of the Americas. 

Letting aside technical collaboration, we believe 

there is room for higher-level concrete actions that 
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could foster collaboration in the Americas. These 

are actions that may increase the visibility of the 

research done in Latin America, as well as 

motivate new research. One first action that we 

envisage is the opening of evaluation challenges 

and shared tasks to the languages of the Americas 

other than English. For instance, 

contests/conferences such as TAC
33

, 

Senseval/SemEval
34

, and TREC
35

, among others, 

might make Portuguese/Spanish datasets available, 

as CLEF
36

 has done in its last editions. This has 

certainly an organizational cost, but it may turn out 

to be a valuable investment.  

Another action that could stimulate the progress 

of CL/NLP research in Latin America consists of 

including the proceedings of other American 

CL/NLP conferences in the ACL Anthology
37

, for 

example, the proceedings of STIL and PROPOR, 

to mention the Brazilian examples. This could be 

restricted to conferences that received 

ACL/NAACL endorsement and/or sponsorship.  

While the first action we proposed would make 

it feasible for more countries to participate in the 

evaluation contests, the second action would allow 

the works carried out in these countries to be better 

known. 

In a different strategy, we imagine that it must 

be possible for regional scientific associations to 

establish formal partnerships, granting some 

advantages to associated researchers from the 

corresponding countries, such as: registration 

discounts in the CL/NLP conferences from the 

countries (for instance, ACL/NAACL members 

would have discounts for registering in Brazilian 

events, as well as SBC members for ACL/NAACL 

events); and distribution of relevant publications 

for members of the associations (for instance, SBC 

traditionally distributes to its members the JBCS 

journal, which is considered a prestigious 

international publication). 

Our last idea would be to create a fund (possibly 

through the associations’ partnership) for funding 

visits for knowledge transfer (1-2 weeks) for 

researchers and mainly students. These could be an 

opportunity for studying/working with researchers 

from other countries that work on topics of 

                                                           
33 http://www.nist.gov/tac 
34 http://www.senseval.org 
35 http://trec.nist.gov 
36 http://www.clef-campaign.org 
37 http://aclweb.org/anthology-new 

interest, as well as for renowned researchers to 

visit research groups in order to stimulate work on 

a particular topic. Such opportunities would be 

very positive for Brazilian students. 

We believe that the actions suggested above can 

lead to a more integrated research scenario in the 

Americas. 
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Abstract

This paper provides a survey of some on-
going research projects in computational lin-
guistics within the group of Natural Language
Processing at the University of Córdoba, Ar-
gentina. We outline our future plans and spot-
light some opportunities for collaboration.

1 Introduction

In this paper we present our group, describe its
members, research agenda, interests and possible
collaboration opportunities. The research agenda
of the NLP group contains diverse lines of work.
As a group, we have a special interest in produc-
ing language technologies for our languages, at a
level comparable in performance with the state-of-
the-art technology for English. We are developing
such technology by deeply understanding its under-
ling models and either adapting them to our lan-
guages or by creating new ones.

In this paper we present only those related to Nat-
ural Language Parsing and data-driven characterisa-
tion of linguistic phenomena. For both lines we pro-
vide a small survey of our results so far, we describe
our current research questions and we spotlight pos-
sible opportunities of collaboration.

The paper is organized as follows. The follow-
ing Section describes the group, its composition,
projects and goals. Section 3 briefly introduces the
research agenda related to natural language pars-
ing and structure finding. Section 4 sketches the
work on data-driven characterisation of linguistic
phenomena in three main parts: semi-structured text

mining, characterisation of verbal behaviour and
mining of relations in biomedical text. Finally, Sec-
tion 5 presents outlines our overall vision for collab-
oration with other researchers in the Americas.

2 Description of the group

The NLP Group1 is part of the Computer Science
section at the Facultad de Matemática, Astronomı́a
y Fı́sica, at the Universidad Nacional de Córdoba.
The group was started in 2005, with two full time re-
searchers who had just got their doctorate degree in
Amsterdam and Barcelona. Then, in 2009 and 2010
three more full-time researchers joined the group,
coming from the Universities of Geneva and Nancy.

As of 2010, the group has 5 faculty researchers,
4 PhD students and several undergraduate students.
The computer science section has around 20 mem-
bers – including the NLP group, faculty members
and PhD students.

The faculty researchers are, by alphabetical order:

• Laura Alonso Alemany, working in text mining
and data-driven systematization of language.

• Carlos Areces, investigating different reason-
ing tasks and their applications in natural lan-
guage processing.

• Luciana Benotti, investigates the addition of
pragmatic abilities into dialogue systems.

• Paula Estrella, working in Machine Transla-
tion.

• Gabriel Infante-Lopez, working on Natural
Language Parsing and Structure Finding.

1http://www.cs.famaf.unc.edu.ar/˜pln/
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One of the main aims of the group has been ed-
ucation, both at undergraduate and graduate lev-
els. Computer Science is an under-developed area
in Argentina, and Natural Language Processing even
more so. When the group was created, there were
very few NLP researchers in the country, and they
worked in isolation, with little connection to other
researchers from neighbouring countries. One of
the strategic goals of our University and of the NLP
group itself were to create a critical mass of re-
searchers in NLP. To that aim, we worked on in-
corporating researchers to our group and establish-
ing relations with other groups. Researchers were
incorporated via special programmes from both the
Faculty and the Argentinean Government to increase
the number of doctors in Computer Science in the
scientific system in Argentina.

Most of our efforts in the first years went to raise
awareness about the area and provide foundational
and advanced courses. This policy lead to a signifi-
cant number of graduation theses2 and to the incor-
poration of various PhD students to our group.

We taught several undergraduate and graduate
courses on various NLP topics at our own Univer-
sity, at the University of Rı́o Cuarto, at the Univer-
sity of Buenos Aires and at the Universidad de la
República (Uruguay), as well as crash courses at the
Society for Operative Investigations (SADIO) and
at the Conferencia Latinoamericana de Informática
(CLEI 2008). We also gave several talks at vari-
ous universities in the country, and participated in
local events, like JALIMI’05 (Jornadas Argentinas
de Lingüı́stica Informática: Modelización e Inge-
nierı́a) or the Argentinean Symposium on Artificial
Intelligence.

Since the beginning of its activities, the group
has received funding for two major basic research
projects, funded by the Argentinean Agency for the
Development of Science and Technology. A third
such project is pending approval.

We have a special interest in establishing work-
ing relations and strengthening the synergies with
the research community in NLP, both within South
America and the rest of the world. We have had sci-
entific and teaching exchanges with the NLP group

2http://cs.famaf.unc.edu.ar/˜pln/
Investigacion/tesis_grado/tesis_grado.html

in Montevideo, Uruguay. From that collaboration,
the Microbio project emerged3, bringing together
researchers on NLP from Chile, Brazil, Uruguay,
France and Argentina. This project was funded
by each country’s scientific institutions (MinCyT,
in the case of Argentina) within STIC-AmSud4,
a scientific-technological cooperation programme
aimed to promote and strengthen South America re-
gional capacities and their cooperation with France
in the area of Information Technologies and Com-
munication. Within this project, we hosted the kick-
off workshop on February 2008, with attendants rep-
resenting all groups in the project.

We have also had billateral international cooper-
ation in some smaller projects. Together with the
CNR-INRIA in Rennes, France, we have worked in
a project concerning the smallest grammar problem.
We tackle the same problem, finding small gram-
mars in two different domains: ADN sequences
and Natural Language sentences. In collaboration
with several universities in Spain (UB, UOC, UPC,
EHU/UPV), we have taken part in the major basic
research programme KNOW5, aiming to aggregate
meaning, knowledge and reasoning to current infor-
mation technologies. This project has now received
funding to carry on a continuating project6.

Moreover, we are putting forward some propos-
als for further international collaboration. Follow-
ing the path opened by the Microbio project, we
are working on a proposal to the Ecos Sud pro-
gramme for joint collaboration with research teams
in France7.

We are also working in strengthening relations
within Argentinean NLP groups. To that aim, we are
collaborating with the NLP group at the University
of Buenos Aires in the organization of the School
on Computational Linguistics ELiC8, with several
grants for students sponsored by NAACL. We are
also putting forward a proposal for a workshop on

3http://www.microbioamsud.net/
4http://www.sticamsud.org/
5KNOW project: http://ixa.si.ehu.es/know.
6Representation of Semantic Knowledge, TIN2009-14715-

C04-03 (Plan Nacional de I+D+i 2008-2011).
7ECOS-SUD programme: http://www.mincyt.gov.

ar/coopinter_archivos/bilateral/francia.
htm.

8ELiC school on Computational Linguistics: http://
www.glyc.dc.uba.ar/elic2010/.
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NLP to be co-located with the IBERAMIA confer-
ence on Artificial Intelligence, to be held at Bahı́a
Blanca on November 2010.

3 Natural Language Parsing and
Structure Finding

3.1 Unsupervised Parsing
Unsupervised parsing of Natural Language Syntax
is a key technology for the development of lan-
guage technology. It is specially important for lan-
guages that have either small treebanks or none at
all. Clearly, there is a big difference between pro-
ducing or using a treebank for evaluation and pro-
ducing or using them for training. In the former
case, the size of the treebank can be significantly
smaller. In our group, we have investigated differ-
ent approaches to unsupervised learning of natural
language. and we are currently following two dif-
ferent lines, one that aims at characterizing the po-
tential of a grammar formalism to learn a given tree-
bank structure and a second that uses only regular
automata to learn syntax.

Characterization of Structures In (Luque and
Infante-Lopez, 2009) we present a rather unusual
result for language learning. We show an upper
bound for the performance of a class of languages
when a grammar from that class is used to parse
the sentences in any given treebank. The class of
languages we studied is the defined by Unambigu-
ous Non-Terminally Separated (UNTS) grammars
(Clark, 2006). UNTS grammars are interesting be-
cause, first, they have nice learnability properties
like PAC learnability (Clark, 2006), and, second,
they are used as the background formalism that won
the Omphalos competition (Clark, 2007). Our strat-
egy consists on characterizing all possible ways of
parsing all the sentences in a treebank using UNTS
grammars, then, we find the one that is closest to the
treebank. We show that, in contrast to the results ob-
tained for learning formal languages, UNTS are not
capable of producing structures that score as state-
of-the-art models on the treebanks we experimented
with.

Our results are for a particular, very specific type
of grammar. We are currently exploring how to
widen our technique to provide upper bounds to a
more general class of languages. Our technique does

not state how to actually produce a grammar that
performs as well as the upper bound, but it can be
useful for determining how to transform the training
material to make upper bounds go up. In particu-
lar we have defined a generalization of UNTS gram-
mars, called k-l-UNTS grammars, that transform a
word w in the training material in a 3-uple 〈α, w, β〉
where α contains the k previous symbols to w and
β contains the l symbols following w. Intuitively, k-
l-UNTS augments each word with a variable length
context. It turns out that the resulting class of lan-
guages is more general than UNTS grammars: they
are PAC learnable, they can be learned with the same
learning algorithm as UNTS and, moreover, their
upper bound for performance is much higher than
for UNTS. Still, it might be the case that the exist-
ing algorithm for finding UNTS is not the right one
for learning the structure of a treebank, it might be
the case that strings in the PTB have not been pro-
duced by a k-l-UNTS grammar. We are currently
investigating how to produce an algorithm that fits
better the structure given in a treebank.

Learning Structure Using Probabilistic Au-
tomata DMV+CCM (Klein and Manning, 2004;
Klein and Manning, 2002) is a probabilistic model
for unsupervised parsing, that can be successfully
trained with the EM algorithm to achieve state of
the art performance. It is the combination of the
Constituent-Context Model, that models unlabeled
constituent parsing, and the Dependency Model with
Valence, that models projective dependency parsing.
On the other hand, CCM encodes the probability that
a given string of POS tags is a constituent. DMV is
more of our interest in this work, because it encodes
a top-down generative process where the heads gen-
erate their dependents to both directions until there
is a decision to stop, in a way that resembles suc-
cessful supervised dependency models such as in
(Collins, 1999). The generation of dependents of
a head on a specific direction can be seen as an im-
plicit probabilistic regular language generated by a
probabilistic deterministic finite automaton.

Under this perspective, the DMV model is in fact
an algorithm for learning several automata at the
same time. All automata have in common that they
have the same number of states and the same num-
ber of arcs between states, which is given by the def-
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inition of the DMV model. Automata differ in that
they have different probabilities assigned to the tran-
sitions. The simple observation that DMV actually
suppose a fixed structure for the automata it induces
might explain its poor performance with freer order
languages like Spanish. Using our own implementa-
tion (see (Luque, 2009)) we have empirically tested
that DMV+CMV works well in languages with strict
word order, like English, but for other languages
with freer word order, like Spanish, DMV+CMV
performance decreases dramatically. In order to
improve DMV+CCM performance for this type of
languages, the structure of the automaton might be
modified, but since the DMV model has an ad hoc
learning algorithm, a new parametric learning algo-
rithm has to be defined. We are currently investigat-
ing different automaton structures for different lan-
guages and we are also investigating not only the
induction of the parameters for fixed structure, but
also inducing the structure of the automata itself.

3.2 Smallest Grammar and Compression for
Natural Language

The smallest grammar problem has been widely
studied in the literature. The aim of the problem is
to find the smallest (smallest in the sense of number
of symbols that occur in the grammar) context free
grammar that produces only one given string. The
smallest grammar can be thought as a relaxation of
the definition of Kolmogorov Complexity where the
complexity is given by a context free grammar in-
stead of a Turing machine. It is believed that the
smallest grammar can be used both for computing
optimal compression codes and for finding meaning-
ful patterns in strings.

Moreover, since the procedure for finding the
smallest grammar is in fact a procedure that assigns
a tree structure to a string, the smallest grammar
problem is, in fact, a particular case of unsupervised
parsing that has a very particular objective function
to be optimized.

Since the search space is exponentially big, all
existing algorithms are in fact heuristics that look
for a small grammar. In (Carrascosa et al., 2010)
we presented two algorithms that outperform all ex-
isting heuristics. We have produce and algorithm
that produces 10% smaller grammars for natural lan-
guage strings and 1.5% smaller grammars for DNA

sequences.
Even more, we show evidence that it is possi-

ble to find grammars that share approximately the
same small score but that have very little structure
in common. Moreover, the structure that is found
by the smallest grammar algorithm for the sentences
in PTB have little in common with the structure that
the PTB defines for those sentences.

Currently, we are trying to find answers to two dif-
ferent questions. First, is there a small piece of struc-
ture that is common to all grammars having compa-
rable sizes? and second, can the grammars that are
found by our algorithms be used for improving com-
pression algorithms?

4 Data-driven characterisation of
linguistic phenomena

4.1 Semi-structured text mining

One of our lines of research is to apply standard text
mining techniques to unstructured text, mostly user
generated content like that found in blogs, social net-
works, short messaging services or advertisements.
Our main corpus of study is constituted by classi-
fied advertisements from a local newspaper, but one
of our lines of work within this project is to assess
the portability of methods and techniques to differ-
ent genres.

The goals we pursue are:

creating corpora and related resources, and mak-
ing them publicly available. A corpus of news-
paper advertisements and a corpus of short text
messages are underway.

normalization of text bringing ortographic vari-
ants of a word (mostly abbreviations) to a
canonical form. To do that, we apply machine
learning techniques to learn the parameters for
edit distances, as in (Gómez-Ballester et al.,
1997; Ristad and Yanilos, 1998; Bilenko and
Mooney, 2003; McCallum et al., 2005; Oncina
and Sebban, 2006). We build upon previous
work on normalization by (Choudhury et al.,
2007; Okazaki et al., 2008; Cook and Steven-
son, 2009; Stevenson et al., 2009). Prelimi-
nary results show a significant improvement of
learned distances over standard distances.

11



syntactic analysis applying a robust shallow pars-
ing approach aimed to identify entities and their
modifiers.

ontology induction from very restricted domains,
to aid generalization in the step of information
extraction. We will be following the approach
presented in (Michelson and Knoblock, 2009).

information extraction inducing templates from
corpus using unsupervised and semi-
supervised techniques, and using induced
templates to extract information to populate
a relational database, as in (Michelson and
Knoblock, 2006).

data mining applying traditional knowledge dis-
covery techniques on a relational database pop-
ulated by the information extraction techniques
used in the previous item.

This line of research has been funded for three
years (2009-2012) by the Argentinean Ministry for
Science and Technology, within the PAE project, as
a PICT project (PAE-PICT-2007-02290).

This project opens many opportunities for collab-
oration. The resulting corpora will be of use for lin-
guistic studies. The results of learning edit distances
to find abbreviations can also be used by linguists as
an input to study the regularities found in this kind
of genres, as proposed in (Alonso Alemany, 2010).

We think that some joint work on learning string
edit distances would be very well integrated within
this project. We are also very interested in collabo-
rations with researchers who have some experience
in NLP in similar genres, like short text messages or
abbreviations in medical papers.

Finally, interactions with data mining communi-
ties, both academic and industrial, would surely be
very enriching for this project.

4.2 Characterisation of verbal behaviour
One of our research interests is the empirical charac-
terization of the subcategorization of lexical items,
with a special interest on verbs. This line of work
has been pursued mainly within the KNOW project,
in collaboration with the UB-GRIAL group9.

Besides the theoretical interest of describing the
behaviour of verbs based on corpus evidence, this

9http://grial.uab.es/

line has an applied aim, namely, enriching syntac-
tic analyzers with subcategorization information, to
help resolving structural ambiguities by using lexi-
cal information. We have focused on the behaviour
of Spanish verbs, and implemented some of our find-
ings as a lexicalized enhancement of the dependency
grammars used by Freeling10. An evaluation of the
impact of this information on parsing accuracy is un-
derway.

We have applied clustering techniques to obtain
a corpus-based characterization of the subcatego-
rization behaviour of verbs (Alonso Alemany et al.,
2007; Castellón et al., 2007). We explored the be-
haviour of the 250 most frequent verbs of Spanish
on the SenSem corpus (Castellón et al., 2006), man-
ually annotated with the analysis of verbs at various
linguistic levels (sense, aspect, voice, type of con-
struction, arguments, role, function, etc.). Apply-
ing clustering techniques to the instances of verbs in
these corpus, we obtained coarse-grained classes of
verbs with the same subcategorization. A classifier
was learned from considering clustered instances as
classes. With this classifier, verbs in unseen sen-
tences were assigned a subcategorization behaviour.

Also with the aim of associating subcategoriza-
tion information to verbs using evidence found
in corpora, we developed IRASubcat (Altamirano,
2009). IRASubcat11. is a highly flexible system de-
signed to gather information about the behaviour of
verbs from corpora annotated at any level, and in
any language. It identifies patterns of linguistic con-
stituents that co-occur with verbs, detects optional
constituents and performs hypothesis testing of the
co-occurrence of verbs and patterns.

We have also been working on connecting pred-
icates in FrameNet and SenSem, using WordNet
synsets as an interlingua (Alonso Alemany et al.,
SEPLN). We have found many dissimilarities be-
tween FrameNet and SenSem, but have been able
to connect some of their predicates and enrich these
resources with information from each other.

We are currently investigating the impact of dif-
ferent kinds of information on the resolution of pp-
attachment ambiguities in Spanish, using the AN-
CORA corpus (Taulé et al., 2006). We are exploring

10http://www.lsi.upc.edu/˜nlp/freeling/
11http://www.irasubcat.com.ar/
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the utility of various WordNet-related information,
like features extracted from the Top Concept Ontol-
ogy, in combination with corpus-based information,
like frequencies of occurrence and co-occurrence of
words in corpus.

The line of research of characterisation of verbal
behaviour presents many points for collaboration.
In collaboration with linguists, the tools and meth-
ods that we have explained here provide valuable in-
formation for the description and systematization of
subcategorization of verbs and other lexical pieces.
It would be very interesting to see whether these
techniques, that have been successfully applied to
Spanish, apply to other languages or with different
resources. We are also interested in bringing to-
gether information from different resources or from
different sources (corpora, dictionaries, task-specific
lexica, etc.), in order to achieve richer resources.
We also have an interest for the study of hypothe-
sis testing as applied to corpus-based computational
linguistics, to get some insight on the information
that these techniques may provide to guide research
and validate results.

4.3 Discovering relations between entitites

As a result of the Microbio project, we have devel-
oped a module to detect relations between entities
in biomedical text (Bruno, 2009). This module has
been trained with the GENIA corpus (Kim et al.,
2008), obtaining good results (Alonso Alemany and
Bruno, 2009). We have also explored different ways
to overcome the data sparseness problem caused by
the small amount of manually annotated examples
that are available in the GENIA corpus. We have
used the corpus as the initial seed of a bootstrapping
procedure, generalized classes of relations via the
GENIA ontology and generalized classes via clus-
tering. Of these three procedures, only generaliza-
tion via an ontology produced good results. How-
ever, we have hopes that a more insightful charac-
terization of the examples and smarter learning tech-
niques (semi-supervised, active learning) will im-
prove the results for these other lines.

Since this area of NLP has ambitious goals, op-
portunities for collaboration are very diverse. In
general, we would like to join efforts with other re-
searchers to solve part of these complex problems,
with a special focus in relations between entities and

semi-supervised techniques.

5 Opportunities for Collaboration

We are looking for opportunities of collaboration
with other groups in the Americas, producing a syn-
ergy between groups. We believe that we can artic-
ulate collaboration by identifying common interests
and writing joint proposals. In Argentina there are
some agreements for billateral or multi-lateral col-
laboration with other countries or specific institu-
tions of research, which may provide a framework
for starting collaborations.

We are looking for collaborations that promote
the exchange of members of the group, specially
graduate students. Our aim is to gain a level of col-
laboration strong enough that would consider, for
example, co-supervision of PhD students. Ideally,
co-supervised students would spend half of their
time in each group, tackle a problem that is common
for both groups and work together with two super-
visors. The standard PhD scholarship in Argentina,
provided by Conicet, allows such modality of doc-
torate studies, as long as financial support for travels
and stays abroad is provided by the co-supervising
programme. We believe that this kind of collabora-
tion is one that builds very stable relations between
groups, helps students learn different research id-
iosyncrasies and devotes specific resources to main-
tain the collaboration.
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Abstract

Variable-Length Markov Chains (VLMCs) of-
fer a way of modeling contexts longer than
trigrams without suffering from data sparsity
and state space complexity. However, in His-
torical Portuguese, two words show a high de-
gree of ambiguity: que and a. The number
of errors tagging these words corresponds to a
quarter of the total errors made by a VLMC-
based tagger. Moreover, these words seem to
show two different types of ambiguity: one
depending on non-local context and another
on right context. We searched ways of ex-
panding the VLMC-based tagger with a num-
ber of different models and methods in order
to tackle these issues. The methods showed
variable degrees of success, with one particu-
lar method solving much of the ambiguity of
a. We explore reasons why this happened, and
how everything we tried fails to improve the
precision of que.

1 Introduction

In the Computational Linguistics area, the task of
part-of-speech tagging (POS tagging) consists in as-
signing to words in a text the grammatical class they
belong. Since the same word may belong to more
than one class, models for POS tagging have to look
at the context where each word occurs to try to solve
the ambiguity.

Previous and current work have developed a wide
range of models and methods for tagging. The vast
majority uses supervised learning methods, which

∗During the course of this work Fabio received support from
Brazilian funding agencies CAPES and CNPq.

need an already tagged corpus as input in order to
train the model, calculating relations, weights, prob-
abilities etc.

Among the various models for tagging, there are
Maximum Entropy models (dos Santos et al., 2008;
de Almeida Filho, 2002; Ratnaparkhi, 1996), Hid-
den Markov Models (HMMs) (Brants, 2000), Trans-
formation Based Learning (Brill, 1993), and other
succesful approaches (Toutanova et al., 2003; Tsu-
ruoka and Tsujii, 2005; Shen et al., 2007).

Current state-of-the-art precision in tagging is
achieved by supervised methods. Although preci-
sion is pretty high – less than 3% error rate for
English – the disavantage is exactly the need of a
tagged corpus, usually built manually. This is a very
restrictive issue for languages with lack of resources
such as linguistic especialists, corpora projects etc.

The Portuguese language falls in between re-
sourceful languages, such as English, and languages
with restricted resources. There have been initia-
tives both in Brazil and in Portugal, which include
modern Brazilian Portuguese corpora (ICMC-USP,
2010), European Portuguese corpora (Flo, 2008),
and historical Portuguese corpora (IEL-UNICAMP
and IME-USP, 2010). Also, some supervised POS
taggers have already been developed for Portuguese
(dos Santos et al., 2008; Kepler and Finger, 2006;
Aires, 2000) with a good degree of success. And fi-
nally, there has also been increasing effort and in-
terest in Portuguese annotation tools, such as E-
Dictor1 (de Sousa et al., 2009).

Despite these advances, there is still lack of mate-
rial and resources for Portuguese, as well as research

1See http://purl.org/edictor.
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in unsupervised methods to bootstrap text annota-
tion.

Our work focuses on further improvement of the
current state-of-the-art in Portuguese tagging. For
this, we focus on the Tycho Brahe (IEL-UNICAMP
and IME-USP, 2010) corpus for testing and bench-
marking, because of its great collaboration potential:
it is easily accessible2; is under continuous develop-
ment; and has recently started using E-Dictor, which
also offers a great collaboration potential.

1.1 Previous Works

One popular approach to tagging is to use HMMs
of order 2. Order 2, or trigram, means the tagger
considers the previous two words/tags when tagging
a word. This adds context to help disambiguation.
The drawback is that this context may not be suf-
ficient. Increasing the order does not help, since
this incurs in too many model parameters and suf-
fers from the data sparsity problem.

In (Kepler and Finger, 2006), we developed a tag-
ger for Portuguese that uses Markov chains of vari-
able length, that is, orders greater than 2 can be
used conditioned on certain tags and sequences of
tags. This approach is better at avoiding the spar-
sity and complexity problems, while being able to
model longer contexts. However, one interesting
conclusion from that work is that, even using longer
contexts, some words stay extremely hard to disam-
biguate. Apparently, those words rely on flexible
contexts not captured by pure VLMCs.

Motivated by this problem, we improve over the
previous work, and developed a set of tagger models
based on Variable-Length Markov Chains (VLMCs)
extended with various other approaches in order to
try to tackle the problem.

In the next section we describe the VLMC theory,
the results it achieves, and the problems with two
common words. Then, in Section 3, we explain in
summary the set of models and approaches we tried
to mix with VLMCs, and the different types of re-
sults they give. Conclusions are drawn in Section 4.
Finally, Section 5 describes how this work can be in-
corporated in other projects, and Section 6 presents
ideas for future work.

2More information at http://www.tycho.iel.
unicamp.br/~tycho/corpus/en/index.html.

2 Variable-Length Markov Chains

The idea is to allow the memory of a Markov chain
to have variable length, depending on the observed
past values. (Bühlmann and Wyner, 1999) give a
formal description of VLMCs, while here we will
explain them in terms of the POS-tagging task.

Consider a Markov chain with a finite, large order
k. Let ti be a tag, and ti−k,i−1 be the k tags preced-
ing ti. Variable length memory can be seen as a cut
of irrelevant states from the ti−k,i−1 history. We call
the set of these states the context of ti. Given a tag
ti, its context ti−h,i−1, h ≤ k, is given by the context
function c(ti−k,i−1).

A context tree is a tree in which each internal node
has at most |T | children, where T is the tagset. Each
value of a context function c(·) is represented as a
branch of such tree. For example, the context given
by c(ti−k,i−1) is represented as a branch whose sub-
branch at the top is determined by ti−1, the next sub-
branch by ti−2, and so on, until the leaf, determined
by ti−h.

The parameters of a VLMC are the underlying
functions c(·) and their probabilities. To obtain these
parameters we use a version of the context algorithm
of (Rissanen, 1983). First, it builds a big context
tree, using a training corpus. For a tag ti, its maxi-
mal history ti−k,i−1 is placed as a branch in the tree.
Then, the algorithm uses a pruning function consid-
ering a local decision criterion. This pruning cuts
off the irrelevant states from the tags’ histories. For
each leaf u in the context tree, and branch v that goes
from the root to the parent node of u, u is pruned
from the tree if

∆vu =
∑
t∈L

P (t|vu) log

(
P (t|vu)

P (l|v)

)
C(vu) < K,

whereC(vu) is the number of occurrences of the se-
quence vu in the training corpus, and K is a thresh-
old value, called the cut value of the context tree,

If the probability of a tag does not change much
between considering the entire branch together with
the leaf (all past history) and considering only the
branch (the history without the furthest tag), then the
leaf does not need to be considered, and can be re-
moved from the tree.

We want to find the best sequence of tags t1 . . . tn
for a given sequence of words w1 . . . wn of size n,
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that is,

arg max
t1...tn

[
n∏

i=1

P (ti|c(ti−k,i−1))P (wi|ti)

]
.

Probabilities are computed from a tagged training
corpus using maximum likelihood estimation from
the relative frequencies of words and sequences of
tags. The context tree is built with sequences of tags
of maximum length k and then pruned, thus defin-
ing the context functions. For decoding, the Viterbi
Algorithm is used (Viterbi, 1967).

2.1 Initial Results

We used the tagged texts available by the Ty-
cho Brahe Corpus of Historical Portuguese (IEL-
UNICAMP and IME-USP, 2010). The Tycho Brahe
project uses 377 POS and inflectional tags, and con-
tains annotated texts written by authors born be-
tween 1380 and 1845. We have selected 19 texts
for composing our corpus, which contains 1035593
tagged words and has 262 different tags. This cor-
pus was then randomly divided into 75% of the sen-
tences for generating a training corpus and 25% for
a testing corpus. The training corpus has 775602
tagged words, while the testing corpus has 259991
tagged words. The Tycho Brahe project is under-
going rapid development, so as for today there are
more texts available which are not present in the cor-
pus we used3.

Because of some of the approaches explained be-
low, we also created a new training corpus and a new
testing corpus by segmenting contracted words from
the original corpus. Contracted words are words like
da, which has the tag P+D-F and is a contraction of
the preposition de (P) with the feminine determiner
a (D-F).

Using the original corpus, our VLMC implemen-
tation, which we will call VLMM TAGGER4 (from
Variable Length Markov Model), and which better
implements under- and overflow control, achieves

3We can provide the training and testing corpus if requested
by email.

4A package containing the VLMM TAGGER will be
available at http://www.ime.usp.br/~kepler/
vlmmtagger/, but requests for the raw source code can be
made by email. Currently, there is only an automake bundle
ready for download containing the VLMC TAGGER.

96.29% of precision5, while the VLMC TAGGER

from (Kepler and Finger, 2006) achieves 95.51%.
Table 1 shows the numbers for both taggers, where P
and E means Precision and Error, respectively. The
difference in precision is mainly due to a 21.64%
error reduction in known words tagging6. That,
combined with 6.82% error reduction in unknown
words, results in 17.50% total error reduction. With
the segmented corpus the VLMM TAGGER achieved
96.54% of precision.

TAGGER WORDS P (%) ERR. / OCURR.

VLMC

Unknown 69.53 2713 / 8904
Known 96.39 9065 / 251087

Total 95.51 11674 / 259991

VLMM

Unknown 71.60 2528 / 8904
Known 97.17 7102 / 251087

Total 96.29 9630 / 259991

Table 1: Precision of VLMC-based taggers.

Table 2 shows numbers for the two words that
present the most number of errors made by the
VLMM TAGGER. Note that they are not necessarily
the words with the highest error percentage, since
there are known words that appear only a couple of
times in the testing corpus and may get wrong tags
half of this times, for example.

WORDS P (%) E (%) ERR. / OCURR.

que 84.7413 15.2586 1687 / 11056
a 90.9452 9.0547 661 / 7300

Table 2: Results for words with the most number of errors
using the VLMM TAGGER with the normal corpus.

These two words draw attention because together
they correspond to almost 25% of the errors made by
the tagger, where most confusion for each of these
words is between two different tags:

• The word que is, most of the times, either a rel-
ative pronoun – denoted by the tag WPRO and

5Precision is given by the number of correctly assigned tags
to the words in the testing corpus over the total number of words
in the testing corpus.

6Known words are words that appear both in the training and
the testing corpus.
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equivalent to the word which in English –, or a
subordinating conjunction – denoted by the tag
C and equivalent, in English, to the words that
or than;

• The word a is, usually, either a feminine deter-
miner (tag D-F), or a preposition (tag P).

As a baseline, assigning the most common tag to que
yields a precision of 55.64%, while a gets a preci-
sion of 58.09%. Also, these words seem to show two
different types of ambiguity: one that needs con-
text to the right, and one that needs non-local con-
text. The VLMM model does not have parameters
for these contexts, since it tags from left to right us-
ing context immediately to the left.

2.2 Objectives
It seems that a could be better disambiguated by
looking at words or tags following it: for example,
if followed by a verb, a is much more likely to be a
preposition. For que, it seems that words occuring
not immediately before may add important informa-
tion. For example, if que follows mais (more than,
in English), it is more likely that que has tag C. How-
ever, like in the English expression, it is possible to
have various different words in between mais and
que, as for example: “mais provável que” (“more
likely than”); “mais caro e complexo que” (“more
expensive and complex than”); and so on. Thus, it
may yield better results if non-local context could
be efficiently modeled.

In order to develop these ideas about que and a
and prove them right or wrong, we searched ways of
expanding the VLMM tagger with a number of dif-
ferent models and methods that could help solving
these two issues. Those models are described next.

3 Auxiliary Approaches

3.1 Syntactic Structure
The first idea we had was to generalize nodes in the
VLMM’s context tree, that is, to model a way of ab-
stracting different sequences of tags into the same
node. This could make it possible to have branches
in the context tree like ADV * C, that could be used
for mais * que.

One way of doing this is to use sequences of tags
that form phrases, like noun phrases (NP), preposi-

tional phrases (PP), and verbal phrases (VP), and use
them in the context tree in place of the sequences
of tags they cover. The context tree will then have
branches like, say, P VP N.

In order to train this mixed model we need a tree-
bank, preferably from the texts in the Tycho Brahe
corpus. However, it does not have a sufficiently large
set of parsed texts to allow efficient supervised learn-
ing. Moreover there is not much Portuguese tree-
banks available, so we were motivated to implement
an unsupervised parsed for Portuguese.

Based on the work of (Klein, 2005), we imple-
mented his CCM model, and used it over the Ty-
cho Brahe corpus. The CCM model tries to learn
constituents based on the contexts they have in com-
mon. We achieved 60% of f-measure over a set of
texts from the Tycho Brahe project that were already
parsed.

Using the CCM constituents learned, we ex-
tended the VLMM TAGGER to use this extra infor-
mation. It yielded worse results, so we restricted the
use of constituents to que (the VLMM+SPANS-QUE

TAGGER). This yielded a precision of 96.56%, with
a que precision increase of 3.73% and an a precision
reduction of 0.67%. A comparison with the plain
VLMM TAGGER over the segmented corpus can be
seen in Table 3. We use the segmented corpus for
comparison because the constituents only use seg-
mented tags. Even after many tries and variations in

WORDS P (%) ERR. / OCURR.

que
84 .50 1715 / 11063
85.18 1651 / 11063

a
94 .52 745 / 13597
94.49 750 / 13597

Total
96 .5433 9559 / 276541
96.5636 9503 / 276541

Table 3: Comparison of precision using the VLMM TAG-
GER (in italics) and the VLMM+SPANS-QUE TAGGER
(upcase) with the segmented corpus.

the way the VLMM TAGGER could use constituents,
the result did not improve. This led us to a new ap-
proach, shown in the next section.
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3.2 Chunks

Since induced syntactic structure did not help, a new
idea was to, this time, begin with the already parsed
and revised texts from the Tycho Brahe, even with
they summing only a little more than 300 thousand
words. To ease the problem of sparsity, the trees
were flattened and merged in such a way that only
NPs, PPs and VPs remained. Then the bracketed no-
tation was converted to the IOB notation, now form-
ing a chunked corpus.

Chunking, or shallow parsing, divides a sen-
tence into non-overlapping phrases (Manning and
Schütze, 1999). It is used in information extraction
and in applications where full parsing is not nec-
essary, offering the advantage of being simpler and
faster.

We made a small experiment with the chunked
corpus: divided the sentences randomly into 90%
and 10% sets, the former for training and the later
for testing. Then we ran the VLMM TAGGER with
these chunked sets, and got a precision in chunking
of 79%.

A model for chunks processing was mixed into
the VLMM model, similar but not equal to the mixed
model with CCM. The chunked corpus uses seg-
mented words, because the parsed texts available in
Tycho Brahe only use segmented words. Thus, we
ran the VLMM TAGGER with the segmented training
corpus and the chunked corpus, testing over the seg-
mented test corpus. The precision yielded with this
VLMM+CHUNKS TAGGER was 96.55%.

Table 4 shows the results for the segmented
corpus with the VLMM TAGGER and the
VLMM+CHUNKS TAGGER. Interestingly, results did
not change much, in spite of the VLMM+CHUNKS

TAGGER achieving a higher precision. Interestingly,
the word a error rate is reduced by around 13%
with the help of chunks, while the que error rate
increases almost 3%.

3.3 Bidirectional

Another approach was to follow the intuition about
a: that the right context should help solving some
ambiguities. The problem that makes this approach
non trivial is that a right tag context is not yet avail-
able when tagging a word, due to the natural left-to-
right order the tagger follows when tagging a sen-

WORDS P (%) ERR. / OCURR.

que
84 .50 1715 / 11063
84.05 1764 / 11063

a
94 .52 745 / 13597
95.26 644 / 13597

Total
96 .5433 9559 / 276541
96.5506 9539 / 276541

Table 4: Comparison of precision using the VLMM TAG-
GER (in italics) and the VLMM+CHUNKS TAGGER (up-
case) with the segmented corpus.

tence. A right context that is available is the context
of words to the right, but this presents the problem
of sparsity and will probably not yield good results.

Our approach was then to model a right context of
tags when the words to the right were not ambigu-
ous, that is, if they could be assigned only one spe-
cific tag. During training, a new context tree is built
for the right context, where, for each word in a sen-
tence, a continuous but variable-length sequence of
tags from unambiguous words to the right is added
as a branch to the right context tree. That is, if k
words to right of a given word are not ambiguous,
then the sequence of the k tags these words will have
is added to the right tree. The right context tree is
also prunned like the left context tree and the Viterbi
algorithm for tagging is adapted to consider these
new parameters.

WORDS P (%) ERR. / OCURR.

que
84 .74 1687 / 11056
84.80 1680 / 11056

a
90 .94 661 / 7300
92.15 573 / 7300

Total
96 .29 9630 / 259991
96.33 9544 / 259991

Table 5: Comparison of precision using the VLMM TAG-
GER (in italics) and the VLMM+A-RIGHT TAGGER (up-
case) with the normal corpus.

After various tests with different options for the
right context tree, the result over the original VLMM
tagger did not improve. We then experimented
building the right context tree only for the word a,
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resulting in the VLMM+RIGHT-A TAGGER. Table 5
shows what happens with the normal corpus.The er-
ror rate of a is decreased almost 5% with this bidi-
rectional approach.

3.4 Perceptron
The Perceptron algorithm was first applied to POS-
tagging by (Collins, 2002). It is an algorithm for
supervised learning that resembles Reinforcement
Learning, but is simpler and easier to implement.

(Collins, 2002) describes the algorithm for tri-
gram HMM taggers. Here, we will describe it for
the VLMM tagger, adapting the notation and expla-
nation.

Instead of using maximum-likelihood estimation
for the model parameters, the perceptron algorithm
works as follows. First, the model parameters are
initialized to zero. Then, the algorithm iterates a
given number of times over the sentences of the
training corpus. For each sentence s, formed by a
sequence of wordsws paired with a sequence of tags
ts, the Viterbi decoding is ran over ws, returning zs,
the predicted sequence of tags. Then, for each se-
quence of tags o of length at most k, k the maximum
order of the VLMC, seen c1 times in ts and c2 times
in zs, we make αc(o) = αc(o) + c1 − c2. c(o) is the
context function defined in Section 2 applied to the
tag sequence o, which returns the maximum subse-
quence of o found in the context tree. αc(o) repre-
sents the parameters of the model associated to c(o),
that is, the branch of the context tree that contains
c(o).

The above procedure effectively means that pa-
rameters which contributed to errors in zs are penal-
ized, while parameters that were not used to predict
zs are promoted. If ts = zs then no parameter is
modified. See (Collins, 2002) for the proof of con-
vergence.

Implementing the perceptron algorithm into the
VLMM tagger resulted in the VLMM+PERCEPTRON

TAGGER. Table 6 shows the results obtained. Note
that no prunning is made to the context tree, because
doing so led to worse results. Training and predict-
ing with a full context tree of height 10 achieved bet-
ter precision. The numbers reported were obtained
after 25 iterations of perceptron training. The total
precision is lower than the VLMM TAGGER’s preci-
sion, but it is interesting to note that the precision for

que and a actually increased.

WORDS P (%) ERR. / OCURR.

que
84 .74 1687 / 11056
85.15 1641 / 11056

a
90 .94 661 / 7300
92.41 554 / 7300

Total
96 .29 9630 / 259991
95.98 10464 / 259991

Table 6: Comparison of precision using the VLMM TAG-
GER (in italics) and the VLMM+PERCEPTRON TAGGER
(upcase) with the normal corpus.

3.5 Guided Learning

(Shen et al., 2007) developed new algorithms based
on the easiest-first strategy (Tsuruoka and Tsujii,
2005) and the perceptron algorithm. The strategy is
to first tag words that show less ambiguity, and then
use the tags already available as context for the more
difficult words. That means the order of tagging is
not necessarily from left to right.

The inference algorithm works by maintaining
hypotheses of tags for spans over a sequence of
words, and two queues, one for accepted spans and
one for candidate spans. Beam search is used for
keeping only a fixed number of candidate hypothe-
ses for each accepted span. New words from the
queue of candidates are tagged based on their scores,
computed by considering every possible tag for the
word combined with all the available hypotheses on
the left context and on the right context. The high-
est scoring word is selected, the top hypotheses are
kept, and the two queues are updated. At each step
one word from the queue of candidates is selected
and inserted in the queue of accepted spans.

The core idea of Guided Learning (GL) training is
to model, besides word, tag, and context parameters,
also the order of inference. This is done by defin-
ing scores for hypotheses and for actions of tagging
(actions of assigning a hypothesis). The score of a
tagging action if computed by a linear combination
of a weight vector and a feature vector of the action,
which also dependes on the context hypotheses. The
score of a given span’s hypothesis is the sum of the
scores of the top hypothesis of the left and right con-
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texts (if available) plus the score of the action that
led to this hypothesis.

The GL algorithm estimates the values of the
weight vector. The procedure is similar to the in-
ference algorithm. The top scoring span is selected
from the queue of candidate spans and, if its top
hipothesis matches the gold standard (the tags from
the training corpus), the queues of accepted and can-
didate spans are updated as in the inference algo-
rithm. Otherwise, the weight vector is updated in
a perceptron style by promoting the features of the
gold standard action and demoting the features of
the top hypothesis’ action. Then the queue of can-
didate spans is regenerated based on the accepted
spans.

This model uses trigrams for the left and right
contexts, and so it could be potentially extended by
the use of VLMCs. It is our aim to develop a tagger
combining the VLMM and the GL models. But as
for today, we have not yet finished a succesful imple-
mentation of the GL model in C++, in order to com-
bine it with the VLMM TAGGER’s code (current code
is crashing during training). Original GL’s code is
written in Java, which we had access and were able
to run over our training and testing corpora.

Table 7 shows the result over the normal corpus.
The first thing to note is that the GL model does a
pretty good job at tagging. The precision means a
10% error reduction. However, the most interesting
thing happens with our two words, que and a. The
precision of que is not significantly higher. How-
ever, the error rate of a is reduced by half. Such per-
formance shows that the thought about needing the
right context to correctly tag a seems correct. Ta-
ble 8 shows the confusion matrix of the most com-
mon tags for a.

4 Conclusions

In almost all extended versions of the VLMM TAG-
GER, que and a did not suffer a great increase in
precision. With the approaches that tried to gener-
alize context – by using syntactic structure – and
capture longer dependencies for que, the results did
not change much. We could see, however, that the
right context does not help disambiguating que at
all. Training the VLMM model with a long context
(order 10) helped a little with a, but showed over-

WORDS P (%) ERR. / OCURR.

que
84 .74 1687 / 11056
84.90 1670 / 11056

a
90 .94 661 / 7300
95.49 329 / 7300

Total
96 .29 9630 / 259991
96.67 8650 / 259991

Table 7: Comparison of precision using the VLMM TAG-
GER (in italics) and the GUIDED LEARNING TAGGER (up-
case) with the normal corpus.

D-F P CL

D-F <4144> 92 5
P 189 <2528> 2
CL 26 9 <294>

Table 8: Confusion matrix for a with the most common
tags in the normal corpus (line: reference; column: pre-
dicted).

all worse results. Modeling a right context for a in
a simple manner did also help a little, but not sig-
nificantly. The model that gave good results for a
was the one we still have not finished extending with
VLMM. It looks promising, but a way of better dis-
ambiguating que was not found. A better approach
to generalize contexts and to try to capture non-local
dependencies is needed. Some further ideas for fu-
ture work or work in progress are presented in Sec-
tion 6.

5 Oportunities for Collaboration

Tycho Brahe is a corpus project undergoing contin-
uous development. Since there is already a good
amount of resource for supervised tagging, our tag-
ger can be used for boosting new texts annotation.
Furthermore, the project has started using E-Dictor,
an integrated annotation tool. E-Dictor offers a
range of easy to use tools for corpora creators: from
transcription, philological edition, and text normati-
zation, to morphosyntactic annotation. This last tool
needs an integrated POS-tagger to further ease the
human task of annotation. Besides, an increasing
number of projects is starting and willing to start us-
ing E-Dictor, so the need for an automatic tagger
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is getting urgent. We have already been contacted
by the E-Dictor developers for further collaboration,
and should integrate effors during this year.

Another project that can benefit from a good POS-
tagger is the Brasiliana Digital Library, from the
University of Sao Paulo7. It started last year digi-
talizing books (and other pieces of literature) about
Brazil from the 16th to the 19th century, mak-
ing them available online. Many books have been
OCRed, and a side project is already studying ways
of improving the results. Since the library is an
evolving project, the texts will soon be of reason-
able size, and will be able to form another corpus of
historical Portuguese A POS-tagger will be of great
help in making it a new resource for Computational
Linguistics research. We are already negotiating a
project for this with the Brasiliana directors.

There is a tagger for Portuguese embedded in
the CoGrOO8 gramatical corrector for Open Of-
fice. They seem to implement some interesting rules
for common use Portuguese that maybe would help
some of our disambigation problems. Besides in-
specting the available open source code, we have
contacted the current maintainer for further conver-
sation. A possibility that has appeared is to integrate
the VLMM TAGGER with CoGrOO.

Using different data would be interesting in or-
der to check if the exactly same problems arise, or
if other languages show the same kind of problems.
We will try to get in contact with other projects hav-
ing annotated resources available, and seek for fur-
ther collaboration. Currently, we got in touch with
people working on another corpus of Portuguese9.
Both sides are hoping to form a partnership, with us
providing a POS tagger and them the annotated cor-
pora.

6 Future Work

Short term future work includes implementing
Guided Learning in C++ and mixing it with VLMCs.
This looks promising since the current GL imple-
mentation uses a fixed trigram for contexts to the
left and to the right. Also, there is a need for fast
execution in case our tagger is really integrated into

7http://www.brasiliana.usp.br/bbd
8http://cogroo.sf.net/.
9History of Portuguese spoken in São Paulo (caipira

Project).

E-Dictor, so converting GL to C++ seems more nat-
ural than implementing the VLMM TAGGER in Java.

To try to tackle the difficulty in tagging que there
are some ideas about using context trees of non-
local tags. It seems a potentialy good model could
be achieved by mixing such context trees with the
Guided Learning approach, making a hypothesis
consider non adjacent accepted spans. This is still
a fresh idea, so further investigation on maybe other
approaches should be done first.

Further investigation involves analyzing errors
made by POS taggers over modern Portuguese and
other romance languages like Spanish in order to
verify if que and a continue to have the same de-
gree of ambiguity or, in case of Spanish, if there are
similar words which show similar issues. This also
involves testing other taggers with our training and
testing sets, to check if they get the same errors over
que and a as we did.
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Abstract

This paper reports an ongoing work in
applying Common Sense knowledge to
Machine Translation aiming at generating
more culturally contextualized translations.
Common Sense can be defined as the
knowledge shared by a group of people in
a given time, space and culture; and this
knowledge, here, is represented by a semantic
network called ConceptNet. Machine
Translation, in turn, is the automatic process
of generating an equivalent translated version
of a source sentence. In this work we intend
to use the knowledge represented in two
ConceptNets, one in Brazilian Portuguese and
another in English, to fix/filter translations
built automatically. So, this paper presents
the initial ideas of our work, the steps taken
so far as well as some opportunities for
collaboration.

1 Introduction

In this paper we describe an ongoing work con-
cerning the studies in gathering and using Common
Sense knowledge and building Machine Translation
applications. Common Sense (CS) can be defined
as the knowledge shared by a group of people in a
given time, space and culture.1 Machine Translation
(MT), in turn, is the application of computer
programs to generate a translated equivalent version
of a source text, in a target language.

1This definition of Common Sense is adopted by Open Mind
Common Sense (OMCS) and Brazilian Open Mind Common
Sense (OMCS-Br) projects and is only one of the several
possible definitions.

MT is one of the oldest and most important
areas of Natural Language Processing (NLP) /
Computational Linguistics (CL).2 From its begin-
nings we have witnessed some changes in the
proposed MT paradigms ranging from the basic
level —in which MT is performed by just replacing
words in a source language by words in a target
language— to more sophisticated ones —which rely
on manually created translation rules (Rule-based
Machine Translation) or automatically generated
statistical models (Statistical Machine Translation,
SMT). Nowadays, the majority of the researches has
being centered around the phrase-based statistical
MT (PB-SMT) approach —such as (Koehn et
al., 2003) and (Och and Ney, 2004). PB-SMT
is considered the state-of-the-art according to the
automatic evaluation measures BLEU (Papineni et
al., 2002) and NIST (Doddington, 2002)3.

Although PB-SMT models have achieved the
state-of-the-art translation quality, there are strong
evidences that these models will not be able to
go further without more linguistically motivated
features, as stated by Tinsley and Way (2009). This
is already being illustrated by the recent shift of
researches towards linguistically enriched models as
(Koehn and Hoang, 2007) and (Tinsley and Way,
2009) among others.

Following the same idea of these most recent
researches, here we are also interested in seeing

2In this paper we will use the terms NLP and CL
interchangeably since this is the assumption adopted in Brazil.

3BLEU and NIST are two automatic measures widely
applied to evaluate the target MT output sentence regarding one
our more reference sentences.
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how it is possible to improve MT performance
based on more linguistically motivated features.
In our case, we intend to investigate how to
apply Common Sense knowledge to generate more
culturally contextualized automatic translations.

For example, considering the translation of
slangs4 as in the English sentence “Jump, you
chicken!”5. In this case, the word “chicken” do
not mean “a kind of bird” but “a coward” or “a
person who is not brave”. However, its translation
to Portuguese (“galinha”) can also be applied as a
slang with a completely different meaning. In the
Portuguese language, the slang “galinha” means a
men with a lot of girlfriends. Although the problem
stated in the given example could also be fixed by
some dictionary entries, CS knowledge is the kind
of information that varies a lot and frequently can
not be found in traditional dictionaries. Thus, we
believe that the CS knowledge derived from the
OMCS projects is an alternative way to cope with
these translation problems.

Before presenting our ideas, section 2 describes
some related work on SMT and more recent
linguistically motivated empirical MT. Common
sense and the Open Mind Common Sense project
are the subjects of sections 3. Section 4 brings some
of our ideas on how to apply the common sense
knowledge in the automatic translation from/to
Brazilian Portuguese and to/from English. After
presenting the current scenario of our ongoing work,
we point out some opportunities for collaboration in
section 5. Finally, section 6 finishes this paper with
insights about the next steps of our research.

2 Machine Translation

Machine Translation (MT) has about 70 years of
history and lot of its recent achievements are directly
related to the advances in computer science, which
enable almost everyone to have access and use
MT tools. Some of these tools were traditionally
developed following the rule-based approach (e.g.,

4Slangs are typically cultural because they characterize the
mode of a group’s speech in a given space and time.

5Sentence extracted from Cambridge Advanced Learner’s
Dictionary: http://dictionary.cambridge.org/
define.asp?key=13018&dict=CALD.

Systran6 and Apertium7) but the statistical approach
is now being widely applied at least in part (e.g.,
Google8) (Cancedda et al., 2009).

The SMT was born in the late 1980s as an effort of
researchers from IBM (Brown et al., 1990). In those
days, SMT was performed based on two models:
a word-based translation model and a language
model. While the first model is concerned with
the production of target equivalent versions of the
source sentences, the second one guarantees that the
output sentence is a possible one (it is grammatical
and fluent) in the target language. In the current PB-
SMT systems, the word-based models were replaced
by the phrase-based ones built based on sequences of
words (the phrases).9

The translation and language models used in SMT
are built from a training parallel corpora (a set
of source sentences and their translations into the
target language) by means of IBM models (Brown
et al., 1993) which calculate the probability of
a given source word (or sequences of words) be
translated to a target word (or sequence of words).
The availability of some open-source toolkits (such
as Moses (Koehn et al., 2007)10) to train, test
and evaluate SMT models has helping the widely
employment of this MT approach to perhaps almost
any language pair and corpus type. In fact, SMT
is an inexpensive, easy and language independent
way for detecting recurrent phrases that form the
language and translation models.

However, while PB-SMT models have achieved
the state-of-the-art translation quality, its perfor-
mance seams to be stagnated. Consequently, there is
a recent common trend towards enriching the current
models with some extra knowledge as the new
approaches of factored translation models (Koehn
and Hoang, 2007) or syntax-based (or syntax-
augmented) MT systems (Tiedemann and Kotzé,
2009; Tinsley and Way, 2009; Zollmann et al.,
2008).

More related to our work are the proposals of
Musa et al. (2003) and Chung et al. (2005). Both

6http://www.systransoft.com/
7http://www.apertium.org/
8http://www.google.com/language_tools
9In SMT, a phrase is a sequence of two or more words even

though they do not form a syntactic phrase.
10http://www.statmt.org/moses/
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of them are CS-based translation tools which take
the topics of a bilingual conversation guessed by a
topic spotting mechanism, and use them to generate
phrases that can be chosen by the end-user to follow
the conversation. Since they are interactive tools,
the phrases are first displayed on the screen in the
end-user’s native language and, then, he/she selects
a phrase to be translated (by a text-to-speech engine)
in the language in which the conversation is taking
place.

In our work, the main goal is also investigating
new ways to improve MT performance, but instead
of greater BLEU or NIST values we are interested
in producing more culturally contextualized transla-
tions. Similarly to (Musa et al., 2003) and (Chung
et al., 2005), we intend to help two bilingual users
to develop a communication. However, in our
case we are not only concerned with the language
differences, but also the cultural divergences. To
achieve this ambitious goal we rely on common
sense knowledge collected from Brazilian and
North-American individuals as explained in the next
section.

3 Common Sense

Common sense (CS) plays an important role in
the communication between two people as the
interchanged messages carries their prior beliefs,
attitudes, and values (Anacleto et al., 2006b).
When this communication involves more than one
language, translation tools can help to deal with the
language barrier but they are not able to cope with
the cultural one. In this case, the CS knowledge is a
powerful mean to guarantee that the understanding
will overcomes the cultural differences.

The CS knowledge applied in our research was
collaboratively collected from volunteers through
web sites and reflects the culture of their com-
munities (Anacleto et al., 2006a; Anacleto et al.,
2006b). More specifically, our research relies on CS
collected as an effort of the Open Mind Common
Sense projects in Brazil (OMCS-Br11) and in the
USA (OMCS12).

The OMCS started in 1999, at the MIT Media
Lab, to collect common sense from volunteers on

11http://www.sensocomum.ufscar.br
12http://commons.media.mit.edu/en/

the Internet. More than ten years later, this project
encompass many different areas, languages, and
problems. Nowadays, there are over a million
sentences in the English site collected from over
15,000 contributors.13

OMCS-Br is a younger project that has being
developed by LIA-DC/UFSCar (Advanced Interac-
tion Laboratory of the Federal University of São
Carlos) since August 2005. Figure 1 illustrates the
OMCS-Br architecture to collect and manipulate CS
knowledge in five work fronts: (1) common sense
knowledge collection, (2) knowledge representation,
(3) knowledge manipulation, (4) access and (5) use.
A detailed explanation of each work front can be
found in (Anacleto et al., 2008a).14

As can be seen in Figure 1, the CS knowledge
is collected in the OMCS-Br site (bottom-left) by
means of templates15. Then, the collected fact is
stored in a knowledge base (up-left) from which it is
converted into graphs that form a semantic network.
These semantic networks, called ConceptNets, are
composed of nodes and arcs (to connect nodes) as
shown in the bottom-right part of Figure 1. The
nodes represent the knowledge derived from the CS
base while the arcs represent relations between two
nodes based on studies on the theory of (Minsky,
1986). Examples of Minsky relations extracted
from the ConceptNet, in English, related to the term
“book” are: IsA (“book” IsA “literary work”),
UsedFor (“book” UsedFor “learn”), CapableOf
(“book” CapableOf “store useful knowledge”),
PartOf (“book” PartOf “library”) and DefinedAs
(“book” DefinedAs “foundation knowledge”).

Figure 2 brings an extract of our Brazilian
ConceptNet (Anacleto et al., 2008b) and Figure 3,
a parallel extract obtained from the North-American
ConceptNet (Singh, 2002). As it is possible to notice
from these figures, there is a straight relationship
between these ConceptNets. It is possible to find
many cases in which relations in English have

13http://csc.media.mit.edu/
14Examples of successful applications using the CS knowl-

edge derived from OMCS-Br can be fount at http://lia.
dc.ufscar.br/

15The templates are semi-structured statements in natural
language with some gaps that should be filled out with the
contributors’ knowledge so that the final statement corresponds
to a common sense fact (Anacleto et al., 2008a).
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Figure 1: OMCS-Br Project architecture (Anacleto et al., 2008a)

their counterpart in Portuguese as in the example
given in which “book” is connected with “learn”
by the relation UsedFor and the book’s translation
to Portuguese, “livro”, is also linked with the
translation of learn (“aprender”) by a relation of the
same type.

Different from other researches using semantic
networks, such as MindNet16 (Vanderwende et
al., 2005), WordNet17 (Fellbaum, 1998) and
FrameNet18 (Baker et al., 1998), here we propose
the application of source and target ConceptNets
together in the same application.

16http://research.microsoft.com/en-us/
projects/mindnet/

17http://wordnet.princeton.edu/
18http://framenet.icsi.berkeley.edu/

4 Culturally Contextualized Machine
Translation

As presented in the previous sections, the main
goal of our research is to investigate how CS
knowledge can help MT systems to generate more
culturally contextualized translations. To do so, we
are working with two ConceptNets derived from
OMCS and OMCS-Br projects, that represent the
CS knowledge in English and Brazilian Portuguese,
respectively, as presented in section 3.

In this context, we intend to investigate the
application of CS knowledge in the MT process in
three different moments:

1. Before the automatic translation – In this case
the source sentence input is enriched with
some CS knowledge (for example, context
information) that can help the MT tool to
choose the best translation;
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Figure 2: Graphical representation of the Brazilian ConceptNet (Meuchi et al., 2009)

Figure 3: Graphical representation of the North-American ConceptNet (Meuchi et al., 2009)

2. During the automatic translation – In this case
the CS knowledge is used as a new feature in
the machine learning process of translation;

3. After the automatic translation – In this case
some target words in the output sentence can be
enriched with CS knowledge (for example, the
knowledge derived from the “DefinedAs” or
“IsA” Minsky relations) to better explain their
meanings.

Currently, we are dealing with the last moment
and planing some ways to fix/filter the target
sentences produced by a SMT system. This part
of the work is being carried out in the scope of a
master’s project which aims at building a bilingual
culturally contextualized chat. By using a SMT tool
(SMTT) and a CS knowledge tool (CSKT), this chat
will help the communication between two users with
different languages and cultures.

The SMTT is a phrase-based one trained using
Moses and a corpus of 17,397 pairs of Portuguese–
English parallel sentences with 1,026,512 tokens
(494,391 in Portuguese and 532,121 in English).

The training corpus contains articles from the online
version of the Brazilian scientific magazine Pesquisa
FAPESP19 written in Brazilian Portuguese (original)
and English (version) and, thus, a vocabulary that
do not fit exactly the one found in chats. The
SMTT trained based on this training corpus had
a performance of 0.39 BLEU and 8.30 NIST for
Portuguese–English translation and 0.36 BLEU and
7.83 NIST for English–Portuguese, in a test corpus
composed of 649 new parallel sentences from
the same domain of the training corpus (Caseli
and Nunes, 2009).20 For our experiments with
culturally-contextualized MT, the option of using
SMT models trained on general language in spite of
building specific ones for the chat domain was taken
aiming at measuring the impact that the CSKT has
on the final translation.

The CSKT, in turn, will help one user to
write his/her messages taking into account the

19http://revistapesquisa.fapesp.br
20In previous experiments carried out on the same corpora,

the best online MT system was Google with 0.33 BLEU and
7.61 NIST for Portuguse–English and 0.31 BLEU and 6.87
NIST for English–Portuguese translation (Caseli et al., 2006).
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cultural differences between he/she and the other
user. A culturally contextualized translation will
be generated by applying the knowledge derived
from the two ConceptNets (see section 3) to fix/filter
the automatically generated translations in a semi-
automatic process assisted by both chat users.

To illustrate the use of both tools in the production
of a culturally contextualized translation, lets work
with slangs in the following example. Imagine a
Brazilian and an American communicating through
our bilingual chat supported by the SMTT and the
CSKT. The American user writes the sentence:

American says: “Hey dude, I will borrow a C-
note from someone tomorrow!”.

Supposing that our SMTT is not able to provide
a translation for the words “dude” and “C-note”
—what is, indeed, a true possibility— outputting
an incomplete translation in which these words
remain untranslated. Consequently, the Brazilian
user would not understand the American’s sentence
incompletely translated to Portuguese. So, since
the SMTT do not know the translation of these
slangs, the CSKT will be started to look for
possible definitions in the CS knowledge bases.
At this moment, the CSKT could provide some
basic information about the untranslated words,
for example that “dude is a slang” and “dude (is)
defined as guy” or that “C-note (is) defined as 100
dollars”, etc. Being aware of the untranslated words
and their cultural meanings displayed by the CSKT,
the American user could change or edit his/her
original message by writing:

American says: “Hey guy, I will borrow 100
dollars from someone tomorrow!”.

The final edited sentence has a higher probability
to occur in the target language than the original one
and, so, to be corrected translated by the SMTT.

In addition to this master’s project, we are also
developing two undergraduate researches aiming at
discovering useful knowledge from the “parallel”
ConceptNets. The first ongoing undergraduate
research (Barchi et al., 2009) aims at aligning the
parallel concepts found in Brazilian and English
ConceptNets. This alignment can be performed, for

example, based on lexical alignments automatically
generated by GIZA++21 (Och and Ney, 2000) or the
hierarchical structure of the nodes and arcs in the
ConceptNets. The second ongoing undergraduate
research (Meuchi et al., 2009), in turn, is involved
with the enrichment of one ConceptNet based on the
relations found in the other (parallel) ConceptNet
and also in lexically aligned parallel texts.

5 Opportunities for Collaboration

The work described in this paper presents the
first steps towards applying semantic knowledge to
generate more culturally contextualized translations
between Brazilian Portuguese and English texts.
In this sense, we see some opportunities for
collaboration regarding the roles that are played by:
(1) our research work, (2) the semantic resources
available to be used and (3) the resources and results
that will be produced by our work.

First of all, this work is a joint effort of two
research areas: NLP/CL (machine translation) and
human-computer interaction (HCI) (common sense
knowledge gathering and usage). From this fact, we
see a great opportunity to bring a new “vision” to
the NLP/CL applications in which we are concerned
with not only to produce a correct answer to the
proposed problem, but also an answer that sounds
more natural and user-friendly. So, regarding our
work’s role, we see the opportunity to improve
the collaboration between researchers from NLP/CL
and HCI.

The second possibility of collaboration envi-
sioned by us is related to other sources of semantic
knowledge that could be applied to our work.
Although we are using common sense knowledge
to support the generation of more culturally con-
textualized translations, other semantic information
bases could also be applied. In this case, we
believe that this workshop is a great opportunity
to be aware of other research projects that apply
semantic knowledge to MT or are engaged with
the construction of semantic resources that could be
used in our work.

Finally, we also see a future source of col-
laboration regarding the use of the bilingual
resources obtained as the product of this research.

21http://code.google.com/p/giza-pp/
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The parallel-aligned (in Brazilian Portuguese and
English) common sense base, the translation know-
ledge inferred from this aligned base or even
the bilingual culturally contextualized chat would
be useful in other research projects in MT or
other bilingual applications such as information
retrieval or summarization. We also believe that the
methodology applied to develop these resources and
the results obtained from this work could be applied
to other language pairs to derive new bilingual
similar resources.

6 Conclusions and Future Work

In this paper we have described the first ideas and
steps towards the culturally contextualized machine
translation, a new approach to generate automatic
translations using a phrase-based SMT tool and a
common sense knowledge tool.

It is important to say that this proposal involves
researchers from NLP/CL an HCI and it brings an
opportunity for collaboration between these related
areas. Furthermore, this work aims at stimulating
researchers from other countries to work with the
Brazilian Portuguese and presenting its ideas in this
workshop is a great opportunity to achieve this goal.

Future steps of this ongoing work are concerned
with the implementation of the proposed prototypes
designed for the bilingual culturally contextualized
chat, the alignment and the enrichment of the
ConceptNets. After the implementation of these
prototypes they will be tested and refined to
encompass the needed improvements.
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large machine–aligned parallel treebank. In Marco
Passarotti, Adam Przepirkowski, Savina Raynaud, and
Frank Van Eynde, editors, Proceedings of the 8th
International Workshop on Treebanks and Linguistic
Theories (TLT’08), pages 197–208. EDUCatt, Mi-
lano/Italy.

John Tinsley and Andy Way. 2009. Automatically
generated parallel treebanks and their exploitability in
machine translation. Machine Translation, 23:1–22.

Lucy Vanderwende, Gary Kacmarcik, Hisami Suzuki,
and Arul Menezes. 2005. Mindnet: an
automatically-created lexical resource. In Proceed-
ings of HLT/EMNLP on Interactive Demonstrations,
pages 8–9, Morristown, NJ, USA. Association for
Computational Linguistics.

Andreas Zollmann, Ashish Venugopal, Franz Och,
and Jay Ponte. 2008. A systematic comparison
of phrase–based, hierarchical and syntax–augmented
statistical mt. In COLING ’08: Proceedings of
the 22nd International Conference on Computational
Linguistics, pages 1145–1152, Morristown, NJ, USA.
Association for Computational Linguistics.

31



Proceedings of the NAACL HLT 2010 Young Investigators Workshop on Computational Approaches to Languages of the Americas,
pages 32–39, Los Angeles, California, June 2010. c©2010 Association for Computational Linguistics

Human Language Technology for Text-based Analysis of Psychotherapy
Sessions in the Spanish Language

Horacio Saggionα, Elena Stein-Sparvieriβ , David Maldavskyβ , Sandra Szaszγ

αDTIC - Universitat Pompeu Fabra
Calle Tanger 122-140, Poble Nou

Barcelona - Spain
H.Saggion@dcs.shef.ac.uk

βIAEPCS - Universidad de Ciencias Sociales y Empresariales
Paraguay 1401, PB, Bs. As. Argentina

estein@solutiion.com.ar;dmaldavsky@elsitio.net
γUniversity of Sheffield - Department of Computer Sciences

211 Portobello Street - Sheffield - UK
S.Szasz@sheffield.ac.uk

Abstract

We present work in progress in the application
of Natural Language Processing (NLP) tech-
nology to the analysis of textual transcriptions
of psychotherapy sessions in the Spanish Lan-
guage. We are developing a set of NLP tools
as well as adapting an existing dictionary for
the analysis of interviews framed on a psycho-
analytic theory. We investigate the applica-
tion of NLP techniques, including dictionary-
based interpretation, and speech act identifica-
tion and classification for the (semi) automatic
identification in text of a set of psychoanalyt-
ical variables. The objective of the work is to
provide a set of tools and resources to assist
therapist during discourse analysis.

1 Introduction

Computer-based textual analysis in psychology is
not new; in psychotherapy, electronic dictionaries
and other lexical resources are widely used to anal-
yse both therapist’s and patient’s discourses pro-
duced during psychotherapy sessions. In this pa-
per we present work in progress in the applica-
tion of Natural Language Processing (NLP) tech-
nology to the analysis of psychotherapy sessions in
the Spanish Language. Based on a psychoanalytic
theory, we are developing a set of NLP tools as
well as adapting an existing dictionary for the anal-
ysis of interviews. We investigate the application
of NLP techniques, including dictionary-based in-
terpretation, and speech act identification and clas-

sification for the automatic analysis of spoken tran-
scriptions in Spanish of psychoanalysis sessions be-
tween therapists and patients. In Figure 1 we show
a fragment of a manually transcribed interview in
Spanish (and its translation to English) from our de-
velopment corpus.

The automatic analysis of the sessions, which is
used as a tool for assessment and interpretation of
the transcribed psychotherapy sessions is based on
a theory developed by Liberman and extended by
Maldavsky (Liberman and Maldavsky, 1975) and
framed on Freudian theory (Freud, 1925). The au-
tomatic tools to be presented here aim at recogniz-
ing a subset of Freudian drives manifested in both
patient’s and therapist’s discourse.

The objective of the analysis is not to provide a
full automated solution to discourse interpretation
in this area, but a set of tools and resources to as-
sist therapists during discourse analysis. Although
work in text-based interpretation in psychology is
not new, researchers in our project have identified
limitations in current practices due to the fact that
current text-based systems do not tackle ambiguity
problems at lexical, syntactic, or semantic levels:
for example systems that consider out-of-context su-
perficial forms would are unable to distinguish be-
tween different used of the same lexical item (“para”
as a preposition vs. “para” as a form of the verb
“parar” (to stop); “rio” as a common noun vs. “rio”
as a contextual clue for the identification of a geo-
graphical name; etc.). The use of advanced natural
language processing techniques could help produce
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Transcribed Session (Spanish/English Version)
T: ¿con que te cortaste? (T: What did you cut
yourself with?)
L: con un vidrio que encontré en el patio (L: With
a glass I found in the patio.)
T: ¿donde lo tenı́as? (T: Where did you have it?)
L: en el locker, en la puertita del locker, y después
lo puse en la jabonera cuando baje a bañarme (L:
In the locker, in the locker’s small door, and then
I put it in the soap box when I went down to have
a bath.)
T: o sea, ya tenı́as un vidrio escondido (T: so, you
already had the glass hidden.)
L: sı́ı, ayer lo encontré (L: Yes, I found it yester-
day.)
T: ¿ayer a la tarde? (T: Yesterday afternoon?)
L: sı́, sı́, de ayer a la tarde (L: Yes, yes, yesterday
afternoon.)

Figure 1: Transcription of a small fragment of a therapy session in Spanish and its translation to English. T indicates
therapist and L indicates patient.

better analysis of the input material and therefore
be used for a better diagnosis and follow-up. It is
worth mentioning that full interpretation of therapy
sessions is not only based on textual analysis, but
also in other elements of the session such as the ac-
tual speech (e.g. pitch), para-verbal elements such
as patient movement, etc. This work addresses only
text interpretation issues.

The rest of the paper is organized as follows: Sec-
tion 2 describes related work in the area of com-
putational tools for text analysis in psychology. In
Section 3, the theoretical framework for our work is
briefly introduced. Section 4 describes the imple-
mentation of NLP tools for the analysis of the in-
terviews and Section 5 closes the paper describing
current and future work.

2 Related Work

There are a number of well-established compu-
tational tools for the analysis and extraction of
meaning from text in the social sciences (See
(Alexa and Zuell, 2000) for an overview of tools
and resources). Some tools are bound to particular
theoretical principles, for example the LWIC dic-
tionary (Pennebaker et al., 2001) encodes specific

categories to be identified in text while others follow
a theory-free approach (Iker and Klein, 1974) where
the theory emerges from the analysis of the data.

There has been substantial research in the de-
velopment of methods to analyze linguistic input
in the field of psychotherapy in order to measure a
number of psychological variables such as emotion,
abstraction, referential activity, etc. among them
Bucci’s Referential Activity (RA) non-weighted
(Bucci, 2002) and weighted dictionaries (Bucci and
Maskit, 2006) for the English language, or Höltzer
and others’ affective dictionary (Hölzer et al., 1997)
for the German language. The LIWC tool has been
used to detect different types of personalities in
written self-descriptions (Chung and Pennebaker,
2008). This program counts meaningful words
that express emotion, abstraction, verbal behavior,
demographic variables, traditional personality mea-
sures, formal and informal settings, deception and
honesty, emotional upheavals, social interaction,
use of cognitive and emotion words, word analysis
in psychotherapy, references to self and others.
For Spanish (Roussos and O’Connell, 2005) have
developed a dictionary in the area of psychotherapy
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to measure referential activity.

Early work on dictionaries in the area of psy-
chology include the General Inquirer psycho-
sociological dictionary (Stone and Hunt, 1963)
which can be used in various applications; current
work on lexical resources for identifying particu-
lar text variables – such as measuring strong/weak
opinions, sentiments, subjective/objective language,
etc. – include the SentiWordnet resource (Esuli and
Sebastiani, 2006) derived from WordNet which has
been used in various opinion mining works (Devitt
and Ahmad, 2007); other lines of research include
the derivation of word-lists (semi) automatically for
opinion classification (Turney, 2002). To the best of
our knowledge, little research has been carried out
on natural language processing for discourse inter-
pretation in psychology.

3 Theoretical Framework Overview

Liberman’s theory identifies 7 drives (i.e., a sub-
set of Freud’s drives) which are introduced in Ta-
ble 1 we may associate these drives with emotional
or affective states such as: strong emotions asso-
ciated with IL; ecstasy or trance with O1; sadness
with O2; anger with A1; concrete language with
A2; warnings, suspense, and premonition with UPH
; and congratulation, adulation, and promises with
GPH. In diagnosis these variables are associated to
pathologies such as addiction, schizophrenia, de-
pression, paranoia, obsession, phobia, and hysteria;
so their manifestation in text is of paramount impor-
tance for diagnosis.

Abbreviation Drive Name
IL Intra-somatic libido
O1 Primary oral
O2 Secondary oral sadistic
A1 Primary anal sadistic
A2 Secondary anal sadistic
UPH Urethrae phallic
GPH Genital phallic

Table 1: Drives in Liberman and Maldavsky theory

The theory also associates lexicalizations to each
of the drives (Maldavsky, 2003), thus creating a se-
mantic dictionary with 7 categories, the main work-

Drive Lexicalisation
IL verbs: to throw up, to break; nouns: hos-

pital, throat; adjectives: sick, fat; ad-
verbs: fatally, greedily

O1 verbs: to sip, to suck; nouns: enigma,
research; adjectives: mystical, enlighten-
ing; adverbs: elliptically, enigmatically

O2 verbs: to feel, to feel like; nouns: feel-
ing, victim; adjectives: sensitive, happy,
sad; adverbs: fondly, obediently

A1 verbs: to bother, to kick; nouns: vio-
lence, transgression; adjectives: angry,
locked; adverbs: angrily,boldly, crossly

A2 verbs: must, to know; nouns: vice,
doubt; adjectives: good, bad; adverbs:
but, although, however

UPH verbs: to be able, to dare; nouns: scar,
precipice, wound; adjectives: coward,
scared; adverbs: almost, a bit

GPH verbs: to promise, to give; nouns:
beauty, ugliness; adjectives: wavy,
pretty; adverbs: more, even

Table 2: Sample of drives and associated lexicalisation

ing hypothesis is that drives manifest through lin-
guistic style, present at word level, phrase, and nar-
rative. Lexicalisations for each drive have been care-
fully selected following a variety of methods includ-
ing manual derivation of words from concepts, study
of texts where a scene is clearly present (e.g., every-
day activities), use of thesaurus, etc. Ambiguity is
preserved and a lexicalisation can signal more than
one drive. We show some lexicalisations in Table 2.

In addition to word-level analysis, the theory pro-
vides methods for analysis at narrative and speech
act level.

Speech acts are actions performed when making
an utterance (Searle, 1969) and they include (Searle,
1976) illocutionary (e.g. assert, suggest), perlocu-
tionary (e.g. convince, insult), and propositional
(e.g. making a reference) types. There has been sub-
stantial work on speech act segmentation and classi-
fication. Different authors adopt different classifica-
tions or theories of speech acts in order to restrict
the categories to those relevant for the purpose of
analysis. For example, in dialogue systems (Allen et
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Drive Speech Acts
IL references to the state of things; reference

to body and body processes; etc.
O1 abstract deduction; negation; reference to

physical disomfort; etc.
O2 lamentation; complain; beg; etc.
A1 verbally abuse; provoke; confront; etc.
A2 judge; clarify; confirm; etc.
UPH forewarning; warning; inquest; counsel;

etc.
GPH congratulate; thank; promise; exaggerate;

etc.

Table 3: Drives and Speech Acts

al., 1996; Henry Prakken, 2000), the list of speech
acts may vary from 4 to 10 categories and it may
include acts such as assertion, WH-question, direc-
tives, greeting, direct/indicrect request, etc.
The pychoanalytic framework we are following has
its own inventory of speech acts. The objective is
also to link scenes in narratives and speech acts to
the 7 drives (in Table 1). There is a variety of speech
acts in the adopted framework, in Table 3 we present
a sample of speech acts associated to each of the
drives. The objective of the semi-automatic analysis
is to help their identification to facilitate the work of
the psychotherapist.

4 Text Analysis of Interviews

We have implemented a series of programs, lexical
resources, and grammars to process interviews and
other types of textual data in Spanish. We are us-
ing the GATE system (Maynard et al., 2002) as an
infrastructure or development framework; most de-
velopments are new, not included in the GATE sys-
tem, and they are packaged in a plug-in which can
be accessed through the GATE system or used stand-
alone. We have developed various programs to auto-
matically annotate the interviews including segmen-
tation of the transcription, word-based thematic seg-
mentation, tagging, and dictionary-based interpreta-
tion and analysis.

4.1 Dictionary
One of the main components of the system is a
dictionary which is taken as the basis for text inter-

pretation. This is being implemented as a language
resource in GATE. It is based on lists of word forms
which have been created for each of the drives.
The lists are organized according to their parts
of speech. The available dictionary (Maldavsky,
2003) contains all inflected forms of verbs, nouns,
adjectives, and adverbs which we are transforming
into a dictionary which will contain only roots. An
instance of the dictionary is created from the set of
lists and kept on-line for processing. The current
version of the dictionary (inflected forms) contains
over 298 thousand verb forms, over 22 thousand
noun forms, over 137 thousand adjectives, and over
9 thousand adverbs. An annotation tool has been
implemented based on a schema for our dictionary,
we use the graphical user interface functionalities
provided by the GATE infrastructure allowing a
researcher annotate words she may want to included
in the dictionary or segment the text in units for
further analysis.

4.2 Programs for Interviews’ Interpretation
The following programs used for the automatic
analysis of the interviews.

• A wrapper to the TreeTagger parts of speech
package (Schmid, 1995) (See http://www.
clarin.eu/tools/treetagger) has
been implemented in order to call it from
the GATE system and an alignment program
has been developed to associate the output of
the tagger to the actual text of the interview,
therefore creating word annotations containing
features from the TreeTagger and additional
features computed by our programs. Note that
the TreeTagger distributed with GATE was
innapropriate for our purposes because it does
require tokenisation of the input performed
before invoking the tagger, this is the reason
why we had to create our own wrapper.

• A segmentation program is used to identify pa-
tient and therapist interventions.

• Text chuncking and named entity recognition
is being developed using Support Vector
Machines and training data from the CoNLL

35



evaluation program. We have created a train-
able system using machine learning resources
provided by the GATE framework. The
CoNLL 2002 Spanish dataset which provides
information on named entities such as Loca-
tion, Organization, Person, and Miscellaneous
was analyzed using parts-of-speech tagging,
morphological analysis, and gazetteer lookup
in order to derive a set of features for learn-
ing. A supports vector machine was trained
that uses gazetteer information, word level
information, orthography, parts-of-speech, and
lemmatization. We have collected a number
of lists to assist the identification of names
of organization, persons, locations, time ex-
pressions, etc. The performance of the current
system is at 68% F-score. Note that named
entity recognition is particularly important
to track names in longitudinal analysis of
interviews, but also to disambiguate names
which in Spanish are ambiguous (e.g. “amado”
can be a person name in addition to a form of
the verb “amar”; “quito” can be the name of a
place in addition to a form of the verb “quitar”,
etc.)

• A program uses the dictionary and interprets
each word or complex term according to the
drives in the dictionary taking into account
parts of speech information and named entity
recognition.

• A topic segmentation program has been
implemented to break the interview in frag-
ments which can be selected for fine-grained
interpretation. This module is based on tf*idf
similarity between candidate segments. A
second module we are implementing aims
at the recognition of segments referring to
prototypical scenes a patient may refer to:
family, work, love, health, money, etc. Further
gazetteer list information has been collected
from Spanish sources to create lexicons for
assisting the automatic identification of the
above categories. We are in the process of
manually annotating a set of transcriptions as

the basis for training a classification system for
this task. Conceptual information will be used
for this purpose.

• A processing resource has been implemented to
generate an interpretation of the different lan-
guages or drives’ variables for different seg-
ments chosen by the human analyst (thera-
pist or patient or any other segment of inter-
est) and statistics are computed for each of the
segments; these can be exported for the ther-
apist to carry out additional analysis and in-
terpretation. Note that the current tool con-
siderably improves the previous practises in
dictionary-based interpretation, since the im-
plemented tool takes into account syntactic and
semantic information as a filter for interpreta-
tion.

4.3 Rule-based Speech Acts’ Detection

We are carrying out induction sessions with psy-
chotherapits in order to capture ways in which
speech acts in the adopted framework are expressed.
The induction sessions provided valuable material
to start implementation of a rule-based speech act
detection program (with regular expressions and a
dictionary) based on use use of syntactic and lexical
information. These procedures allow us to collect a
set of expressions and lexical/syntactic patterns for
objective identification of a subset of speech acts.
We are also annotating the development corpus of
interviews (a total of 30 will be annotated with a
minimum of 2 annotators per interview) with speech
acts categories. Each speech segment is annotated
with one main speech act and a number (possibly
zero) subordinate speech acts. We are using the
GATE environment to provide appropriate support
for the annotation process. In Figure 2 we show a
fragment of interview in the annotation tool anno-
tated according to the interpretation of one of our
judges (the annotation window shows a “complaint”
speech act associated to the fragment “no me estaba
tratando de entender como él siempre hace” (“he did
not understand as he always does”)). We expect the
annotated corpus to be a valuable resource for the
development of a trainable speech act recognition
program based on lexical clues and syntactic infor-
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mation. This trainable system will extend the rule-
based approach or incorporate the rule-based analy-
sis into it.

A sample of expressions we have identified and
implemented for a subset of speech acts is presented
in Table 4. The analysis of speech acts will provide
an additional level for drive’s identification.

5 Perspectives and Current Work

We have described our initial work on a set of tools
being developed for the analysis of psychotherapy
interviews in the Spanish language. The tools ex-
tend work on dictionary-based text interpretation by
incorporating NLP tools such as tagging, topic/scene
segmentation, speech act detection, and named en-
tity recognition. One main contribution of our re-
search is the implementation of a dictionary for the
Spanish language which can be used not only for the
identification of Freudian variables but also for work
on affective language and sentiment analysis. We
are currently working on the development of a full
module for speech-act recognition and on the cre-
ation of a corpus of annotated interviews which will
serve for further training and evaluation purposes.
The set of resources developed in the project will
be made available to the computational linguistics
community for research purposes. We think that al-
though this is work in progress it is worth mention-
ing evaluation. Where evaluation of the tools is con-
cerned, we are carrying out intrinsic evaluation com-
paring annotated categories against predicted cate-
gories currently for named entity recognition and
discourse segmentation and in the future for speech
act recognition and classification. Where more ex-
trinsic evaluation is concerned, we will evaluate how
the tools presented here can help theraphist in bet-
ter interpretation of clinical data. The implemented
tools will also be used to compare word-level based
interpretation produced by the dictionary to interpre-
tation produced by the analysis at speech act level.
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Figure 2: Speech Acts Segmentation and Interpretation
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Abstract

This paper aims to bring a general overview

on the situation of Computational Linguistics

in Costa Rica, particularly in the academic

world.

1 Introduction

Costa Rica is a Central American country, well

known for the abolition of its army in 1949 and

for its policies in favor of the conservation of eco-

logically important areas. Investments in Education

brought a good development of several higher edu-

cational institutions, most of them public and open

to new students through an academic selection sys-

tem. As a consequence, one of the main products of

exportation is software (outsourcing, for example).

The growing importance of Computational Linguis-

tics (CL) in the last years has made developers to

start using CL technologies at work, but unfortu-

nately, often, they are on their own for the lack of

academic structures supporting development. In the

Table 1 and in the Figure 1 we provide comparative

data on Information and Communication Technolo-

gies (ICT) for Costa Rica, Brazil, Mexico and the

United States both taken from the World Economic

Report for 2010 (Dutta and Mia, 2010), in order to

help the reader to get a better picture of the context

on which CL is growing up in Costa Rica.

This paper aims to bring a general account of CL

in Costa Rica. This article is divided into three parts.

∗Thanks to Sharid Loáiciga, Natalia Bermúdez, Prof.

Gabriela Barrantes, Prof. Hugo Mora Poltronieri and Prof. Ál-

varo de la Osa for their suggestions and comments. All the gaps

and mistakes in this paper are entirely mine.

The section 2 starts with some early CL articles in

Costa Rica before covering academic and research

infrastructure in the country. The section 4 briefly

acknowledges the presence of CL industries in the

country. Finally, the section 5 presents some of the

current tendencies in research and teaching. The

claims in this paper are not exhaustive and they only

represent the Author’s opinion, who aims to be as

objective as possible, but who does not have a com-

plete knowledge on the structures, institutions and

companies involved in computational issues in Costa

Rica. Therefore, all the topics are raised from per-

sonal interviews and experiences .

2 Academic infrastructure

Since the 90’s, CL raised interest in main academic

institutions in Costa Rica, particularly in the field of

Artificial Intelligence, but this interest was not con-

tinued and well structured in time. Some researchers

moved to other academic areas in computation or

even to industrial research. So, in the Instituto Tec-

nológico de Costa Rica1 (TEC) we found the first

citations related to CL, mainly on number recogni-

tion (Helo and Sell, 1995), knowledge representa-

tion (Araya, 1992), connectionism (Vargas, 1991)

and unification grammars (Vargas, 1992), these last

from a philosophical perspective.

In Costa Rica, we found more than 40 universities

and research institutes. But, computational research

in the country is principally done in the TEC and in

the University of Costa Rica.2 At this moment, CL

1Web site: http://www.tec.cr/. Visited: 03/28/2010.
2These institutions are public universities; in Costa Rica the

best standards in higher education are found in the public insti-
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Variable Costa Rica Brazil Mexico United States

Market Environment

Venture capital availability 2.68 2.73 2.39 4.17

Availability of latest technologies 4.66 5.29 4.58 6.58

State of cluster development 3.58 4.25 3.76 5.45

Political and Regulatory Environment

Laws relating to ICT 4.06 4.43 3.90 5.54

Intellectual property protection 3.54 3.04 3.19 5.44

Infrastructure Environment

Secure Internet servers (hard data) 98.75 23.67 15.67 1173.66

Electricity production (hard data) 1997.70 2259.80 2380.84 14309.62

Availability of scientists and engineers 4.74 4.24 3.64 5.60

Quality of scientific research institutions 4.63 4.22 3.71 6.18

Tertiary education enrollment (hard data) 25.34 29.99 26.93 81.68

Education expenditure (hard data) 4.06 4.44 5.47 4.79

Accessibility of digital content 4.56 4.85 4.53 6.33

Internet bandwidth (hard data) 8.55 20.83 2.81 111.22

Individual Readiness

Quality of math and science education 4.34 2.71 2.58 4.47

Quality of the educational system 4.69 3.01 2.80 4.85

Business Readiness

Company spending on R&D 3.75 3.79 2.90 5.63

University-industry collaboration in R&D 4.25 4.06 3.48 5.90

Government Readiness

Government prioritization of ICT 4.93 4.44 4.25 5.62

Government procurement of advanced technology

products 4.00 3.68 3.28 4.77

Importance of ICT to government vision of the fu-

ture 4.44 4.15 3.98 4.91

Individual Usage

Personal computers (hard data) 23.10 16.12 14.10 78.67

Business Usage

Capacity for innovation 3.45 3.90 2.78 5.49

Government Usage

High-tech exports (hard data) 25.88 5.79 12.25 19.84

Government success in ICT promotion 4.37 4.40 3.83 5.19

ICT use and government efficiency 4.49 4.64 4.37 5.26

Presence of ICT in government agencies 3.88 5.06 4.44 5.81

World rank 2009–2010 (over 133 economies) 49 61 73 5

Table 1: Comparative data on Information and Communication Technologies (ICT) (Dutta and Mia, 2010)
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Figure 1: Benchmarking on chosen ICT data for Costa Rica, Brazil and the United States (Dutta and Mia, 2010)

is mainly found in the University of Costa Rica as

part of the academic structure. This institution, as

far as we are concerned, has two structures cover-

ing research: schools and research institutions. The

former are mainly oriented towards teaching; the lat-

ter are exclusively devoted to research. CL teaching

is carried out in the School of Philology, Linguis-

tics and Literature3 and in its associated postgrad-

uate program on Linguistics4. Research is concen-

trated in the Instituto de Investigaciones Lingüísticas

(INIL)5 at the Facultad de Letras6. INIL is under

the administrative supervision of the Vicerrectoría

de Investigación7, which approves project financing.

All the scientific responsability falls on the members

and commissions of the research institutions. At this

moment, CL is attached to INIL’s program ELEX-

HICÓS. Where a two year project is under develop-

ment, with the part time assistance of a researcher.

This project aims to create the bases for a hybrid

tutions.
3Escuela de Filología, Lingüística y Literatura.
4Web site: http://www.linguistica.ucr.ac.cr. Visited:

03/28/2010.
5Site: http://inil.ucr.ac.cr/. Visited: 02/15/2010.
6Roughly “Faculty of Humanities”.
7In English, the University’s Bureau for Research.

parser.

In the Instituto de Investigaciones en Ingeniería

(INII), we found a program on cognition and lan-

guage8. In spite of the name, their research ad-

dresses mostly behavioral issues.

There exists the possibility of getting funding

from governmental institutions, like CONARE9, but

they are meager. Nevertheless, it seems there are

good options within inter-university collaboration,

but this would require a long term coordination and

planification.

In Costa Rica, research funding can be improved

if real applications are proposed, for example edu-

cational and developmental tools. Other areas of in-

terest are indigenous and minority languages, like

Bribri and Chinese. In this sense, there are no com-

putational projects officially inscribed in INIL at this

moment, but ideas to start projects on this areas are

waiting for the next inauguration of the Natural Lan-

guage Processing Laboratory in the University of

Costa Rica, so there are no papers to cite for the mo-

ment. Nevertheless, any inquiry on indigenous lan-

8Site: http://iniiserver.inii.ucr.ac.cr/picl/. Visited:

02/15/2010.
9Site: http://www.conare.ac.cr/. Visited: 02/15/2010.
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guages can be addressed to Prof. Carla Jara Murillo,

director of the Linguistic Department.

3 Growing needs, growing interest

In the 90’s the project Estudios de Lexicografía

Hispano-Costarricense10 (ELEXHICÓS)11 at the

School of Philology, Linguistics and Literature of

the University of Costa Rica was born as an initia-

tive to do lexicographical research on contemporary

Costarican Spanish and to publish dictionaries based

on modern scientific methods and oriented towards

different publics and usages.

Lexicographical studies appeal to large corpora in

order to document accurate word values and guar-

antee their usefulness. The need of computational

resources was felt from the beginning of ELEX-

HICÓS. The Murillo and Sánchez (1993) on lexi-

cal and syntactic maturity (language acquisition) is

a good example of a research where this need of

language computational tools is present. However,

statistical dictionaries (Morales, 2009) can only be

done by electronic means because of the huge cal-

culations involved. For a long time, ELEXHICÓS

counted on the limited, but important, support of the

Centro de Informática (Center of Informatics) of the

University of Costa Rica, but the need of developing

its own resources and technologies imposed itself.

In 2002 the School of Philology, Linguistics

and Literature of the University of Costa Rica

opened the course Tecnología y Producción Tex-

tual12, where text processing technologies like

LATEX, XML, HTML, CSS and Perl are taught for

applications in the Humanities field. Some interest-

ing proof-of-concept projects have been proposed as

part of the course activities (Arroyo Molina, 2009;

Enciso Bahler, 2008; Fuentes Vargas, 2008). As

an initiative of ELEXHICÓS and the School of

Philology, Linguistics and Literature in order to de-

velop CL, the University of Costa Rica approved

a grant for a Ph.D. on Computational Linguistics,

which was fulfilled at the Laboratoire d’Analyse et

de Technologie du Langage13 of the University of

10In Spanish Studies on Hispanic-Costarican Lexicography.
11Site: http://www.lexicografia.ucr.ac.cr. Visited:

02/15/2010.
12Technology and text production.
13Language Technology Laboratory (Site: http://www.latl.

unige.ch). Visited: 02/10/2010.

Geneva. As part of this initiative a full time Profes-

sorship on CL was opened for 2010 and since 2009

CL is taught as postgraduate facultative course for

the Master on Linguistics. Other courses on Formal

Linguistics and Natural Language Processing (NLP)

were accepted and will be part of the offer in 2010.

Additionally, the School of Philology, Linguistics

and Literature approved the creation of a NLP labo-

ratory (project number 021-A9-734 of the Vicerrec-

toría de Investigación, main resarcher, Prof. Jorge

Antonio Leoni de León, assistant researcher, Prof.

Carla Jara Murillo), which is expected for 2010, and

should support research and teaching, especially be-

cause a course on data processing for undergraduate

students on Linguistics and Philology is under con-

sideration.

Computational graduate students have showed

their interest on CL courses at the Postgraduate Pro-

gram in Linguistics14. Some of them come to the

course looking for knowledge on CL, since because

of their jobs they need a good understanding of NLP

technologies. Although we lack of details about the

job they do with NLP, the works of Berrocal Rojas

(2009) and Cedeño Baltodano (2009) for the post-

graduate program on Computational Sciences illus-

trate the growing interest in the field. At the mo-

ment, only one student started, this year, her Mas-

ter’s thesis on CL at the Postgraduate Program on

Linguistics at the University of Costa Rica.

Off universities’ campus, it’s important to men-

tion the Centro Nacional de Alta Tecnología15 (CE-

NAT), which has projects sharing similarities with

CL, but with totally different aims. For example, we

can cite the projects on human memory modelisa-

tion (in collaboration with the Programa de Investi-

gaciones en Fundamentos de la Educación a Distan-

cia, PROIFED, UNED) and an adaptation of com-

putational learning methods to a parallel and dis-

tributed processing platform. CENAT has contacts

with several organizations at international level. CE-

NAT is a state inter-university research institution on

super computation.

14Site: http://www.linguistica.ucr.ac.cr/. Visited:

02/15/2010.
15National Center of High Technology.
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4 Commercial application of Language

Technologies

We are aware of postgraduate students working in

related areas in another countries, but we do not have

details about their plans for the future. Nevertheless,

national industry has not waited to have graduated

specialists in order to start the commercialization

of NLP related software. For example, Wordmagic

Software16 developed symbolic machine translation

software Spanish–English and Tecapro presented an

orthographic correction software17. Because of se-

crecy in the industry, it is difficult to know how many

companies appeal to NLP technologies. Enterprise

are also make themselves present in the field by sci-

entific grants, in 2007 Juan Rodríguez won a prize

proposing a glove allowing translation between sign

language and Natural Langue.18

5 Research interests and collaboration

issues

Presently, the idea is that Computational Linguistics

would play a role, at different levels, in Lexicogra-

phy and Spanish as a second language (L2). This

leads to the creation of parsing systems and large

corpora, where collaboration is desired. Another in-

teresting area for CL is dialectology, where the tradi-

tion, as in Lexicography, of large collaborative ini-

tiatives exists. The new NLP laboratory will have

workstations exclusively dedicated to research and

the creation and storage of large copora as an inten-

sive international initiative could be possible.

The signing of specific collaborative agreements

between academic institutions is the preferred way

to accomplish international research projects. This

facilitates the approval of fundings.

6 Conclusions

In Costa Rica, CL is finding its path. At this moment

it is mainly an academic interest, but, as we saw,

16Site: http://www.wordmagicsoft.com. Visited:

02/15/2010.
17Sites: http://www.tecapro.com/ContentTeQuita.html

and http://www.tecapro.com/TecApro_Historia.pdf. Visited:

02/15/2010.
18Read in http://www.intel.com/CostaRica/prensa/Mayo23_

07.htm and http://www.nacion.com/ln_ee/2007/mayo/18/

ultima-sr1101870.html. Visited: 03/28/2010.

there already are industrial products, where, eventu-

aly, graduated students could find professional em-

ployment.

In the University of Costa Rica, where CL is

rapidly growing up, collaborative initiatives are pos-

sible in a specifc and well defined frame. Addition-

ally, many students are coming to CL, with the new

academic offer. And this tendecy can increase in the

next years.

In this moment, there is no CL community in

Costa Rica. Before we are able to build it, we need to

create a solid ground where a CL community could

firmly stand up. This is starting to happen at the

University of Costa Rica, where individual initia-

tives begin to gather around the recent course on

CL taught by Prof. Jorge Antonio Leoni de León.

We hope this movement will continue with the next

opening of the NLP Laboratory at the School of

Philology, Linguistics and Literature in the Univer-

sity of Costa Rica. This laboratory will fill the lack

of equipment to make research on CL. Nevertheless,

the need of a permanent research group will be there.

This is an understandable situation in the sense that

CL is a very new branch in the University and es-

pecially in liberal arts. This allows us to think that

students will incorporate to CL studies and projects

once the equipment and the offer on courses will be

normal. It is expected that this year (2010), School

of Philology, Linguistics and Literature will have a

full time professor on CL, who will dedicate at least
1
4 of his time to research.
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Abstract 

In this paper we present the PorSimples 

project, whose aim is to develop text adapta-

tions tools for Brazilian Portuguese. The tools 

developed cater for both people at poor litera-

cy levels and authors that want to produce 

texts for this audience. Here we describe the 
tools and resources developed over two years 

of this project and point directions for future 

work and collaboration. Since Portuguese and 

Spanish have many aspects in common, we 

believe our main point for collaboration lies in 

transferring our knowledge and experience to 

researches willing to developed simplification 

and elaboration tools for Spanish. 

1 Introduction 

In Brazil, according to the index used to measure 

the literacy level of the population (INAF - Na-

tional Indicator of Functional Literacy) (INAF, 
2007), only 28% of the population is classified as 

literate at the advanced level, while 65% of the 

population face difficulties in activities involving 
reading and comprehension depending on text 

length and complexity; therefore, their access to 

textual media is limited. The latter ones belong to 
the so-called rudimentary and basic literacy levels. 

These people are only able to find explicit informa-

tion in short texts (rudimentary level) and also 
process slightly longer texts and make simple infe-

rences (basic level).  

The production of texts with different lengths 
and complexities can be addressed by the task of 

Text Adaptation (TA), a very well known practice 

in educational settings. Young (1999) and Burstein 
(2009) mention two different techniques for TA: 

Text Simplification and Text Elaboration.  

The first can be defined as any task that reduces 
the lexical or syntactic complexity of a text, while 

trying to preserve meaning and information. Text 

Simplification can be subdivided into Syntactic 
Simplification, Lexical Simplification, Automatic 

Summarization, and other techniques.  

As to Text Elaboration, it aims at clarifying and 
explaining information and making connections 

explicit in a text, for example, providing short de-

finitions or synonyms for words known to only a 
few speakers of a language. 

The PorSimples project
1
 (Simplification of Por-

tuguese Text for Digital Inclusion and Accessibili-
ty) (Aluisio et al, 2008a) started in November 2007 

and will finish in April 2010. It aims at developing 

technologies to make access to information easier 
for low-literacy individuals, and possibly for 

people with other kinds of reading disabilities, by 

means of Automatic Summarization, Lexical Sim-
plification, Syntactic Simplification, and Text Ela-

boration. More specifically, the goal is to help 

these readers to process documents available on 
the web. Additionally, it could help children learn-

ing to read texts of different genres, adults being 

alphabetized, hearing-impaired people who com-
municate to each other using sign languages and 

people undertaking Distance Education, in which 

text intelligibility is of great importance. 
The focus is on texts published in government 

sites or by relevant news agencies, both of impor-

                                                        
1 http://caravelas.icmc.usp.br/wiki/index.php/Principal 
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tance to a large audience with various literacy le-

vels. The language of the texts is Brazilian Portu-
guese, for which there are no text simplification 

systems to the best of our knowledge. 

In the project we have developed resources in 
Portuguese for research on text simplification, text 

simplification technology for Portuguese, and cur-

rently we are developing and adapting resources 
and technologies for text elaboration. We have also 

built applications that make the developed technol-

ogy available to the public. In the Sections 2 to 4 
we describe all these outcomes of the project. 

We intend to foster a new interdisciplinary re-

search area to study written text comprehension 
problems via the research on readability assess-

ment, text simplification and elaboration once Por-

Simples ends. In Section 5 we describe future 
work, and in Section 6 we outline potential points 

for collaboration with researchers from Brazil and 

the rest of the Americas. 

2 Resources 

In order to understand the task of text simplifica-

tion in Portuguese and to build training and evalua-
tion data for the systems developed in the project, 

we have created a set of resources that formed the 

basis of PorSimples. Moreover, we are currently 
working on building resources for text elaboration. 

Below we describe these resources. 

2.1 Manual for Syntactic Simplification in Por-

tuguese 

We have created a Manual for Syntactic Simplifi-

cation for Portuguese (Specia et al., 2008). This 

manual recommends how particular syntactic phe-
nomena should be simplified. It is based on a care-

ful study of the Brazilian Portuguese grammar, of 

simplification systems developed for English (for 
example, (Siddharthan, 2003)), and on the Plain 

Language initiative
2
 (Aluisio et al., 2008b). 

The manual was the basis for the development 
of our rule-based system for syntactic simplifica-

tion described in Section 3.2. 

2.2 Corpora of Simple and Simplified Texts 

We have built 9 corpora within 2 different genres 
(general news and popular science articles). Our 

                                                        
2 http://www.plainlanguage.gov/ 

first corpus is composed of general news articles 

from the Brazilian newspaper Zero Hora (ZH orig-
inal). We had these articles manually simplified by 

a linguist, specialized in text simplification, ac-

cording to the two levels of simplification pro-
posed in PorSimples, natural (ZH natural) and 

strong (ZH strong). The Zero Hora newspaper also 

provides along its articles a simple version of them 
targeting children from 7 to 11 years old; this sec-

tion is called Para seu Filho Ler (ZH PFSL) and 

our corpus from this section contains simple ar-
ticles corresponding to the articles in the ZH origi-

nal corpus plus additional ones.  

Popular science articles compose our next set of 
corpora. We compiled a corpus of these articles 

from the Caderno Ciência issue of the Brazilian 

newspaper Folha de São Paulo, a leading newspa-
per in Brazil (CC original). We also had this cor-

pus manually simplified according to the natural 

(CC natural) and strong (CC strong) levels. We 
also collected texts from a popular science maga-

zine called Ciência Hoje (CH) and from its version 

aimed at children from 12-15, called Ciência Hoje 
Crianca (CHC). Table 1 shows a few statistics 

from these corpora.  

2.3 Dictionary of Simple Words 

While for English some lexical resources that help 
to identify difficult words using psycholinguistic 

measures are available, such as the MRC Psycho-

linguistic Database
3
, no such resources exist for 

Portuguese. In PorSimples, we have compiled a 

dictionary of simple words composed by words 

that are common to youngsters (from Biderman 
(2005)), a list of frequent words from news texts 

for children and nationwide newspapers and a list 

of concrete words (from Janczura et. al (2007)). 

Corpus Art. Sent
. 

Words Avg. words 
per text (std. 
deviation) 

Avg. 
words p. 
sentence 

ZH original 104 2184 46190 444.1 (133.7) 21.1 

ZH natural 104 3234 47296 454.7 (134.2) 14.6 

ZH strong 104 3668 47938 460.9 (137.5) 13.0 

ZH PSFL 166 1224 22148 133.4 (48.6) 18.0 

CC original 50 882 20263 405.2 (175.6) 22.9 

CC natural 50 975 19603 392.0 (176.0) 20.1 

CC strong 50 1454 20518 410.3 (169.6) 14.1 

CH 130 3624 95866 737.4 (226.1) 26.4 

CHC 127 3282 65124 512.7 (185.3) 19.8 

Table 1. Corpus statistics. 

                                                        
3 http://www.psych.rl.ac.uk/ 

47



This dictionary is being used in applications de-

scribed in Section 4, such as SIMPLIFICA and the 
Simplification Annotation Editor. 

3 Simplification & Elaboration technology 

3.1 Lexical Simplification  

Lexical simplification consists on replacing com-

plex words by simpler words. 
The first step of lexical simplification consists of 

tokenizing the original text and selecting the words 

that are considered complex. In order to judge a 
word as complex or not, we use the dictionaries of 

simple words described in Section 2.3.  

The lexical simplification system also uses the 
Unitex-PB dictionary

4
 for finding the lemma of the 

words in the text, so that it is possible to look for it 

in the simple words dictionaries. The problem of 
looking for a lemma directly in a dictionary is that 

there are ambiguous words and we are not able to 

deal with different word senses. For dealing with 
part-of-speech (POS) ambiguity, we use the 

MXPOST POS tagger
5
 trained over NILC tagset

6
. 

Among the words that were selected as com-
plex, the ones that are not proper nouns, preposi-

tions and numerals are processed: their POS tags 

are used to look for their lemmas in the dictiona-
ries. As the tagger has not a 100% precision and 

some words may not be in the dictionary, we look 

for the lemma only (without the tag) when we are 
not able to find the lemma-tag combination in the 

dictionary. Still, if we are not able to find the word, 

the lexical simplification module assumes that the 
word is complex and marks it for simplification. 

The last step of the process consists in providing 

simpler synonyms for the complex words. For this 
task, we use the thesauri for Portuguese TeP 2.0

7
 

and the lexical ontology for Portuguese PAPEL
8
. 

This task is carried out when the user clicks on a 
marked word, which triggers a search in the the-

sauri for synonyms that are also present in the 

common words dictionary. If simpler words are 
found, they are sorted from the simpler to the more 

complex. To determine this order, we used Google 

                                                        
4 http://www.nilc.icmc.usp.br/nilc/projects/unitex-pb/web 
/dicionarios.html 
5 http://sites.google.com/site/adwaitratnaparkhi/home 
6 www.nilc.icmc.usp.br/nilc/TagSet/ManualEtiquetagem.htm  
7 http://www.nilc.icmc.usp.br/tep2/ 
8 http://www.linguateca.pt/PAPEL/ 

API to search each word in the web: we assume 

that the higher a word frequency, the simpler it is. 
Automatic word sense disambiguation is left for 

future work. In PorSimples, we aim to use Textual 

Entailment (Dagan et al., 2005) as a method for 
gathering resources for lexical simplification. 

3.2 Syntactic Simplification 

Syntactic simplification is accomplished by a rule-

based system, which comprises seven operations 
that are applied sentence-by-sentence to a text in 

order to make its syntactic structure simpler.  

Our rule-based text simplification system is 
based on the manual for Brazilian Portuguese syn-

tactic simplification described in Section 2.1. Ac-

cording to this manual, simplification operations 
should be applied when any of the 22 linguistic 

phenomena covered by our system (see Candido et 

al. (2009) for details) is detected. Our system treats 
appositive, relative, coordinate and subordinate 

clauses, which have already been addressed by 

previous work on text simplification (Siddharthan, 
2003). Additionally, we treat passive voice, sen-

tences in an order other than Subject-Verb-Object 

(SVO), and long adverbial phrases. The simplifica-
tion operations to treat these phenomena are: split 

sentence, change particular discourse markers by 

simpler ones, change passive to active voice, invert 
the order of clauses, convert to subject-verb-object 

ordering, and move long adverbial phrases. 

Each sentence is parsed in order to identify syn-
tactic phenomena for simplification and to segment 

the sentence into portions that will be handled by 

the operations. We use the parser PALAVRAS 
(Bick, 2000) for Portuguese. Gasperin et al. (2010) 

present the evaluation of the performance of our 

syntactic simplification system.  
Since our syntactic simplifications are conserva-

tive, the simplified texts become longer than the 
original due to sentence splitting. We acknowledge 

that low-literacy readers prefer short texts; this is 

why we use summarization before applying simpli-
fication in FACILITA (see (Watanabe et al., 

2009)). In the future we aim to provide summariza-

tion also within SIMPLIFICA. These two applica-
tions are described in Section 4. 

3.3 Natural and Strong Simplification 

To attend the needs of people with different levels 

of literacy, PorSimples propose two types of sim-
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plification: natural and strong. The first is aimed at 

people with a basic literacy level and the second, 
rudimentary level. The difference between these 

two is the degree of application of simplification 

operations to the sentences.  For strong simplifica-
tion we apply the syntactic simplification process 

to all complex phenomena found in the sentence in 

order to make the sentence as simple as possible, 
while for natural simplification the simplification 

operations are applied only when the resulting text 

remains ''natural'', considering the overall complex-
ity of the sentence. This naturalness is based on a 

group of factors which are difficult to define using 

hand-crafted rules, and we intend to learn them 
from examples of natural simplifications. 

We developed a corpus-based approach for se-

lecting sentences that require simplification. Based 
on parallel corpora of original and natural simpli-

fied texts (ZH original, ZH natural, CC original, 

CC natural), we apply a binary classifier to decide 
in which circumstances a sentence should be split 

or not so that the resulting simplified text is natural 

and not over simplified. Sentence splitting is the 
most important and most frequent syntactic simpli-

fication operation, and it can be seen as a key dis-

tinctive feature between natural and strong simpli-
fication. We described this system in detail in 

(Gasperin et al., 2009). 

Our feature set contains 209 features, including 
superficial, morphological, syntactic and dis-

course-related features. We did several feature se-

lection experiments to determine the optimal set of 
features. As classification algorithm we use We-

ka's
9
 SMO implementation of Support Vector Ma-

chines (SVM). The ZH corpus contains 728 exam-
ples of the splitting operation and 1328 examples 

of non-split sentences, and the CC corpus contains 
59 positive and 510 negatives examples. The clas-

sifier’s average performance scores (optimal fea-

ture set, both corpora as training data, and cross-
validation) are 80.5% precision and 80.7% recall. 

3.4 Readability Assessment 

We developed a readability assessment system that 

can predict the complexity level of a text, which 
corresponds to the literacy level expected from the 

target reader: rudimentary, basic or advanced.  

We have adopted a machine-learning classifier 

                                                        
9 http://www.cs.waikato.ac.nz/ml/weka/ 

to identify the level of the input text; we use the 

Support Vector Machines implementation from 
Weka toolkit (SMO). We have used 7 of our cor-

pora presented in Section 2.2 (all but the ones with 

texts written for children) to train the classifier. 
Our feature set is composed by cognitively-

motivated features derived from the Coh-Metrix-

PORT tool
10

, which is an adaptation for Brazilian 
Portuguese of Coh-Metrix 2.0 (free version of 

Coh-Metrix (Graesser et al, 2004)) also developed 

in the context of the PorSimples project. Coh-
Metrix-PORT implements the metrics in Table 2. 

We also included seven new metrics to Coh-

Metrix-PORT: average verb, noun, adjective and 
adverb ambiguity, incidence of high-level constitu-

ents, content words and functional words.  
 

Categories Subcategories Metrics 

Shallow 

Readabili-

ty metric 

- Flesch Reading Ease index 
for Portuguese. 

Words and 

textual 

informa-

tion 

Basic counts Number of words, sen-

tences, paragraphs, words 
per sentence, sentences per 
paragraph, syllables per 
word, incidence of verbs, 
nouns, adjectives and ad-
verbs. 

Frequencies Raw frequencies of content 
words and minimum fre-

quency of content words. 

Hyperonymy Average number of hyper-
nyms of verbs. 

Syntactic 

informa-

tion 

Constituents Incidence of nominal 
phrases, modifiers per 
noun phrase and words 
preceding main verbs. 

Pronouns, 
Types and 

Tokens 

Incidence of personal pro-
nouns, number of pronouns 
per noun phrase, types and 
tokens. 

Connectives Number of connectives, 
number of positive and 
negative additive connec-

tives, causal / temporal / 
logical positive and nega-
tive connectives. 

Logical 

operators 

- Incidence of the particles 
“e” (and), “ou” (or), “se” 
(if), incidence of negation 
and logical operators. 

Table 2. Metrics of Coh-Metrix-PORT. 

We measured the performance of the classifier 
on identifying the levels of the input texts by a 

                                                        
10 http://caravelas.icmc.usp.br:3000/ 
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cross-validation experiment. We trained the clas-

sifier on our 7 corpora and reached 90% F-measure 
on identifying texts at advanced level, 48% at basic 

level, and 73% at rudimentary level. 
 

3.5 Semantic Role Labeling: Understanding 

Sense Relations between Verb and Arguments 

 

To attend the goal of eliciting sense relations be-
tween verbs and their arguments through the exhi-

bition of question words such as who, what, which, 

when, where, why, how, how much, how many, 
how long, how often and what for, we are specify-

ing a new annotation task that assigns these wh-

question labels to verbal arguments in a corpus of 
simplified texts in Portuguese. The aim is to pro-

vide a training corpus for machine learning, aiming 

at automatic assignment of wh-questions (Duran et 
al., 2010a; Duran et al., 2010b). 

The annotation task involves recognizing seg-

ments that constitute answers to questions made to 
the verbs. Each segment should suitably answer the 

wh-question label. For example, in the sentence 

“João acordou às 6 horas da manhã.” (John woke 
up at 6 in the morning.), two questions come up 

naturally in relation to the verb “acordar” (wake 

up): 1) Who woke up? and 2) When?. 
Linking the verb and its arguments through wh-

questions is a process that requires text understand-

ing. This is a skill that the target audience of this 
project is weak at. In Figure 1 we show the link 

between the verb and its arguments (which can be 

subject, direct object, indirect object, time or loca-
tion adverbial phrases, and also named entities). 

 

      Who woke up? 
  

John   woke up   at 6 in the morning 

 

When?  __ _________         
Figure 1. Assigning wh-question labels to arguments. 

 

The corpus chosen for this work consists of the 
strong simplified version of 154 texts extracted 

from general news and popular science articles 

(ZH strong and CC strong) which were described 
in Section 2.2.  

Results of such a semantic layer of annotation 

may be used, in addition, to identify adjunct se-
mantic roles and multi-word expressions with spe-

cific adverbial syntactic roles. This training corpus, 

as well as the automatic labeling tool, an “answer-

questioning” system, will be made publicly availa-
ble at PorSimples site. Besides helping poor-

literacy readers, the assignment of wh-questions 

will be used in the near future to map adjunct se-
mantic roles (ArgMs of Propbank (Palmer et al., 

2005)) in a project to build the PropBank.Br for 

Portuguese language. One may also take profit of 
this automatic tool and its training corpus to im-

prove its opposite, question-answering systems.  

4 Applications 

The text simplification and elaboration technolo-

gies developed in the context of the project are 

available by means of three systems aimed to dis-
tinct users: 

 An authoring system, called SIMPLIFICA
11

, to 

help authors to produce simplified texts target-

ing people with low literacy levels,  

 An assistive technology system, called FACI-

LITA
12

, which explores the tasks of summari-

zation and simplification to allow poor literate 

people to read Web content, and 

 A web content adaptation tool, named Educa-

tional FACILITA, for assisting low-literacy 

readers to perform detailed reading. It exhibits 

questions that clarify the semantic relations 
linking verbs to their arguments, highlighting 

the associations amongst the main ideas of the 

texts, named entities, and perform lexical ela-
boration. 

In the following subsections we detail these and 

other systems developed in the project. 

4.1 SIMPLIFICA Authoring Tool  

SIMLIFICA is a web-based WYSIWYG editor, 

based on TinyMCE web editor
13

. The user inputs a 

text in the editor and customizes the simplification 
settings, where he/she can choose: (i) strong sim-

plification, where all the complex syntactic phe-

nomena (see details in Section 3.2) are treated for 
each sentence, or customized simplification, where 

the user chooses one or more syntactic simplifica-

tion phenomena to be treated for each sentence, 
and (ii) one or more thesauri to be used in the syn-

tactic and lexical simplification processes. Then 

                                                        
11 http://www.nilc.icmc.usp.br/porsimples/simplifica/ 
12 http://vinho.intermidia.icmc.usp.br:3001/facilita/ 
13 http://tinymce.moxiecode.com/ 
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the user activates the readability assessment mod-

ule to predict the complexity level of a text. This 
module maps the text to one of the three levels of 

literacy defined by INAF: rudimentary, basic or 

advanced. According to the resulting readability 
level the user can trigger the lexical and/or syntac-

tic simplifications modules, revise the automatic 

simplification and restart the cycle by checking the 
readability level of the current version of the text.  

4.2 FACILITA 

FACILITA is a browser plug-in that aims to facili-

tate the reading of online content by poor literate 
people. It includes separate modules for text sum-

marization and text simplification. The user can 

select a text on any website and call FACILITA to 
summarize and simplify this text. The system is 

described in details in Watanabe et al. (2009). 

The text summarization module aims to extract 
only the most important information from a text. It 

relies on the EPC-P technique (extraction of key-

words per pattern), which checks the presence of 
keywords in the sentences: sentences that contain 

keywords are retained for the final summary. The 

summarization system is reported in Margarido et 
al. (2008).  

The text simplification module follows the syn-

tactic simplification framework described in Sec-
tion 3.2. We have chosen to run the summarization 

process first and then proceed to the simplification 

of the summarized text since simplification in-
creases text length. 

4.3 Educational FACILITA 

Educational FACILITA
14

 is a Web application 

aimed at assisting users in understanding textual 
content available on the Web. Currently, it ex-

plores the NLP tasks of lexical elaboration and 

named entity labeling to assist poor literacy readers 
having access to web content. It is described in 

Watanabe et al. (2010). 
Lexical Elaboration consists of mechanisms that 

present users with synonymous or short definitions 

for words, which are classified as unusual or diffi-
cult to be understood by the users. This process 

relies on the framework developed for lexical sim-

plification described in Section 3.1. 

                                                        
14 http://vinho.intermidia.icmc.usp.br/watinha/Educational-
Facilita/ 

Named-entity labeling consists of displaying ad-

ditional and complementary semantic and descrip-
tive information about named entities that are con-

tained on the Web sites text. The descriptions are 

extracted from Wikipedia. 
It is expected that these additional information 

presented in the text by the proposed approach 

would help users better understand websites’ tex-
tual content and allow users to learn the meaning 

of new or unusual words/expressions. 

4.4 Simplification Annotation Editor 

This editor
15

 was created to support the manual 
simplification of texts for the creation of our cor-

pus of simplified texts. It records and labels all the 

operations made by the annotator and encode texts 
using a new XCES

16
-based schema for linking the 

original-simplified information. XCES has been 

used in projects involving both only one language, 
e.g. American National Corpus (ANC)

17
 (English) 

and PLN-BR
18

 (Brazilian Portuguese); and mul-

tiple languages as parallel data, e.g.: CroCo
19

 (Eng-
lish-German). However, to our knowledge, Por-

Simples is the first project to use XCES to encode 

original-simplified parallel texts and also the sim-
plification operations. Two annotation layers have 

been added to the traditional stand-off annotation 

layers in order to store the information related to 
simplification (Caseli et al., 2009). 

4.5 Portal of Parallel Corpora 

The portal
20

 allows for online querying and 

download of our corpora of simplified texts. The 
queries can include information about syntactic 

constructions, simplification operations, etc. 

5 Future Work 

Our main area for future work lies on the evalua-

tion of the simplified texts resulting from our sys-

tems with the end user, that is, people at low litera-
cy levels. We are carrying out a large-scale study 

with readers who fit in the rudimentary and basic 

literacy levels to verify whether syntactic and lexi-

                                                        
15 http://caravelas.icmc.usp.br/anotador  
16 http://www.w3.org/XML/ 
17 http://americannationalcorpus.org 
18 http://www.nilc.icmc.usp.br/plnbr 
19 http://fr46.uni-saarland.de/croco/index_en.html 
20 http://caravelas.icmc.usp.br/portal/index.php 
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cal simplification indeed contribute to the under-

standing of Portuguese texts. We are applying 
reading comprehension tests with original texts 

(control group) and manually simplified texts at 

strong level. However we still need to assess the 
impact of automatic lexical and syntactic simplifi-

cation and text elaboration on the understanding of 

a text by the target user of our applications. 
We also intend to investigate how to balance 

simplification/elaboration and text length. We have 

shown that in our syntactic simplification approach 
it is usual to divide long sentences, which reduce 

sentence length but increase text length due to the 

repetition of the subject in the new sentences. On 
the other hand, in summarization-based Text Sim-

plification, such as FACILITA’s approach, text 

length is reduced, but relevant information can be 
lost, which may hinder text comprehensibility. 

Text Elaboration enhances text comprehensibility, 

but it always increases text length, since it inserts 
information and repetition to reinforce understand-

ing and make explicit the connections between the 

parts of a text. Therefore, since we cannot achieve 
all the requisites at once there is a need to evaluate 

each aspect of our systems with the target users.  

We also intend to improve the performance of 
our syntactic simplification approach by experi-

menting with different Portuguese syntactic pars-

ers. Moreover, several methods of text elaboration 
are still under development and will be imple-

mented and evaluated in this current year. 

As future research, we aim to explore the impact 
of simplification on text entailment recognition 

systems. We believe simplification can facilitate 

the alignment of entailment pairs. In the opposite 
direction, text entailment or paraphrase identifica-

tion may help us find word pairs for enriching the 
lexical resources used for lexical simplification. 

6 Opportunities for Collaboration 

Enhancing the accessibility of Portuguese and 

Spanish Web texts is of foremost importance to 
improve insertion of Latin America (LA) into the 

information society and to preserve the diverse 

cultures in LA. We believe several countries in LA 
present similar statistics to Brazil in relation to the 

number of people at low literacy levels. We see our 

experience in developing text simplification and 
elaboration tools for Portuguese as the major con-

tribution that we can offer to other research groups 

in LA. We are interested in actively taking part in 

joint research projects that aim to create text sim-
plification and elaboration tools for Spanish. 

Since all resources that we have developed are 

language-dependent, they cannot be used directly 
for Spanish, but we foresee that due to similarities 

between Portuguese and Spanish a straightforward 

adaptation of solutions at the lexical and syntactic-
al levels can be achieved with reasonable effort. 

We are willing to share the lessons learned during 

the PorSimples project and offer our expertise on 
selecting and creating the appropriate resources 

(e.g. corpora, dictionaries) and technology for text 

simplification and elaboration in order to create 
similar ones for Spanish.  

The advances in text simplification and elabora-

tion methods strongly depend on the availability of 
annotated corpora for several tasks: text simplifica-

tion, text entailment, semantic role labeling, to 

name only a few. English has the major number of 
data resources in Natural Language Processing 

(NLP); Portuguese and Spanish are low-density 

languages. To solve this problem, we believe that 
there is a need for: (i) the development of a new 

area recently coined as Annotation Science; (ii) a 

centralized resource center to create, collect and 
distribute linguistic resources in LA. 

We would appreciate collaboration with re-

searchers in the USA in relation to readability as-
sessment measures, such as those of Coh-Metrix 

(see Section 3.4), whose researchers already devel-

oped up to 500 measures. Only 60 of them are 
open to public access. Besides, the know-how 

needed to develop a proposition bank of Portu-

guese would be welcome since this involves lexi-
cal resources, such as a Verbnet

21
, which do not 

exist for Portuguese. Other lexical resources such 
as the MRC Psycholinguistic Database, which help 

to identify difficult words using psycholinguistic 

measures, are also urgent for Portuguese since we 
have sparse projects dealing with several aspects of 

this database but no common project to unite them. 

Brazilian research funding agencies, mainly 
CAPES

22
, CNPq

23
 and FAPESP

24
, often release 

calls for projects with international collaboration; 

these could be a path to start the collaborative re-
search suggested above. 

                                                        
21 http://verbs.colorado.edu/~mpalmer/projects/verbnet.html 
22 http://www.capes.gov.br/ 
23 http://www.cnpq.br/ 
24 http://www.fapesp.br/ 
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Abstract

We present our work on the identification of opin-
ions and its components: the source, the topic and 
the message. We describe a rule-based system for 
which we achieved a recall of 74% and a precision 
of  94%.  Experimentation  with  machine-learning 
techniques for the same task is currently underway.

1 Introduction

For some tasks in language processing such as In-
formation  Extraction  or  Q&A Systems,  it  is  im-
portant to know the opinions expressed by differ-
ent sources and their polarity, positive or negative, 
with  respect  to  different  topics.  There  are  even 
commercial applications that provide this kind of 
service (http://www.jodange.com). 

We here present a system for identifying opin-
ions in Spanish texts. We define opinion as the re-
port of someone's statement about any subject ( El  
investigador de la Politécnica afirma que el prin-
cipal  problema de este sistema es conseguir que  
sea fácil de usar / The researcher at the Politéc-
nica asserts that the main problem with this system 

is making it easy to use), or as any mention of dis-
course participants’ beliefs  (El  PRI acepta parti-
cipar en el debate / The PRI agrees to participate  
in the debate).

As a first step, we study the impact of elements 
that typically introduce such expressions in written 
text. These elements are mainly verbs of commu-
nication (decir, declarar / say, state) but other verb 
classes  (belief,  agreement,  appreciation)  are  also 
considered. In other cases, the opinions will be ex-
pressed through nouns  (opinión/opinion,  declara-
ción/statement) or  segments  introduced by  según 
(according to) or similar expressions. To complete 
the  opinion,  we  identify  its  characteristic  argu-
ments: the source, the topic and the message. 

In addition to recognizing an opinion, we try to 
determine its semantic orientation. To this end, we 
consider certain subjective elements and operators 
(reverse,  intensifier,  enhancing,  neutralizing,  etc.) 
which affect them. In this article, we present only 
results  on   the  semantic  orientation  of  opinion 
verbs,  opinion  nouns  and  topic  introducers 
(sobre/about, con respecto a/with respect to, etc.). 

There  are  many  studies  that  address  these  is-
sues: Pang and Lee (2008), for instance, discuss in 
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detail  various  concepts  in  the  area  of  "Opinion 
Mining" or "Sentiment  Analysis" and present the 
main  proposals,  resources  and  applications.  For 
our work,  which focuses on the identification of 
source, topic and message, we have mainly drawn 
on the following: the scheme for annotating opin-
ions  and  emotions  proposed  by  Wiebe,  Wilson, 
and  Cardie  (2005);  the  work  on  opinion-holder 
(source)  propositional  opinion  identification 
presented in (Bethard et  al.,  2004);  a  system for 
source  identification  using  statistical  methods 
(Choi  et  al,  2005);  a  method  for  opinion-holder 
and topic extraction from Kim and Hovy (2006); 
the study on the identification of source and target 
presented  in  (Ruppenhofer  et  al.,  2008);  and  a 
work on topic  annotation  (Stoyanov  and Cardie, 
2008). 

For  our  semantic  orientation  study,  we  have 
taken  some  concepts  from  Turney  and  Littman 
(2003) and  analyzed  some work on subjectivity 
operators  (Polanyi  and  Zaenen,  2004;  Moilanen 
and Pulman, 2007; Choi and Cardie, 2008). 

In what follows, we briefly present the model 
that  has  been  defined  to  represent  opinions  and 
two methods for their automatic recognition. First, 
we describe a rule-based system that incorporates 
lexical resources. This system, whose evaluation is 
detailed below, achieves a recall of 74% and a pre-
cision of 97%. During the evaluation process we 
produced an annotated corpus of 13,000 words, by 
manually correcting the system output. The second 
system, currently under development, involves the 
application of machine-learning techniques to the 
annotated corpus.  

2 Opinion components

An opinion is composed of a predicative element 
and its characteristic arguments. The set of opinion 
predicates includes verbs, nouns and prepositions 
(or prepositional locutions). Verbs belong to vari-
ous semantic classes: communication (decir / say,  
declarar  /  state), assessment  (criticar  /  criticize,  
felicitar  /  compliment), belief  (creer /  believe,  
opinar / think) and acceptance  (aceptar / accept,  
rechazar / reject). 

These classes  are  similar  to  those proposed in 
(Asher et al., 2008), the main difference being that 
they include  the  class  Sentiment  but  we  do  not. 
Nouns  are  generally  derived  from the  aforemen-
tioned  verbs  (opinión  /  opinion,  declaración  /  

statement, apoyo / support). Some prepositions and 
prepositional  locutions  are  según,  de  acuerdo a,  
para / according to. 

The relevant arguments that we identified for the 
opinion  predicates  are,  as  already  mentioned, 
source,  topic  and  message.  To  establish  this 
scheme we analysed  syntactico-semantic schemes 
proposed  in  ADESSE2 for  selected  verb  classes 
(García-Miguel et al., 2005) and some of the Span-
ish  FrameNet  frames3 (Subirats-Rüggeberg  and 
Petruck.,  2003),  mainly the  opinion frame whose 
frame  elements  include  cognizer  (source),  topic 
and  opinion  (message)  and  the  communication 
frame for which some elements are communicator 
(source), topic and message. 

Our definition deviates from much of the literat-
ure on this subject because we limit our work to 
opinions introduced by an opinion predicate, as ex-
plained  above,  while  many  of  the  cited  works 
identify all kinds of subjective expressions, mainly 
adjectives  with  positive  or  negative  polarity,  as 
with the  expressive subjective elements described 
in (Wiebe et al., 2005). 

As in our work we focus on finding the source, 
the message and the topic for each opinion, we ig-
nore  all  the  text  fragments  in  which  there  is  no 
evidence that the author is quoting or referring to 
other participants’ opinions. These text fragments 
constitute the message, as defined above, stated by 
the text author. So, once our system has identified 
other  participants’  opinions,  the  remaining  text 
should be attributed to the text author. 

Identifying  subjective  elements  is  necessary in 
order to determine the semantic orientation of the 
opinion. We think the treatment of these elements 
within the author’s message is similar to the treat-
ment that must be applied within the message at-
tributed to any other source.  Such a treatment  is 
not addressed in this work, since the semantic ori-
entation study presented here is restricted to opin-
ion predicates and topic introducers. 

In some respects our work is related to that of 
(Bethard et al., 2004). For opinions introduced by 
opinion  verbs,  they  identify  the  source  (opinion 
holder)  and  the  message  (propositional  opinion), 
restricting  the  study  to  messages  that  constitute 
subordinate  clauses.  However,  we  seek  also  to 
identify the explicit references to the topic and we 
consider not only verbs but also some nouns and 
prepositions such as  según / according to. A fur-
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ther difference is that they distinguish propositions 
containing an opinion from those transmitting facts 
or predictions, whereas we do not make this dis-
tinction. 

In our recognition of  the topic we consider only 
explicit references to the opinion subject. We look 
for  topic-introducing  elements,  such  as  sobre  /  
about, con respecto a / regarding, en contra de /  
against, without  trying  to  deduce the  topic  from 
the study of the message itself.

For this general scheme, there are different in-
stances in which the arguments can take different 
forms.  Thus,  for  some opinion verbs such as  re-
chazar /  reject, the message is usually empty. For 
other verbs the topic will be a noun phrase, such as 
aceptar  la  propuesta  / to  accept  the  proposal, 
while for others it will be a prepositional phrase, 
for example, hablar de literatura / to speak about  
literature.

2.1 Some opinion examples 

In  a  standard  reported  speech  utterance  (1),  the 
opinion  predicate  is  a  communication  verb.  The 
source is the subject of the verb and the message is 
contained  in  the  subordinate  clause.  Normally, 
there is not a segment expressing the topic. 

(1) [El investigador de la Politécnica]f [afirma]p 
[que el principal problema de este sistema es con-
seguir que sea fácil de usar]m.

(1) [The researcher at the Politécnica]f [said] p 
[that the main problem with this system is making 
it easy to use] m.  

In (2),  there is  a verb that  introduces referred 
speech in which a verbal act is mentioned, but the 
words uttered (message) are not reproduced (Mal-
donado, 1999). 

(2) [El abogado de Fernando Botero]s [habló]p 
[sobre el tema]t con Semana. 
(2) [The lawyer of Fernando Botero]s [spoke]p 
[about the subject]t with Semana. 

However, we also found cases in which repor-
ted speech includes an explicit mention of the topic 
(3) and cases in which referred speech includes the 
uttered words (4). In both examples all the defined 
arguments are present in the text. 

(3) [Sobre la partitura]t [Ros Marbá]s 
[afirma]p [que es "enormemente teatral. Se define 
a los personajes desde la propia música, ...."]m.
(3) [Concerning the score]t [Ros Marbá]s [said]p 
[it is "very theatrical. The characters are defined 
from the music itself,  ....]m.
 
(4) En una carta escrita por Dalí en Neuilly en 
abril de 1951, [el artista]s [habla]p [sobre su divina 
inspiración]t: ["Yo quería que ..."]m. 
(4) In a letter written by Dalí at Neuilly in April 
1951, [the artist]s [talks]p [about his divine 
 inspiration]t : ["I wanted to ..."]m.

As noted earlier, the opinion predicate can be a 
noun or a preposition such as según / according to. 
In (5),  the source is the noun complement,  intro-
duced by  de /  of. In  (6),  the  source is  the  noun 
phrase within the prepositional phrase headed by 
según / according to. 

(5) No tenemos por qué criticar las 
[declaraciones]p de [Elizardo Sánchez]s. 
(5) We need not criticize [Elizardo 
 Sanchez’]f [statements] p . 

(6)  [Este  sistema  se  utiliza  en  Estados  Unidos 
desde 1982]m, [según]p [Roque Pifarré]f.
(6) [This system has been used in the 
United  States  since  1982]m,  [according  to]p 
[Roque Pifarré]s.

 
Note that in (5) there is another opinion predic-

ate,  the verb  criticize, occurring in a non-factive 
context. The factivity of events is not addressed in 
this work, but it can be expected to affect opinion 
recognition.

3    The rule-based system

We developed a rule-based system for the identi-
fication of the opinion elements. The system takes 
as input a pre-processed text using the POS-tagger 
Freeling (Atserias et al., 2006) and Clatex (Won-
sever et al, 2006), a system that segments texts into 
propositions.  Several  rule  modules  are  then  ap-
plied,  introducing  XML annotations  showing the 
identified opinions and their elements. 

The  following  example  illustrates  the  system 
output: 
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<opinion><menssage>Hasta el momento el virus 
H1N1 tiene una predominancia mayor que la de 
los demás virus en esos estudios</message>,
<predicate>precisó</predicate><source>la 
ministra</source></opinion>. 
<opinion><message>So far, the H1N1 virus has a 
higher prevalence than other viruses in these stud-
ies</message>, <predicate>said</predicate> 
<source>Minister</source></opinion>.

 
The  rules  are  based  on  the  contextual  rules 

formalism defined by Wonsever and Minel (2004), 
including  some  further  extensions.  This  type  of 
rule allows the specification of contexts, exclusion 
zones, optionality, negation, and elimination of ex-
isting labels,  among others.  In addition, for each 
rule it is possible to check various conditions on its 
components, for example, membership in a list of 
words.  For applying  the rules we used a system 
implemented in Prolog.

The hand-written rules were derived from cor-
pus analysis.  They are grouped into modules ac-
cording to the element they recognize: opinion pre-
dicate (verbs, nouns and prepositions), source, top-
ic and message. There is also a final module that 
builds the entire opinion and some auxiliary mod-
ules: the complex noun phrase identifying module 
(El director del Hospital Maciel, Daniel Parada / 
The  director  of  the  Hospital  Maciel,  Daniel  
Parada) and the subjective elements and operators 
identifying module. Table 1 shows the number of 
rules contained in each module. In the next section 
we describe the source rules module.

module # rules
opinion predicate 27

source 42
topic 22

message 8
opinion 37
auxiliary 7
TOTAL 143

Table 1: Number of rules in each module

3.1 Source rules

In  order  to  show the  rules  features,  we  will  de-
scribe  the  source  module.  Table  2  shows  some 
(simplified) rules for source identification.  
 

fue1a no(prep), <np>, (zone,3), verOp

fue1b punt, verOp, (zone,3), <np>

fue1c punt, verOp, (zone,3), prep, np, <np>

fue2 verOpPart,  "por", <np> 

fue3a nOp,  "de", <np>

fue3b <np>, verSup, op(det), nOp

fue3c nOp, verSupPart, "por", <np>

fue4a "según", op(verOp), <np>

fue4b endS,  "para", <np>

fue4c "de acuerdo a", <np>

fue4d "de acuerdo con", <np>

fue4e "a juicio de", <np>
Table  2  Simplified  rules  for  source  recognition. 
Notation used: np - nominal phrase; < > - element 
labeled by the rule; zone,x - exclusion zone up to x 
words; verOpFin - finite opinion verb; verOpPart - 
opinion verb, participle;  nOp - opinion noun; ver-
Sup - support verb; endS - end of sentence; det - 
determiner; op - optionality operator 

These rules assign the source tag to text segments 
that match the rule body (indicated by <> in the 
table).  The  elements  that  precede  the  body  and 
those that follow it are the left and right contexts, 
respectively.  In addition to assigning the tag, the 
rules assign values to some attributes: 

- code of the rule that assigned the label 
- syntactic structure (subject before verb / sub-
ject after verb / noun complement introduced by 
de)
- semantic orientation value (-, +, 0)
The three rules fue1 identify sources that are the 

subject of an opinion verb. We allow up to 3 words 
between the subject and the verb; these words can-
not be verb, np, punctuation or conjunction (<El 
senador> este martes dijo ... / <the senator> said  
Tuesday ...). For rule fue1c we also allow a prepos-
itional phrase (prep + np) between the source and 
the  verb  (..., dijo  ayer  a  la  prensa  <el  
senador> / ..., said yesterday to the reporters the  
senator). As mentioned, we show simplified rules; 
the actual rules include other restrictions such as 
checking for subject-verb agreement. 

Rule fue2 is applied when the opinion verb is in 
participle form and the source is an agent comple-
ment (las palabras expresadas por el senador / the  
words uttered by the senator). 
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The three rules fue3 concern noun phrases. The 
source is usually introduced by  de  (las opiniones 
del senador / the senator’s opinions) but it is also 
common to find nouns in a support verb construc-
tion (el senador emitió  una declaración / the sen-
ator issued a statement). 

Finally, the five rules fue4 identify sources in-
troduced by según, para, de acuerdo a, de acuerdo 
con, a juicio de / according to. When the source 
introducer is  según,  we can find an opinion verb 
between según and the source (según el senador /  
según dijo el senador / according to the senator), 
For the preposition  para / for,  preceding punctu-
ation is required because of its high ambiguity. 

3.2 Lexical Resources 

Some of the rules, especially those for opinion pre-
dicate  identification,  rely  heavily  on  lexical  re-
sources: lists of opinion verbs and nouns, person 
indicators  (señor, doctor, senador / Mr., Dr., sen-
ator), institution  indicators  (institución,  hospital,  
diario  /  institution,  hospital,  journal), support 
verbs (plantear, emitir / make, deliver), topic intro-
ducers (sobre, con respecto a / about, with respect  
to), positive subjective elements (bueno, excelente,  
diversión / good, excellent, fun), negative subject-
ive elements (malo, negativo, pesimista / bad, neg-
ative,  pessimist), and operators  (muy,  extremada-
mente, a penas / very, extremely, just). 

In particular, the list of opinion verbs and nouns 
was  manually  created  from  corpora  containing 
Spanish texts: Corin (Grassi et al., 2001), Corpus 
del  Español  (Davies,  2002)  and  a  digital  media 
corpus created for this study. Only those verbs and 
nouns that are frequently used in opinion contexts 
were included in the list, so as to minimize ambi-
guity. At the time of evaluation, the list comprised 
86 verbs and 42 nouns. 

3.2.1 The opinion verbs and nouns list 

For each verb or noun, we register its lemma and 
other  information  related  to  its  syntactic  and se-
mantic properties. 

For verbs, we record the following information: 
• semantic orientation [-, 0, +] 
• semantic role of the subject [source, topic] 
• prepositions that introduce the subject. 
• subordinate clause admitted (message) 

For example, for the verb  decir  /  say, the cor-
responding values are (0, source, [ ], yes) for the 
verb apoyar / support: (+, source, [a, np], no), for 
the verb molestar / annoy: (-, topic, [ ], no). 

For nouns, the information of interest is: 
• semantic orientation [-, 0, +] 
• semantic  role  of  the  complement  intro-

duced by de [source, topic, ambiguous] 
For example, for the noun anuncio / announce-

ment, the corresponding values are (0, ambiguous). 
Note that this noun is ambiguous because the com-
plement introduced by de can be either the source 
(el anuncio del senador / the senator’s announce-
ment)  or the topic  (el anuncio de la extensión del  
plazo /  the announcement about the deadline ex-
tension).  For the noun  comentario / comment the 
values are (0,source) and for  apoyo / support  the 
values are (+, source).

The information associated to  opinion predic-
ates is taken into account when applying the rules. 
For example,  the second attribute of  the opinion 
noun is checked when rule fue3a is applied: if the 
attribute value is "source", the rule matches all np 
satisfying the remaining rule conditions, whereas if 
the  attribute  value  is  "ambiguous",  the  rule  re-
quires that the np contain a person or institution in-
dicator.  The  rule  does  not  apply  if  the  attribute 
value is "topic". 

Some  of  the  message  rules  (not  shown here) 
check that the final opinion verb attribute has the 
value "yes", indicating that it accepts a subordinate 
clause (dijo que ... / he said that ...). These rules la-
bel  the proposition following the verb as a mes-
sage. The proposition has already been segmented 
by Clatex.

The  attribute  that  indicates  which  is  the  verb 
subject role is important in differentiating the rules 
shown in the table (fue1 to fue4), which only re-
cognize verbs for which the subject role is source, 
from a set  of  additional  rules  (not  shown in the 
table) that look for the source in the dative case, 
when the subject role is topic (la propuesta gustó 
a los senadores / senators liked the proposal). 

3.3 Semantic orientation

For each element recognized, the rules assign a se-
mantic orientation value. For the opinion predicate, 
source and topic this value comes from the lexical 
resources. For the message, this value is calculated 
from  its  subjective  elements  and  operators.  We 
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consider that the final opinion semantic orientation 
can be calculated from the orientation values of its 
elements.  We hypothesize  that  when the  opinion 
predicate  or  the  topic  introducer  are  not  neutral 
(they have a positive or negative semantic orienta-
tion) the complete opinion takes on the same value 
and  there  is  no  need  to  analyze  the  message.  If 
these two elements are neutral the opinion semant-
ic orientation must be obtained from the message. 

To determine the message semantic orientation 
we carried out some experiments that are still on-
going. Semantic orientation values for opinion pre-
dicates  are  stated  in  the  verb  and  noun  lists,  as 
mentioned. The semantic orientation for topic in-
troducers  is  also  stated  in  the  corresponding  list 
(sobre / about is neutral,  en contra de / against is 
negative,  etc.).  The  number  of  elements  of  this 
type is very limited.  We did not study the source 
semantic orientation, in future work we will ana-
lyze  expressions  like  Los  optimistas  sostienen 
que ... / Optimists say that ....

4 System evaluation 

To evaluate the system we worked with a digit-
al  media  corpus;  the  texts  were  taken  from  the 
same publications as those used to create the deriv-
ation corpus. The corpus contains 38 texts with an 
average of 300 words each, making a total size of 
approximately 13,000 words. 

We applied the system to the entire corpus and 
performed a manual review of the output in order 
to  evaluate  the  identification  of  the  defined  ele-
ments and also the complete opinion identification. 
We also made a partial semantic orientation evalu-
ation, taking into account only opinion predicates 
and topic introducers' values and their effect on the 
complete opinion value. 

In addition to assessing the rules performance, 
during the review stage the annotated corpus was 
manually corrected in order to obtain an opinion 
annotated  corpus  suitable  for  machine-learning. 
Table 3 shows the evaluation results. Rows repres-
ent: 

- total: total number of elements in the text,
- corr-c:  number  of  completely  recognized 
items, 
-  corr-p:  number  of  partially  recognized  ele-
ments, 
- non-rec: number of unrecognized elements, 

- incorr: number of marked segments which do 
not correspond to the item, 
- PR: precision, 
- REC-c: recall calculated using corr-c, 
- REC-p: recall calculated using corr-p, 
- F: F-measure.   

pred sour top mess opinion

total 281 212 74 243 302

corr-c 256 133 33 140 128

corr-p 0 20 13 64 104

no rec 25 57 28 39 70

incorr 23 11 2 10 14

PR 92 % 93 % 96 % 95 % 94 %

REC-c 91 % 63 % 45 % 58 % 42 %

REC-p 91 % 72 % 62 % 84 % 77 %

F 91.5 % 81 % 75 % 89 % 85 %
Table 3: System evaluation results. 

Most opinion predicates present  in the corpus 
are included in  our opinion verbs  and nouns list 
(91%). 

Several sources and topics were partially recog-
nized because the  rules  do not  incorporate  some 
complements (prepositional complements or subor-
dinate clause) to the noun phrase.

Message is partially recognized when a pseudo-
direct  discourse  is  used (Parada agregó que "la 
empresa reconoció que hubo un cálculo entre hor-
as estimadas y horas reales y eso fue lo que pasó.  
Nosotros,  primero  empezamos  a  controlar  a  
nuestro personal ..."). This style is usually present 
in journalistic texts (Maldonado, 1999).

4.1 Semantic orientation evaluation

We recognized 25 non neutral opinion predicates 
in the corpus:  12 positive verbs and 14 negative 
verbs. One verb (especular / speculate) was incor-
rectly assigned a negative value, its means in this 
particular context is neutral. 

We just found 3 non-neutral topic introducers, 
the 3 are negative.    

The opinion predicates or topic introducers' se-
mantic  orientation  values  were  assigned  to  the 
opinions containing them. This method for calcu-
lating opinion semantic orientation was correct in 
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all cases (except for the verb especular that was in-
correctly analyzed). 

5 Machine-learning system 

The evaluation system resulted in the generation of 
an annotated corpus, processed by the rule-based 
system and then manually reviewed and corrected. 
This corpus of about 13,000 words allows us to un-
dertake  some  experiments  applying   machine-
learning techniques. 

We are currently experimenting with Condition-
al  Random  Fields,  using  the  CRF++  tool 
(http://crfpp.sourceforge.net/). We are now determ-
ining the attributes to be considered for the training 
phase and defining the most appropriate templates 
for the kind of learning we need. While carrying 
out these prior tasks, we will extend the corpus us-
ing  the  same  semi-automatic  procedure  as  that 
already implemented.

6 Linguistic resources 

Many of the linguistic resources needed to achieve 
our objectives have already been mentioned. Some 
of them were created especially in the context of 
this work and are available as a contribution to the 
development of Spanish text processing: 

• opinion verbs and nouns lists with syntact-
ic and semantic attributes, 

• person and institution indicators lists, 
• topic introducers list, 
• subjective  elements  lists,  created  from 

available resources for  Spanish (Redondo 
et al, 2007) and English (General Inquirer: 
www.wjh.harvard.edu),  the  latter  translated 
into Spanish, 

• subjective operators list. 
We also used some resources that are available 

for Spanish, including: 
• Freeling (POS-tagger), 
• Clatex (propositions analyzer). 

Freeling also provides a dependency parser that 
was not used here because the tests we carried out 
scored poorly in sentences containing opinions. 

Resources such as a semantic role tagger or an 
anaphora resolution tool could no doubt improve 
our  system,  but  as  far  as  we  know they are  not 
available for Spanish.

As we did for the General Inquirer dictionary, 
we can apply machine translation to other English 

resources:  subjective  dictionaries  and  annotated 
corpora (Brooke et alt, 2009, Banea et alt, 2009). 
Tools for  subjectivity analysis  in English can be 
applied to a translated Spanish raw corpus (Banea 
et alt, 2009).

7 Conclusions 

We  have  implemented  a  rule-based  system  for 
opinion  identification  in  Spanish  texts.  We  have 
also created some resources for  Spanish:  opinion 
verbs and nouns lists, subjective elements lists and 
an opinion annotated corpus.  We think these  re-
sources are an important contribution to the devel-
opment of Spanish text processing. 

In our present work, we are experimenting with 
machine-learning techniques for recognizing opin-
ion elements.  The results  will  be  compared  with 
those obtained by the rule-based system. We hope 
to  improve  our  results  by  combining  rule-based 
and machine-learning modules.
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Abstract 

This paper presents a system that uses ma-
chine learning algorithms for the task of re-
cognizing textual entailment in Spanish 
language. The datasets used include SPARTE 
Corpus and a translated version to Spanish of 
RTE3, RTE4 and RTE5 datasets. The features 
chosen quantify lexical, syntactic and seman-
tic level matching between text and hypothe-
sis sentences. We analyze how the different 
sizes of datasets and classifiers could impact 
on the final overall performance of the RTE 
classification of two-way task in Spanish. The 
RTE system yields 60.83% of accuracy and a 
competitive result of 66.50% of accuracy is 
reported by train and test set taken from 
SPARTE Corpus with 70% split. 

1 Introduction 

The objective of the Recognizing Textual Entail-
ment Challenge is determining whether the mean-
ing of the Hypothesis (H) can be inferred from a 
text (T) (Ido Dagan et al., 2006). This challenge 
has been organized by NIST in recent years.  

Another related antecedent was Answer Valida-
tion Exercise (AVE), part of Cross Language 
Evaluation Forum (CLEF), whose objective is to 
develop systems which are able to decide whether 
the answer to a question is correct or not (Peñas et 
al, 2006). It was a three year-old track, from 2006 
to 2008. 

AVE challenge was an evaluation framework 
for Question Answering (QA) systems to promote 
the development and evaluation of subsystems 
aimed at validating the correctness of the answers 
given by a QA system. The Answer Validation 
task must select the best answer for the final out-
put. There is a subtask for each language involved 
in QA, the Spanish is one of these. Thus, AVE task 
is very similar to RTE (Recognition of Textual 
Entailments). 

In this paper, we address the RTE task problem 
of determining the entailment value between Text 
and Hypothesis pairs in Spanish, applying machine 
learning techniques.  

In the past, RTEs Challenges machine learning 
algorithms were widely used for the task of recog-
nizing textual entailment (Marneffe et al., 2006; 
Zanzotto et al., 2007; Castillo, 2009) and they have 
reported goods results for English language. Also, 
our system applies machine learning algorithms to 
the Spanish. 

We built a set of datasets based on public avail-
able datasets for English, together to SPARTE 
(Peñas et al, 2006), an available Corpus in Spanish. 
This corpus contains 2962 hypothesis with a doc-
ument label and a True/False value indicating 
whether the document entails the hypothesis or not. 
Up to our knowledge, SPARTE corpus in the only 
corpus aimed at evaluating RTE systems in Span-
ish. 

Finally, we generated a feature vector with the 
following components for both Text and Hypothe-
sis: Levenshtein distance, a lexical distance based 
on Levenshtein, a semantic similarity measure 
Wordnet based, and the LCS (longest common 
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substring) metric; in order to characterize the rela-
tionships between the Text and the Hypothesis. 

The remainder of the paper is organized as fol-
lows. Section 2 shows the system description, whe-
reas Section 3 describes the results of experimental 
evaluation and discussion of them. Section 4 dis-
cusses opportunities of collaboration. Finally, Sec-
tion 5 summarizes the conclusions and lines for 
future work. 

2 System  Description 

This section provides an overview of our system 
which is based on a machine learning approach for 
recognizing textual entailment to the Spanish. The 
system produces feature vectors for the available 
development data RTE3, RTE4, RTE5, and 
SPARTE(Peñas et al, 2006). Weka (Witten and 
Frank, 2000) is used to train classifiers on these 
feature vectors. 

The SPARTE Corpus, was built from the Span-
ish corpora used at Cross-Language Evaluation 
Forum (CLEF) for evaluating QA systems during 
the years 2003, 2004 and 2005. This corpus con-
tains 2962 hypothesis with a True/False value indi-
cating whether the document entails the hypothesis 
or not. 
Due to, all available dataset of PASCAL Text 
Analysis Conference were in English, we trans-
lated every dataset to Spanish by using an online 
translator engine1. So, we had a Spanish dataset but 
with some translation errors provided by the trans-
lator. It is important to note, that the “quality” of 
the translation is given by the Translator engine, 
and we suppose that the sense of the sentence 
should not be modified by the Translator. Indeed, it 
is the situation for the majority of the cases that we 
analyzed. The new datasets were named RTE3-Sp 
(Spanish), RTE4-Sp, and RTE5-Sp. 
The following example is the pair number 799 
from RTE3-Sp with False as entailment value. 
 
Text: 

Otros dos marines, Tyler Jackson y Juan Jodka 
III, ya han se declaró culpables de asalto agra-
vantes y conspiración para obstruir la justicia y 
fueron condenados a 21 meses y 18 meses, respec-
tivamente. 
 

                                                        
1 http://www.microsofttranslator.com/ 

Hypothesis:  
 Tyler Jackson ha sido condenado a 18 meses. 

 
This example shows a little noisy (and a minimal 
syntactic error) in the translation of the Text to 
Spanish (instead of “ya han se declaró” should be 
“ya se han declarado”); but the whole meaning was 
not changed. 

Also, we show a pair example (pair id=3) taken 
from Sparte Corpus with False as entailment value: 

 
Text: ¿Cuál es la capital de Croacia? 
 
Hypothesis :   
  La capital de Croacia es ONU. 

 
In a similar way, all pairs from SPARTE belong to 
QA task and these are syntactically simpler than 
RTE’s Corpus pairs. 

Additionally, we generate the following devel-
opment sets: RTE3-Sp+RTE4-Sp, and SPARTE-
Bal+RTE3-Sp+RTE4-Sp in order to train with dif-
ferent corpus and different sizes.  In all cases, 
RTE5-Sp TAC 2009 gold standard dataset was 
used as test-set.  

Also, we did additional experiments with 
SPARTE, using cross-validation technique and 
percentage split method, in order to test the accu-
racy of our system taking only this corpus as de-
velopment and training set. 
 

2.1 Features 

We experimented with the following four ma-
chine learning algorithms: Support Vector Ma-
chine (SVM), Multilayer Perceptron(MLP), 
Decision Trees(DT) and AdaBoost(AB).  

The Decision Trees are interesting because we 
can see what features were selected from the top 
levels of the trees. SVM and AdaBoost were se-
lected because they are known for achieving high 
performances, and MLP was used because it has 
achieved high performance in others NLP tasks.  

We experimented with various settings for the 
machine learning algorithms, including only the 
results for the best parameters. 

We generated a feature vector with the follow-
ing components for every possible <T,H>: Le-
venshtein distance, a lexical distance based on 
Levenshtein, a semantic similarity measure Word-
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net based, and the LCS (longest common sub-
string) metric. 

We chose only four features in order to learn 
the development sets, having into account that 
larger feature sets do not necessarily lead to im-
proving classification performance because it 
could increase the risk of overfitting the training 
data.  

Below the motivation for the input features: 
Levenshtein distance is motivated by the good re-
sults obtained as a measure of similarity between 
two strings. Using stems, this measure improves 
the Levenshtein over words. The lexical distance 
feature based on Levenshtein distance is interesting 
because works to a sentence level. Semantic simi-
larity using WordNet is interesting because of the 
capture of the semantic similarity between T and H 
to sentence level. Longest common substring is 
selected because it is easy to implement and pro-
vides a good measure for word overlap.  

2.2 Lexical Distance 

The standard Levenshtein distance is a string me-
tric for measuring the amount of difference be-
tween two strings. This distance quantifies the 
number of changes (character based) to generate 
one text string (T) from the other (H). The algo-
rithm works independently from the language that 
we are analyzing. 

We used a Spanish Stemmer that stems words 
in Spanish based on a modified version of the 
Snowball algorithm2. 
Additionally, by using Levenshtein distance we 
defined a lexical distance and the procedure is the 
following: 

 Each string T and H are divided in a list of 
tokens. 

 The similarity between each pair of tokens 
in T and H is performed using the Le-
venshtein distance over stems. 

 The string similarity between two lists of 
tokens is reduced to the problem of “bipar-
tite graph matching”, performed using the 
Hungarian algorithm (Kuhn, 1955) over 
this bipartite graph. Then, we found the as-
signment that maximizes the sum of rat-
ings of each token. Note that each graph 
node is a token of the list. 

                                                        
2 http://snowball.tartarus.org/ 

The final score is calculated by:  

))(),(( HLengthTLengthMax
TotalSimfinalscore   

 
Where: 
TotalSim is the sum of the similarities with 
the optimal assignment in the graph. 
Length (T) is the number of tokens in T. 
Length (H) is the number of tokens in H. 

2.3 Wordnet Distance 

Since, all datasets are in Spanish, we need to con-
vert <T, H> pair to English. In the case of RTEs-
Sp datasets, this action will backward to the Eng-
lish language (source).  

Our ideal case would be to use EuroWordNet3 
to obtain the semantic information that we need, 
but we won’t be able to access to this resource.  

Thus, WordNet is used to calculate the seman-
tic similarity between T and H. The following pro-
cedure is applied: 

1. Word sense disambiguation using the Lesk 
algorithm (Lesk, 1986), based on Wordnet defini-
tions. 

2. A semantic similarity matrix between words 
in T and H is defined. Words are used only in syn-
onym and hyperonym relationship. The Breadth 
First Search algorithm is used over these tokens; 
similarity is calculated by using two factors: length 
of the path and orientation of the path. 

3. To obtain the final score, we use matching 
average. 

The semantic similarity between two words is 
computed as: 

)()(
)),((2),(

tDepthsDepth
tsLCSDepthtsSim


  

Where: s,t are source and target words that we 
are comparing (s is in H and t is in T). Depth(s) is 
the shortest distance from the root node to the cur-
rent node. LCS(s,t):is the least common subsume 
of s and t. 

The matching average (step 3) between two 
sentences X and Y is calculated as follows: 

)()(
),(2

YLengthXLength
YXMatcherageMatchingAv


  

 

                                                        
3 http://www.illc.uva.nl/EuroWordNet/ 
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2.4 Longest Common Substring 

Given two strings, T of length n and H of length m, 
the Longest Common Sub-string (LCS) problem 
(Dan, 1999) will find the longest string that is a 
substring of both T and H. It is found by dynamic 
programming.  
 
 
 
 
 

3 Experimental Evaluation and Discus-
sion of the Results 

 
With the aim of exploring the differences among 
training sets and machine learning algorithms, we 
did many experiments looking for the best result to 
our system. 

First, we converted the RTE4 and RTE5 data-
sets with Contradiction/Unknown/Entailment pair 
information to a binary True/False problem, named 
two-way problem. 

Then, we used the following combination of da-
tasets: RTE3-Sp, RTE4-Sp, RTE3-Sp+RTE4-Sp, 
SPARTE-Bal (balanced SPARTE Corpus with the 
same number of true and false cases), and 
SPARTE-Bal+ RTE3-Sp+RTE4-Sp. The training 
set SPARTE-Balanced was created by taking all 
true cases and randomly taking false cases, and 
then we build a balanced training set containing 
1352 pairs, with 676 true and 676 false pairs. 

We used four classifiers to learn every devel-
opment set: (1) Support Vector Machine, (2) Ada 
Boost, (3) Multilayer Perceptron (MLP) and (4) 
Decision Tree using the open source WEKA Data 
Mining Software (Witten & Frank, 2005). In all the 
tables results we show only the accuracy of the 
best classifier. 

The results obtained to predict RTE5-Sp in a 
two-way classification task are summarized in Ta-
ble 1 below. In addition, table 2 shows our results 
reported in RTE two-way classification task by 
using with Cross Validation technique with 10 
folds. 

 
 
 
 
 

Dataset Classifier Accuracy% 
RTE3-Sp+RTE4-Sp SVM 60.83% 
RTE3-Sp SVM 60.50% 
RTE4-Sp MLP 60.50% 
SPARTE-Bal+ 
RTE3-Sp+RTE4-Sp 

MLP 60.17% 

SPARTE-Bal DT 50% 
Baseline - 50% 

Table 1.Results obtained in two-way classification task. 
 
Dataset Classifier Accuracy% 
SPARTE-Bal DT 68.19% 
RTE3-Sp SVM 66.50% 
RTE3-Sp+RTE4-Sp MLP 61.44% 
RTE4-Sp MLP 59.60% 
SPARTE-Bal+ 
RTE3-Sp+RTE4-Sp 

AdaBoost 56.83% 

Baseline - 50% 
Table 2.Results obtained with Cross Validation 10 folds 

in two-way task. 
 
The performance in all cases was clearly above 
those baselines. Only when using SPARTE-Bal we 
obtained a result equal to the baseline (50% true 
pairs and 50% false pairs). 

The SPARTE-Balanced dataset yields the worst 
results, maybe because this dataset contains only 
pairs with QA task, and an additional reason, could 
be that SPARTE is syntactically simpler than 
PASCAL RTE. In that sense, some authors have 
reported low performance when using syntactically 
simpler datasets; for instance, by using BPI4 data-
set to predict RTEs datasets in English. Therefore, 
SPARTE seems to be not enough good training set 
to predict RTEs test sets. 

The best performance of our system was 
achieved with SVM classifier with RTE3-
Sp+RTE4-Sp dataset; it was 60.83% of accuracy. 
In the majority of the cases, SVM or MLP classifi-
ers appear as ‘favorite’ in all classification tasks. 

Surprisingly, in the two-way task, a slight and 
not statistical significant difference of 0.66% be-
tween the best and worst combination (except for 
SPARTE-Bal) of datasets and classifiers is found. 
So, it suggests that the combination of dataset and 
classifiers do not produce a strong impact predict-
ing RTE5-Sp, at least, for these feature sets. 
 

                                                        
4 http://www.cs.utexas.edu/users/pclark/bpi-test-suite/ 
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Also, we observed that by including SPARTE-Bal 
to RTE3-Sp+RTE4-Sp dataset, the performance 
slightly decreases, although this difference was not 
statistical significant. 

The results obtained in table 2(and table 4) with 
SPARTE-Bal and decision tree algorithm, are the 
best for cross-validation experiments. In fact, an 
accuracy of 68.19% was obtained, which is 
18.19% bigger than the result obtained in table 1, 
and was statistical significant. 

Finally, we assessed our system only over the 
SPARTE Corpus.  First, we used cross validation 
technique with ten folds over SPARTE-Bal, testing 
over our four classifiers. Then, we tested 
SPARTE-Bal by splitting the corpus in training set 
(70%), and test set (30%). 
 The results are shown in the tables 4 and 5 below. 
 

Classifier Accuracy% 
DT 68.19% 
MLP 62.64% 
AdaBoost 61.31% 
SVM 60.35% 
Baseline 50% 

Table 4.Results obtained with Cross Validation 10 folds 
in two-way task to predict SPARTE. 

 
 

Classifier Accuracy% 
DT 66.50% 
AdaBoost 62.31% 
SVM 59.60% 
MLP 52.70% 
Baseline 50% 

Table 5.Results obtained with SPARTE with split 70%. 
 
The results on cross-validation are better than 
those obtained on test set, which is most probably 
due to overfitting of classifiers. 

Table 5 shows a good performance of 66.50%, 
predicting test set and using Decision trees. These 
results are opposed to the bad performance re-
ported by SPARTE to predict RTEs datasets. Here, 
in fact, the syntactic complexity and original task 
do not change between train and test set; and it 
seems to be the main problem with the low per-
formance of SPARTE in Table 1.  

 

 

3.1 Related Work 

Up to our knowledge, there are not available re-
sults of other teams that used SPARTE to predict 
RTE, or used RTEs applied to Spanish.  However, 
some comparison with other results for Spanish 
could be done in AVE Challenge (Alberto Téllez- 
Valero et al., 2008; Ferrández et al., 2008; Castillo, 
2008), but we will need to modify our system to 
test AVE 2008 test set and computing different 
metric for the ranking of the result.  

On the other hand, comparing the results ob-
tained with English in RTE5 TAC Challenge, we 
obtained a result not statistical significant with re-
spect to the median score for English systems that 
is 61.17% of accuracy. Also, our system could be 
compared to independent-language RTE systems. 

To finish, we think that several improvements 
could be done in order to improve the accuracy of 
the system, using syntactic features, more semantic 
information, and new external resources such as 
Acronyms database.  

4 Opportunities  for Collaboration 

Our work is oriented to create a Textual Entailment 
System. Such system could be used by another sys-
tem or teams of others Universities, as an internal 
module.  

The entailment relations between texts or 
strings are very useful for a variety of Natural 
Language Processing applications, such as Ques-
tion Answering, Information Extraction, Informa-
tion Retrieval and Document Summarization. 

For example, a RTE module could be used in a 
Question Answering system, where the answer of a 
question must be entailed by the text that supports 
the correctness of the answer; or an Automatic 
Summarization system could eliminate the passag-
es whose meaning is already entailed by other pas-
sages and, by this way, reduce the size of the 
passages. 

In addition, a question answering system could 
be enhanced by a RTE module, and also, these re-
sults are useful as Answer Validation System.  

Our system was designed having in mind the 
interoperation among systems. Thus, the system 
inputs accept files in .xml format, and the output is 
text plain files and .xml files. 

On the other hand, one of the resources that 
would allow this work advance is the EuroWord-
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net, because it could provide additional semantic 
information improving our semantic features, and 
so the performance of our system. Due to being an 
expensive and not freely available resource, we are 
avoiding using it, but we expect to be able to use it 
in the future. In section 3, we used Wordnet in or-
der to obtain the relationship between two different 
concepts. Since Wordnet includes only synsets for 
English and not for Spanish, we have translated the 
<t,h> pairs to English using the online Microsoft 
Bing translator5, in order to use Wordnet. As a re-
sult, a loss of performance was obtained. We be-
lieve that the use of EuroWordNet could benefit 
our semantic features. 

Currently, we are keeping improving our sys-
tem, and we are looking forward to get opportuni-
ties for collaboration with other teams of all the 
Americas. 

5 Conclusion and Future work  

In this paper we present an initial RTE System 
based for the Spanish language, based on machine 
learning techniques that uses some of the available 
textual entailment corpus and yields 60.83% of 
accuracy.  

One issue found is that SPARTE Corpus seems 
to be not useful to predict RTEs-Sp datasets, be-
cause of the syntactic simplicity and the absence of 
task information different to QA task.  

On the other hand, we found that a competitive 
result of 66.50%acc is reported by train and test set 
taken from SPARTE Corpus. 

Future work is oriented to experiment with ad-
ditional lexical and semantic similarities features 
and to test the improvements they may yield. Also, 
we must explore how to decrease the computation-
al cost of the system. Our plan is keeping applying 
machine learning algorithms, testing with new fea-
tures, and adding new source of knowledge.  
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Abstract

The evolution of literary styles in the west-
ern tradition has been the subject of extended
research that arguably has spanned centuries.
In particular, previous work has conjectured
the existence of a gradual yet persistent in-
crease of the degree of self-awareness or in-
trospection, i.e. that capacity to expound on
one’s own thought processes and behaviors,
reflected in the chronology of the classical lit-
erary texts. This type of question has been tra-
ditionally addressed by qualitative studies in
philology and literary theory. In this paper,
we describe preliminary results based on the
application of computational linguistics tech-
niques to quantitatively analyze this hypoth-
esis. We evaluate the appearance of intro-
spection in texts by searching words related to
it, and focus on simple studies on the Bible.
This preliminary results are highly positive,
indicating that it is indeed possible to statis-
tically discriminate between texts based on a
semantic core centered around introspection,
chronologically and culturally belonging to
different phases. In our opinion, the rigurous
extension of our analysis can provide not only
a stricter statistical measure of the evolution
of introspection, but also means to investigate
subtle differences in aesthetic styles and cog-
nitive structures across cultures, authors and
literary forms.

1 Introduction

The evolution of literary styles in the western tradi-
tion has been the subject of extended research that
arguably has spanned centuries. In particular, previ-
ous work has conjectured the existence of a grad-
ual yet persistent increase of the degree of self-
awareness or introspection, i.e. that capacity to ex-
pound on one’s own thought processes and behav-
iors, reflected in the chronology of the classical lit-
erary texts. This type of question has been tradi-
tionally addressed by qualitative studies in philology
and literary theory. In this paper, we describe pre-
liminary results based on the application of compu-
tational linguistics techniques to quantitatively ana-
lyze this hypothesis.

The striking differences between the Iliad and the
Oddysey in the way the characters’ behaviors are
attributed to divine intervention, or to the individ-
ual’s volition, has been pointed out by numerous
scholars (Onians, 1988; Dodds, 1951; Adkins, 1970;
De Jong and Sullivan, 1994). However, not until
the highly influential work of Marshall McLuhan
(McLuhan, 1962) and Julian Jaynes (Jaynes, 2000)
was it pointed out that these changes may reflect not
just artistic or even cultural tendencies, but profound
alterations in the mental structure of those who
wrote, collected and assimilated the stories. While
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McLuhan argued for a materialistic effect of the type
of medium (the linearity of written language, the
holistic nature of the moving image) on the orga-
nization of thoughts (linear or integrative, respec-
tively), Jaynes proposed a more radical hypothe-
sis: a relatively abrupt transition from a “bicam-
eral mind”, where one hemisphere produced god-
like commands that the other followed blindly, to
the modern mind with its ability of self-awareness.
Moreover, Jaynes boldly suggested that this transi-
tion may have been accompanied by a physical pro-
cess that altered the relationship between the hemi-
spheres, and changed culture permanently. Since
its publication, The origins of consciousness in the
breakdown of the bicameral mind has been highly
influential inside and outside scientific quarters, as
well as a source of continuing controversy (Cavanna
et al., 2007).

Whether brought about by nature or nurture, how-
ever, Jaynes presents compelling arguments about
the effects of this transition, including stylistic
changes throughout the other foundational text of
the western world, the Bible. Simply put, a less rad-
ical version of Jaynes’ hypothesis would state that,
within the judeo-greco-christian cultural tradition,
there exists an “arrow of time” pointing to increasing
introspection. The question we set out to answer in
the present manuscript is to what extent it is possible
to analyze, quantitatively, this hypothesis.

The widespread availability of classic and modern
literary texts has paved the road to a wide variety of
linguistic studies. Matters of literary style and struc-
ture are necessarily more controversial, although the
recent work of F. Moretti (Moretti, 2005) has shown
that it is indeed possible to quantify the subtle varia-
tions in the structure of the novel over temporal peri-
odizations and geographical locations. In any event,
given that our intention is to complete a preliminary
study of feasibility, we focus here on capturing the
textual traces of words or lexical structures that can
be reasonably argued to reflect introspective think-
ing on the part of the characters, using techniques
from machine learning and computational linguis-
tics.

2 Materials and methods

We downloaded selected texts representative of dif-
ferent ages in literature from the MIT classic texts
archive (Daniel C. Stevenson, 2010), based on refer-
ences in Jaynes’ book (Jaynes, 2000). The selected
texts are: the Iliad and the Odyssey (approx. 1200
BC to 900 BC), The Bible (approx. 1400 BC to
AD 200), Lucretius’ On the Nature of Things (99
BC - 55 BC), St. Augustine’s Confessions (AD 397
- AD 398), Shakespear’s The Merchant of Venice
(AD 1596 - AD 1598), Hamlet (approx. AD 1600),
Macbeth (AD 1603 - AD 1607) and Othello (AD
1603), Cervantes’ Quixote (AD 1605 - AD 1615),
Jean Austen’s Mansfield Park (AD 1814), Emma
(AD 1815) and Persuasion (AD 1816) and Proust’s
Time Regained (AD 1927).

On this preliminary study, we focused on ex-
tremely simple techniques to test our hypothesis.
We have implemented a series of basic routines
to analyze the frequency of certain words related
to introspection, selected by hand. We used very
simple regular expressions to search over the text:
think+, thought, myself, mind+, feel+
and felt. The search was conducted on 10,000-
words windows starting from the beginning of the
text moving towards the end in 2,000-words steps.
Also, the appearance of references to God in the
Bible was measured. In this case, we looked for:
lord, god and almighty; all searches done case
insensitive. In order to control for the possible in-
crease of these selected words as a trivial conse-
quence of an increase in the overall linguistic rich-
ness or expressiveness of the text, we also computed
the total number of distinct words for each step.

As an alternative approach, we applied a data-
driven method to extract the semantic structure of
texts, namely topic modeling (Blei, 2009). We uti-
lized the implementation of the mallet package (Mc-
Callum, 2002), an off-the-shelf tool, generating 100
topics through 10,000 Gibbs sampling rounds. The
topics were then manually inspected for their seman-
tic relevance to the issue at hand, i.e. introspection.

3 Results

The preliminary results are highly positive, indicat-
ing that it is indeed possible to statistically discrim-
inate between texts based on a semantic core cen-
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Figure 1: Frequency of words related to introspection versus the amount of different words. Each text is identified by
a unique color; each point represents a 10,000-words window.

tered around introspection, chronologically and cul-
turally belonging to different phases. In figure 1 we
show the frequency of words related to introspec-
tion versus the amount of different words, for all the
texts we chose. Each author is identified by a unique
color; each text is identified by an unique symbol;
each point represents a 10,000-words window. The
frequency is calculated as count over the number of
different words in the 10K windows. To summarize
this information and provide statistical value to our
analysis, we present in figure 2 the mean and stan-
dard deviation for each of the selected texts.

We clearly observe how different texts are dis-
joint in the graph, both in amount of different words
used in each window, as well as the frequency of
introspection. This is the case for the Iliad and
the Odyssey, confirming that our preliminary mea-
sure captures the semantic differences between both
pieces. We also observe a trend between some of
the sections of the Bible (we will return to this be-
low), to the Homeric texts, Lucretius, Cervantes
and Austen, roughly following a chronological or-
der. St. Augustine’s Confessions is an exception
of this trend, as it shows a higher frequency than
Cervantes. However, given that Confessions is con-
sidered the first auto-biography work in the Western
tradition, the high value of our introspection mea-
sure is to some extent a validation of its pertinence.
A more noticeable exception is Shakespear’s oeuvre,
that seems to consist of very differentiated clusters
for each piece. Taken together, however, the ensem-

ble average of his work seems to fall in line with
the global temporal order. It is beyond the scope of
our manuscript to discuss the nuances of the work
of The Bard, but our analytic approach may pro-
vide new tools to the ongoing Shakespearean schol-
arship. Finally, our analysis seems to really break
down for Proust, as one intuitively would expect a
much higher measure of introspection, even more
so considering that he displays significant richness
in terms of the number of distinct words in the text.
This failure is clearly an indication of the limitations
of our current approach, which as it stands may only
not be applicable to modern or contemporary litera-
ture.

The Bible is of particular interest for this work,
as it was written in parts along a wide time interval
(taking into account the Old and New Testaments).
It enables us to analyze the “arrow of time” of in-
trospection within a relatively coherent framework,
even though a vast and in most cases unknown host
of writers and compilers gave this text its present
shape, and the relationship between textual linear-
ity and chronological order is certainly not simple.
Be it as it may, for our purposes we only require
that this relationship be monotonic in a statistical
sense, which we assume to be the case for the Bible.
In figure 3 we show the frequency of introspection
along different periods of the Bible. The text was di-
vided into 6 pieces of the same length; purposefully,
no semantic division was performed. Introspection
increases towards the more modern sections of the
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Figure 2: Frequency of words related to introspection versus the amount of different words. Each text is identified by
a unique color. Error bars shows the standard deviation in both axis.

text, confirming our initial hypothesis. Note that the
lexical richness (number of distinct words) of the
last period, that includes the New Testament, seems
to be part of the same plateau as the 3rd, 4th and 5th.
Another interesting aspect is how introspection and
citations to God evolve along the lexical, pseudo-
chronological order the the Bible’s test. Figure 4
shows the appearance of introspection and mentions
to God over 10,000-words windows. We observe
a significant increase in introspection as the lexi-
cal order moves ahead, while at the same time the
references to God show a weaker, yet clearly dis-
cernible trend to diminish. This is precisely the an-
alytic counterpart of the phenomenology on which
Jaynes based his hypothesis.

Another avenue of research involves developing
and applying more sophisticated tools of textual
analysis, in order to capture the presence of rele-
vant passages of introspection using data-driven ap-
proaches. In particular, we have done a preliminary
study using Topic Modeling (Blei, 2009), a tech-
nique that uses probabilistic models to uncover the
underlying semantic structure of a text or a collec-
tion of documents. In topic modeling, a topic is
a collection of keywords that are automatically ex-
tracted as highly descriptive of a document. As de-
scribed in the Methods section, we utilized the mal-
let package implementation, choosing 100 topics to
be uncovered. This package produces approximate

inference and therefore different runs may yield dif-
ferent results. In each run, we observed a hand-
ful of topics (between 3 and 6, approximately) that
contained words related to introspection, such as
the mind, think and feel roots. The following
topic, selected as a representative from one of the
mallet runs, was identified based only on the pres-
ence of mind, although some of the other words
may also be relevant for the purpose of revealing in-
trospective activity (soul and desire):

soul love yea desire
mind hate sought loveth

measure fair pleasant nay
keepeth hungry satisfied excellent
occasion rejoicing desired

Figure 5 presents the frequency with which this
topic of interest is considered the main topic by mal-
let, as a running average for every 100 lines of the
Bible. A simple linear regression shows that this
topic becomes more frequent towards the end of the
text, and mirrors the results obtained with the more
hand-crafted approach. This result, while prelimi-
nary (there is a good number of parameters to ex-
plore in setting up topic modeling), is highly promis-
ing, as topic modeling provides a link with the vast
literature of statistical semantic analysis.
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4 Conclusions

Previous work in the evolution of literary styles in
the Western tradition has conjectured the existence
of a gradual yet persistent increase of the degree of
introspection. In particular, the ideas of Marshall
McLuhan and Julian Jaynes suggest the hypothesis
that these changes reflect profound and permanent
alterations in the cognitive structures of the culture.
We set out to investigate to what extent it is possi-
ble to analyze, quantitatively, this hypothesis. We
focused on Homeric and Biblical texts, given their
cultural preeminence, and utilized relatively simple
analytic techniques to measure the degree of intro-
spection along the texts, assuming they reflect, how-
ever imperfectly, a certain chronological order.

The result of measuring word frequencies is
highly positive, indicating that it is indeed possi-
ble to statistically discriminate between texts based
on a semantic core centered around introspection,
chronologically and culturally belonging to different
phases. However, our analysis seems to really break
down for Proust, as one intuitively would expect a
much higher measure of introspection. This failure
is clearly an indication of the limitations of our cur-
rent approach, which as it stands may only not be
applicable to modern or contemporary literature.

Our analysis on the Bible is of particular interest.
It enables us to analyze the “arrow of time” of in-
trospection within a relatively coherent framework,
and the relationship between textual linearity and

chronological order is certainly not simple. Another
interesting aspect is how introspection and citations
to God evolve along the test, with a significant in-
crease in introspection as the lexical order moves
ahead, while references to God show a weaker, yet
clearly discernible trend to diminish.

As an alternative approach, in order to capture the
presence of relevant passages of introspection us-
ing a data-driven method, we applied topic model-
ing. We observed a handful of topics that contained
words related to introspection. The analysis of the
Bible under this technique mirrors the results ob-
tained with the more hand-crafted approach.

While the analysis presented can only be consid-
ered an initial step towards a systematic characteri-
zation of the textual correlate of the concept of in-
trospection, the simplicity of our methods and the
clarity of the results support our initial hypothesis,
and validate our approach. In our opinion, the rigor-
ous extension of our analysis can provide not only a
stricter statistical measure of the evolution of intro-
spection, but also a means to investigate subtle dif-
ferences in aesthetic styles and cognitive structures
across cultures, authors and literary forms (i.e. the
novel, cf. (Moretti, 2005)).

5 Outlook

Given the necessarily broad, integrative nature of
any approach to introspection, there is a number
of different alternatives we are currently exploring
to expand our analysis, with an emphasis on inter-
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Figure 4: Frequency of words related to introspection and God versus the 10,000-words window number.

disciplinary perspectives.

A first step is systematizing the routines for fil-
tering, processing and analysis of the texts. We
will incorporate more terms related to introspec-
tion captured in the structure of Wordnet, and even-
tually also incorporate as part of the analysis ele-
ments of the graphical structure that underlies this
database (Sigman and Cecchi, 2002). Some interest-
ing developments in this area are the measures of se-
mantic similarity between concepts (Budanitsky and
Hirst, 2006; Pedersen et al., 2004; Patwardhan et al.,
2003). This measure may result useful for classify-
ing the different topics acquired using topic model-
ing, taking into account the similarity of the words
related to introspection, as an extension to the se-
mantic relationships established by Wordnet and the
various dictionaries and thesaurii currently available
as databases.

We will also incorporate the notion of concept
drift to our topic modeling, expecting it to account
for the temporal evolution of the use of introspec-
tion. A promising proposal for this purpose is that
of Dynamic Topic Modeling. We are particularly in-
terested in approaches that require minimal a priori
intervention; we expect that a dynamic model with
an unconstrained number of topics, as opposed to

the fixed number of topics proposed in the origi-
nal paper (Blei and Lafferty, 2006), may lead more
naturally to the identification of potential transitions
along the text. This approach is not straightforward
to implement, and may require the development of
an appropriate statistical model.

Another step will be a more careful and princi-
pled selection and categorization of our text corpus.
While the techniques at hand enable the analysis of
massive amounts of data, we will select our texts
based on their cultural and historical relevance in a
more systematic way. Comparing different cultures
and ages results in an interesting challenge. We are
specifically interested in the replication of the results
presented here in the case of the aboriginal Ameri-
can cultures. The concept of introspection appears
in many classic American texts such as the Popol
Vuh and the Chilam Balam; however, their compila-
tion by European scholars and translation to differ-
ent languages may not keep the essence of the origi-
nal texts. A robust systematization of our technique
will allow us to analyze texts in different languages
easily. We look forward to compare the measures of
introspection between texts in their native languages
in contrast with its appearance in their translations.
Moreover, this may help with the conservation of se-
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Figure 5: Frequency of Introspection topic as the main topic for each section of the Bible, as a running average every
100 lines.

lected concepts along translations of texts. This line
of research will require the interaction with experts
in early American philology.

Finally, it is important to note that the analyti-
cal techniques proposed here, namely the quantifica-
tion of psychological concepts embedded in the text,
can be used as tools for pedagogical and psychiatric
evaluation (Lombardo et al., 2007). This will require
a consorted effort with psychologists and psychia-
trists to collect and organize personal narrations by
patients, as well as the compilation of texts already
available in the literature, in particular by people suf-
fering from schizophrenia and depression.

In summary, we believe the results presented
here will provide a rich source of multi-disciplinary
follow-up and derived lines of research around sta-
tistical measurements of psychological features in
text, within and beyond the concept of introspection.
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Abstract

In this paper, an overview of an approach for
cross-language image indexing and multilin-
gual terminology alignment is presented. Con-
tent-Based Image Retrieval (CBIR) is
proposed as a means to find similar images in
target language documents in the web and
natural language processing is used to reduce
the search space and find the image index. As
the experiments are carried out in specialized
domains, a systematic and recursive use of the
approach is used to align multilingual termi-
nology by creating repositories of images with
their respective cross-language indices.

1 Introduction

Images, as representation of real world entities,
constitute a sine qua non prerequisite for a number
of language tasks. For instance, children as well as
foreign language learners often resort to images in
order to concretize lexical learning through asso-
ciative processes (cf. Bloom, 2000: 57).

Likewise, human translators particularly benefit
a lot from images when dealing with specialized
texts. For example, a word-based image search is a
very useful technique to enhance understanding of
the source text and achieve precision in the target
text. In the context of online resources, a site with
the image of a device provides the translator not
only with an illustration of the object, but also with

hyperlinks to websites containing relevant infor-
mation.

However, for an integral usage of images as a
supportive resource for automated language
processes, comprehensive indexed image databases
as well as wide-coverage lists of suitable index
terms are required. The availability of such lists
and the material to index images are language de-
pendent. For instance, for English, considerably
more resources are available than for Spanish. A
study carried out by Burgos (2006) with bilingual
Spanish-English terminological dictionaries re-
vealed that the average of retrieved Spanish docu-
ments per term from the web was dramatically
lower (7,860) than the average of retrieved English
documents (246,575). One explanation to this is
the huge size of the web search space for English
and the little search space for Spanish. However,
another reason is that Spanish terms found in tradi-
tional terminological dictionaries could not be of
conventional usage among experts and do not
represent what is actually contained in the search
space. Therefore, more suitable index terms must
be looked for.

In the present work, content-based image re-
trieval (CBIR) is proposed as a means for multilin-
gual terminology retrieval from the web with the
purpose of aligning a multilingual glossary and
building up an image index. The main goal of this
research is to exploit the co-occurrence of images
and terms in specialized texts which has been
called the bimodal co-occurrence (BC). Experi-
ments have been done so far for English and Span-
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ish with a few observations in other languages,
e.g., Portuguese. Figure 1 shows a forecast of the
whole system.

The following section provides references on
previous work and suggests that the use of termi-
nology for indexing specialized domain images in
a bilingual or multilingual setting has not been
discussed in previous literature. Section 3 de-
scribes the bimodal co-occurrence (BC) hypothesis
with more detail. Section 4 provides an overview
of how CBIR supports image indexing and term
alignment and includes an outline of the procedure
to select candidate indices through concrete / ab-
stract discrimination. Section 5 presents the current
appeals and needs of this research and section 6
sketches the future work.

Figure 1. Forecast of the system. A spider is launch to
the Internet. Websites fulfilling predefined criteria are
temporarily saved and their images analyzed by DORIS.
If an image in the website presents feature values within
a threshold determined by the example image features,
nouns are extracted and classified from the surrounding
text to make up a list of candidate target terms which
could designate the object in the website’s image. Final-
ly, index-image alignment is carried out.

2 Related Research

The particular nature of this research where lin-
guistic and visual representations converge to
make up a bimodal co-occurrence which is in-
tended to be exploited for multilingual term re-
trieval from the web requires the support of diverse
specialized knowledge to be applied along the
image-based multilingual term retrieval proposed
here. As a consequence, the required processes will
be framed within or related to the fields and sub-
fields of cross-language information retrieval,

cross-language retrieval from image collections,
image-term alignment, image annotation and con-
tent-based image retrieval.

Many of the latest contributions on the above
mentioned fields have been presented in widely
known events such as the Text Retrieval Confe-
rence (TREC), the Cross-Language Evaluation
Forum (CLEF), the Language Resource Evaluation
Conference (LREC), the Special Interest Group in
Information Retrieval (SIGIR) Conference or the
Symposium on String Processing and Information
Retrieval (SPIRE), among others.

For work related to cross-language image re-
trieval which deals with the problem of retrieving
images from multilingual collections, see Clough
et al. (2006), Clough et al. (2005), Clough (2005),
Bansal et al. (2005), Daumke et al. (2006), Iz-
quierdo-Beviá et al. (2005) or Peinado et al.
(2005).

Likewise, for standard and alternatives propos-
als for Content-Based Image Retrieval systems, the
reader can check DORIS (Jaramillo and Branch,
2009b), CIRES1 (Iqbal and Aggarwal, 2003),
QBIC2 (Flickner et al., 1995), PHOTOBOOK3

(Pentland et al., 1996), IMATCH4 and Visual-
SEEk5 (Smith and Chang, 1996), Nakazato et al.
(2003) or Iqbal and Aggarwal (2003). On the other
hand, for a detailed description of the CBIR stan-
dard technology, see Urcid Pliego (2003), Geradts
(2003) or Rui et al. (1999) who present concrete
information on the main features for CBIR as well
as on some related systems and research. For web-
based CBIR related work, see Carson et al. (2002),
Yi et al., (2000), Chang et al. (1997), Tollmar et al.
(2004) or  Drelie et al. (2007). An updated review,
compilation of CBIR techniques, real world appli-
cations, evaluation techniques and interesting ref-
erences can be found in Datta et al. (2008).

Content and Text-Based Cross-Language Image
Retrieval works can be found in Alvarez et al.
(2005), Besançon et al. (2005), Besançon and Mil-

1 http://amazon.ece.utexas.edu/~qasim/research.htm
2

http://domino.research.ibm.com/comm/pr.nsf/pages/rsc.qbic.ht
ml
3 http://vismod.media.mit.edu/vismod/demos/photobook/
4 http://www.photools.com/
5

http://www.ctr.columbia.edu/~jrsmith/html/pubs/acmmm96/ac
mfin.html
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let (2006), Chang and Chen (2006)  or Deselaers et
al. (2006).

Image Annotation contributions can be reviewed
in Barnard et al. (2003), Cheng et al. (2005), Liu et
al. (2006), Qiu et al. (2006), Rahman et al. (2005),
Florea et al, (2006), Güld et al. (2006), Petkova
and Ballesteros (2005), Müller et al. (2006) or Li
and Wang (2003).

Finally, some image-term alignment work has
been presented in Burgos and Wanner (2006), Dec-
lerck and Alcantara (2006); Li and Wang (2003);
Barnard and Forsyth (2001); Pastra (2006) and
Wang et al. (2004).

3 BC Hypothesis

The starting point of this proposal is the BC hypo-
thesis which can be defined as follows.

We assume language independent bimodal co-
occurrence of images and their index terms in the
corpus. This implies that if an image occurs in a
document of the corpus, the corresponding index
term will also occur in the same document (see
Figure 2).

Figure 2. Representation of the BC-hypothesis

Figure 2 also suggests the BC in a bilingual set-
ting. That is, when there is an image of an object in
the source language corpus along with its index
term there should also be an image of the same
object along with its index term in the target lan-
guage corpus. This means that matching both im-
ages would get the two equivalent terms closer.
Table 1 shows an example of the bilingual setting
of the BC. Both bimodal pairs (image and term)
were extracted from manually tracked websites. It
is an example of two manually matched images
taken from two different language websites which
also serve to illustrate how cross-language equiva-
lences between index terms can be established.

Table 1. BC-hypothesis for indexing in a bilingual set-
ting.

In order to prove this BC assumption with some
more representative data, a preliminary empirical
study (carried out initially for English) was carried
out. A sub-corpus of 20 noun phrases6 designating
concrete entities from the automotive industry was
extracted from an issue of the Automotive Engi-
neering International Online7 journal’s Tech Briefs
section and used to retrieve documents from the
web. The first 10 results (i.e., web pages) for each
term were stored. Each of the web pages was ma-
nually analyzed to check the BC. The result was
that the 20 terms confirmed the BC-hypothesis in
145 sites (out of 200) which means a 72.5% of
positive cases.

4 CBIR-Based Image indexing

In order to make the most of the BC, it is necessary
to automate the process of image matching and
image indexing. The fact of matching two images
coming from different language documents gene-
rates comparable corpora (i.e., topic related) and
increases the probability of aligning two equivalent
terms by reducing the search space. To do so, we
use DORIS, a Domain-ORiented Image Searcher
(Jaramillo and Branch, 2009a). DORIS is a JAVA
application to retrieve visual information which
uses both geometric and Zernike moments based
on texture and shape information contained in im-
ages. DORIS performance reaches a 90% of preci-
sion (Jaramillo and Branch, 2009b).

For the image indexing, we first start from a
source language indexed image. An internet seg-
ment in the target language is delimited as the
search space whose images are compared with the
source language image using DORIS. When a

6 See (Quirk et al., 1985: 247) or (Bosque, 1999: 8-28, 45-51)
with respect to the interpretation of the concept ‘concrete
noun’.
7 Cf.  http://www.sae.org/automag/, state January, 2006.
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positive image matching occurs, the target lan-
guage document containing the matched image is
marked as a potential location of the target lan-
guage index term.

Given that more noise results from a large
search space, the size of the image database is
usually one of the major concerns in CBIR applica-
tions. In our work, we observed that the first prob-
lem to tackle is the appropriate definition of the
web segment that will constitute the search space.
Therefore, scalability and quality issues will be
initially addressed by systematically predefining
the websites which could contain the image and
therefore the target term. In this regard, and as a
starting point, the Open Directory Project8 is used
to define our search space. This way, not only cat-
egories but also languages can be filtered. For ex-
ample, the url
http://www.dmoz.org/Business/Automotive/ leads
to the automotive category which contains subca-
tegories and sites in English. On the other hand,
following the url
http://www.dmoz.org/World/Español/Negocios/Ind
ustrias/Automotriz/ which specifies the language,
the user finds subcategories and sites of the catego-
ry automotriz for Spanish.

The image database size and quality will depend
on this definition. Uniformity is more likely, for
example, within the photographs of the same site
than between the images of two or more sites.
Likewise, there will be greater variance of image
characteristics between the images of two different
domains than within the images of the same do-
main, and so on.

Current results were achieved using DORIS.
The observations made so far with respect to
matching of images on the web suggest that some
positive matches in rather homogeneous search
spaces provided enough target index term locations
to pursue index candidate selection.

4.1 Index Candidate Selection

As it has been suggested, BC can be used for mo-
nolingual or bilingual indexing. Once this setting
has been decided and the target image has been
located as described in the previous section, the
index candidate selection can be carried out but,
before, it is possible to reduce even more the

8 http://dmoz.org/

search space for the index term location by parsing
the text surrounding the target image and extract-
ing the noun phrases (NP).

We distinguish NPs from other sort of phrases
by means of a chunker. Once all NPs have been
extracted, some normalization is done in order to
optimize the coming noun classification stage. The
cleaning consists of removing determiners at the
beginning of the phrase; lemmatization (if appro-
priate); discarding NPs whose head noun is an
acronym9; splitting Saxon possessives, and delet-
ing proper nouns and numbers:

three development objectives --> development objective
FSE’s single direct injector --> single direct injector

Given the nature of the association, we are fo-
cusing, that is image-term alignment, the list of
remaining NPs can be additionally pruned by clas-
sifying nouns intro concrete and abstract10.

Classifying nouns as denoting an abstractum or
a concretum is not a trivial task and cannot be
widely covered in this paper because of the limited
space. It can be said, however, that for noun classi-
fication, some approaches have been considered
here. For example, remarkable contributions were
made particularly by Bullinaria (2008), Katrenko
and Adriaans (2008), Peirsman et al. (2008),
Shaoul and Westbury (2008), Van de Cruys (2008)
and Versley (2008). They use word space and syn-
tactic models which, in some cases, behave very
well.

As for the present study experimentation con-
cerning noun classification, three approaches were
tested. The number one used non-linguistic va-
riables, the number two was based on syntactic
patterns and the number three used lexical seman-
tics information taken from WordNet (Fellbaum,
1998). The automatic semantic annotation was
done by the SuperSenseTagger (Ciaramita, 2006).
In fact, it is the latter approach the one that yielded
the best results with a precision of 88.6% (for de-
tailed information, see Burgos, 2009).

9 NPs with acronyms as HN are not included at this stage of
the work since often do not reveal whether they designate
concrete or abstract entities – which could hinder further
validation.
10 The experiments in this stage so far have been done for
English.
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Concrete Abstract No
annota-
tion

No
ana-
lysis

Concrete 81 14 1 4
Abstract 8 90 0 2

Table 2. Results of noun classification for 100 concrete
nouns and 100 abstract nouns. The first two col-
umns/rows show the confusion matrix

These figures suggest that out of 95 concrete
nouns, 81 were correctly annotated, and that out of
98 abstract nouns, 90 were annotated with the right
sense.

4.2 Index-Image Alignment

With a 90% of precision in image matching and an
88.6% of precision in the noun classification task,
we assume a high probability of having the right
image with a reduced list of index candidates.

Now, the indexing process can be simplified if
the image file name matches any of the candidates.
For cases where such matching does not occur, the
following procedure is proposed.

For indexing the target image, each candidate is
used to query the image database (e.g., Google) for
images. For each candidate, the 20 first retrieved
images are compared with the target image using
DORIS. When a positive image match occurs, the
original image is indexed with the candidate that
was used to retrieve from the web the image that
yielded the positive image match. Table 4 illu-
strates this procedure by an example. In the exam-
ple, the images retrieved by steering wheel and air
filter did not match with the original image, but
one of the images retrieved by cylinder head did.
Therefore, the original image is indexed as cylind-
er head.

NP Google
Images

Original
image

Matching
(+/-)

New
index

steering
wheel

☼      →
☼      → ۩

–
– –

cylinder
head

◙       →
۩ →
￼      →

۩
–
+
–

۩
cylinder
head

air filter ۞ →
۞ → ۩

–
– –

Table 3. Illustration of the monolingual image-index
alignment procedure.

5 Discussion

The approach shows that image indices can be
assigned taking into account usage, specificity and
geographical variants. The fact of indexing the
image with a term retrieved from its context as-
sures that the index term is being used. Moreover,
this technique tries to retrieve the appropriate de-
gree of specificity that the index of a specific do-
main image is expected to present – which is often
determined by the number of modifiers of multi-
word expressions. Likewise, even for specialized
discourse, indices should respond to geographical
variants. This aspect can be controlled by specify-
ing country domains.

6 Appeals and needs

This work could be incorporated with projects
dealing with the access to existing information
bases by providing multilingual and multimodal
extensions to them. For instance, assistive technol-
ogy databases (e.g. EASTIN) or patent retrieval
engines (cf. Codina et al., 2008) which contain a
great deal of visual content.

Content-Based Image Retrieval (CBIR) is an
important contribution to multimodal information
retrieval. In addition, pairing images with equiva-
lent multilingual terminology has become a matter
of interest, particularly in specialized domains.
This work could integrate CBIR and natural lan-
guage processing (NLP) techniques so that images
can be used as language independent representa-
tions to help in finding documents of textual or
ontology descriptions.

Our approach can be especially useful for web
users who do not know the structure of the classifi-
cation system to successfully search or when they
do not know the language and special terminology
of the information base.

Thus, this work can be integrated to other sys-
tems in order to provide cross-lingual retrieval and
machine translation for both queries and docu-
ments and to enable visualization support for query
formulation and document content presentation.

Given the nature of this research’s products,
they can be included into the scope of multilingual-
ity by combining CBIR and cross-language infor-
mation retrieval technology. A link to
terminological databases can also be established so
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they can be automatically fed with entries and vis-
ual content.

As for this research needs, an adaptation of the
SST to Spanish would be really valuable. The SST
has already been ported to Italian which represents
an interesting experience to take into account.

On the other hand, optimization and integration
of the research modules such as a web crawler and
an interface for CBIR and noun classification are
still pending.

7 Future work

Given that not all process stages of the proposal
presented in this paper have been completely inte-
grated and automated, an overall evaluation has not
been possible so far. Future work aims at integrat-
ing DORIS in modules for index candidate selec-
tion and index-image alignment. The goal is to be
able to compile multilingual specialized glossaries
after systematic and recursive exploration of well
delimited web segments and storage of images
with their respective cross-language indices. Like-
wise, some other methods to improve discrimina-
tion between concrete and abstract nouns will be
researched. The above cited related works in this
line have not been tested yet for our proposal, but,
for future work, they will be taken into account
provided that these models rely on local informa-
tion and it certainly represents an advantage for
this specific task11. Even if linguistic specific fea-
tures are hard to find in both classes of nouns, they
are not completely discarded. Finally, further expe-
riments will be carried out with other domains than
automotive engineering.
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Abstract

IRASubcat is a language-independent tool to
acquire information about the subcategoriza-
tion of verbs from corpus. The tool can extract
information from corpora annotated at vari-
ous levels, including almost raw text, where
only verbs are identified. It can also ag-
gregate information from a pre-existing lex-
icon with verbal subcategorization informa-
tion. The system is highly customizable, and
works with XML as input and output format.

IRASubcat identifies patterns of constituents
in the corpus, and associates patterns with
verbs if their association strength is over a fre-
quency threshold and passes the likelihood ra-
tio hypothesis test. It also implements a proce-
dure to identify verbal constituents that could
be playing the role of an adjunct in a pattern.
Thresholds controlling frequency and identi-
fication of adjuncts can be customized by the
user, or else they are given a default value.

1 Introduction and Motivation

Characterizing the behavior of verbs as nuclear or-
ganizers of clauses (the so-called subcategorization
information) is crucial to obtain deep analyses of
natural language. For example, it can significantly
reduce structural ambiguities in parsing (Carroll et
al., 1999; Carroll and Fang, 2004), help in word
sense disambiguation or improve information ex-
traction (Surdeanu et al., 2003). However, the usual
construction of linguistic resources for verbal sub-
categorization involves many expert hours, and it is
usually prone to low coverage and inconsistencies
across human experts.

Corpora can be very useful to alleviate the prob-
lems of low coverage and inconsistencies. Verbs

can be characterized by their behavior in a big cor-
pus of the language. Thus, lexicographers only need
to validate, correct or complete this digested infor-
mation about the behavior of verbs. Moreover, the
starting information can have higher coverage and
be more unbiased than if it is manually constructed.
That’s why automatic acquisition of subcategoriza-
tion frames has been an active research area since
the mid-90s (Manning, 1993; Brent, 1993; Briscoe
and Carroll, 1997).

However, most of the approaches have been ad-
hoc for particular languages or particular settings,
like a determined corpus with a given kind of an-
notation, be it manual or automatic. To our knowl-
edge, there is no system to acquire subcategorization
information from corpora that is flexible enough to
work with different languages and levels of annota-
tion of corpora.

We present IRASubcat, a tool that acquires in-
formation about the behaviour of verbs from cor-
pora. It is aimed to address a variety of situations
and needs, ranging from rich annotated corpora to
virtually raw text (because the tags to study can be
selected in the configuration file). The characteri-
zation of linguistic patterns associated to verbs will
be correspondingly rich. The tool allows to cus-
tomize most of the aspects of its functioning, to
adapt to different requirements of the users. More-
over, IRASubcat is platform-independent and open
source, available for download at http://www.
irasubcat.com.ar.

IRASubcat input is a corpus (in xml format) with
examples of the verbs one wants to characterize, and
its output is a lexicon where each verb is associated
with the patterns of linguistic constituents that re-
flect its behavior in the given corpus, an approxima-
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tion to its subcategorization frame. Such association
is established when the verb and pattern co-occur in
corpus significantly enough to pass a frequency test
and a hypothesis test.

In the following section we discuss some previ-
ous work in the area of subcategorization acquisi-
tion from corpora. Then, Section 3 presents the
main functionality of the tool, and describe its us-
age. Section 4 details the parameters that can be cus-
tomized to adapt to different experimental settings.
In Section 5 we outline the functionality that iden-
tifies constituents that are likely to be adjuncts and
not arguments, and in Section 6 we describe the pro-
cedures to determine whether a given pattern is ac-
tually part of the subcategorization frame of a verb.
Section 7 presents some results of applying IRASub-
cat to two very different corpora. Finally, we present
some conclusions and the lines of future work.

2 Previous Work

We review here some previous work related to ac-
quisition of subcategorization information from cor-
pora, focussing on the constraints of the approach
and corpora to learn with. We specially mention ap-
proaches for languages other than English.

The foundational work of (Brent, 1993) was based
on plain text (2.6 million words of the Wall Street
Journal (WSJ, 1994)). Since the corpus had no an-
notation, verbs were found by heuristics. He de-
tected six frame types and filtered associations be-
tween verbs and frames with the binomial hypothe-
sis test. This approach obtained 73.85% f-score in
an evaluation with human judges.

Also in 1993, (Ushioda et al., 1993) exploited also
the WSJ corpus but only the part that was annotated
with part-of-speech tags, with 600.000 words. He
studied also six frame types and did not distinguish-
ing arguments and adjuncts.

The same year, (Manning, 1993) used 4 million
words of the New York Times (Sandhaus, ), selected
only clauses with auxiliary verbs and automatically
analyzed them with a finite-state parser. He defined
19 frame types, and reported an f-score of 58.20%.

Various authors developed approaches assuming a
full syntactic analysis, which was usually annotated
manually in corpora (Briscoe and Carroll, 1997;
Kinyon and Prolo, 2002). Others associated syn-

tactic analyses to corpora with automatic parsers
(O’Donovan et al., 2005).

Various approaches were also found for languages
other than English. For German, (Eckle-Kohler,
1999) studied the behaviour of 6305 verbs on auto-
matically POS-tagged corpus data. He defined lin-
guistic heuristics by regular expression queries over
the usage of 244 frame types.

(Wauschkuhn, 1999) studied 1044 German verbs.
He extracted maximum of 2000 example sentences
for each verb from a corpus, and analyzed them
with partial (as opposed to full) syntactic analysis.
He found valency patterns, which were grouped in
order to extract the most frequent pattern combi-
nations, resulting in a verb-frame lexicon with 42
frame types.

(Schulte im Walde, 2000) worked with 18.7 mil-
lion words of German corpus, found 38 frame types.
She used the Duden das Stilwörterbuch(AG, 2001)
to evaluate results and reported f-score 57,24% with
PP and 62,30% without.

Many other approaches have been pursued for
various languages: (de Lima, 2002) for Portuguese,
(Georgala, 2003) for Greek, (Sarkar and Zeman,
2000) for Czech, (Spranger and Heid, 2003) for
Dutch, (Chesley and Salmon-Alt, 2006) for French
or (Chrupala, 2003) for Spanish, to name a few.

3 General description of the tool

IRASubcat takes as input a corpus in XML format.
This corpus is expected to have some kind of anno-
tation associated to its elements, which will enrich
the description of the patterns associated to verbs.
The minimal required annotation is that verbs are
marked. If no other information is available, the
form of words will be used to build the patterns. If
the corpus has rich annotation for its elements, the
system can build the patterns with the value of at-
tributes or with a combination of them, and also with
combinations with lexical items. The only require-
ments are that verbs are marked, and that all linguis-
tic units to be considered to build the patterns are
siblings in the XML tree.

The output of IRASubcat is a lexicon, also in
XML format, where each of the verbs under inspec-
tion is associated to a set of subcategorization pat-
terns. A given pattern is associated to a given verb
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if the evidence found in the corpus passes certain
tests. Thresholds for these tests are defined by the
user, so that precision can be priorized over recall or
the other way round. In all cases, information about
the evidence found and the result of each test is pro-
vided, so that it can be easily assessed whether the
threshold for each test has the expected effects, and
it can be modified accordingly.

The lexicon also provides information about fre-
quencies of occurrence for verbs, patterns, and their
co-occurrences in corpus.

Moreover, IRASubcat is capable of integrating
the output lexicon with a pre-existing one, merg-
ing information about verbs and patterns with infor-
mation that had been previously extracted, possibly
from a different corpus or even from a hand-built
lexicon. The only requirement is that the lexicon is
in the same format as IRASubcat output lexicon.

4 A highly customizable tool

IRASubcat has been designed to be adaptable in a
variety of settings. The user can set the conditions
for many aspects of the tool, in order to extract dif-
ferent kinds of information for different representa-
tional purposes or from corpora with different kinds
of annotation. For example, the system accepts a
wide range of levels of annotation in the input cor-
pus, and it is language independent. To guarantee
that any language can be dealt with, the corpus needs
to be codified in UTF-8 format, in which virtually
any existing natural language can be codified.

If the user does not know how to customize these
parameters, she can resort to the default values that
are automatically provided by the system for each of
them. The only information that needs to be speci-
fied in any case is the name of the tag marking verbs,
the name of the parent tag for the linguistic units that
characterize patterns and, of course, the input cor-
pus.

The parameters of the system are as follows:

• The user can provide a list of verbs to be de-
scribed, so that any other verb will not be con-
sidered. If no list is provided, all words marked
as verb in the corpus will be described.

• The scope of patterns can be specified as a win-
dow of n words around the words marked as
verbs, where n is a number specified by the

user. It can also be specified that all elements
that are siblings of the verb in the XML tree are
considered, which is equivalent to considering
all elements in the scope of the clause, if that is
the parent node of the verb in an annotated cor-
pus. By default, a window of 3 sibling nodes at
each side of the verb is considered.

• It can be specified that patterns are completed
by a dummy symbol if the context of occur-
rence of the verb does not provide enough lin-
guistic elements to fill the specified window
length, for example, at the end of a sentence.
By default, no dummy symbol is used.

• It can be specified whether the order of occur-
rence of linguistic units should be taken into
account to characterize the pattern or not, de-
pending of the meaning of word order in the
language under study. By default, order is not
considered.

• We can provide a list of the attributes of lin-
guistic units that we want to study, for example,
syntactic function, morphological category, etc.
Attributes should be expressed as an XML at-
tribute of the unit. It can also be specified that
no attribute of the unit is considered, but only
its content, which is usually the surface form of
the unit. By default, an attribute named “sint”
will be considered.

• We can specify whether the content of linguis-
tic units will be considered to build patterns.
As in the previous case, the content is usually
the surface form of the unit (lexical form). By
default, content is not considered.

• A mark describing the position of the verb can
be introduced in patterns. By default it is not
considered, to be coherent with the default op-
tion of ignoring word order.

• It can be specified that, after identifying possi-
ble adjuncts, patterns with the same arguments
are collapsed into the same pattern, with all
their characterizing features (number of occur-
rences, etc.). By default, patterns are not col-
lapsed.

• The number of iterations that are carried out on
patterns to identify adjuncts can be customized,
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by default it is not considered because by de-
fault patterns are not collapsed.

• The user can specify a minimal number of oc-
currences of a verb to be described. By default,
the minimal frequency is 0, so all verbs that oc-
cur in the corpus are described.

• A minimal number of occurrences of a pattern
can also be specified, with the default as 0.

• The user can specify whether the Log-
Likelihood Ratio hypothesis test will be ap-
plied to test whether the association between a
verb and a pattern cannot be considered a prod-
uct of chance. By defect, the test is used (and
the output will be 90, 95, 99 or 99.5 when the
co-ocurrence have that confiability) .

5 Identification of adjuncts

One of the most interesting capabilities of IRASub-
cat is the identification of possible adjuncts. Ad-
juncts are linguistic units that do not make part of
the core of a subcategorization pattern (Fillmore,
1968). They are optional constituents in the con-
stituent structure governed by a verb. Since they are
optional, we assume they can be recognized because
the same pattern can occur with or without them
without a significant difference. IRASubcat imple-
ments a procedure to identify these units by their op-
tionality, described in what follows. An example of
this procedure is shown in Figure 1.

First, all patterns of a verb are represented in a
trie. A trie is a tree-like structure where patterns are
represented as paths in the trie. In our case, the root
is empty and each node represents a constituent of a
pattern, so that a pattern is represented by concate-
nating all nodes that are crossed when following a
path from the root. Each node is associated with a
number expressing the number of occurrences of the
pattern that is constructed from the root to that node.
Constituents are ordered by frequency, so that more
frequent constituents are closer to the root.

In this structure, it is easy to identify constituents
that are optional, because they are topologically lo-
cated at the leaves of the trie and the number of oc-
currences of the optional node is much smaller than
the number of occurrences of its immediately pre-
ceding node.

We have experimented with different ratios be-
tween the frequency of the pattern with and without
the constituent to identify adjuncts. We have found
that adjuncts are usually characterized by occurring
in leaves of the trie at least for 80% of the patterns
of the verb.

Once a constituent is identified as an adjunct, it
is removed from all patterns that contain it within
the verb that is being characterized at the moment.
A new trie is built without the adjunct, and so new
adjuncts may be identified. This procedure can be it-
erated until no constituent is found to be optional, or
until a user-defined number of iterations is reached.

When an adjunct is removed, the original pat-
tern is preserved, so that the user can see whether
a given pattern occurred with constituents that have
been classified as adjuncts, and precisely which con-
stituents.

When this data structure is created, the sequential
ordering of constituents is lost, in case it had been
preserved in the starting patterns. If the mark sig-
nalling the position of the verb had been introduced,
it is also lost. However, order and position of the
verb can be recovered in the final patterns, after ad-
juncts have been identified.

6 Associating patterns to verbs

One of the critical aspects of subcategorization ac-
quisition is the association of verbs and patterns.
How often must a pattern occur with a verb to make
part of the subcategorization frame of the verb? To
deal with this problem, different approaches have
been taken, going from simple co-occurrence count
to various kinds of hypothesis testing (Korhonen et
al., 2000).

To determine whether a verb and a pattern are as-
sociated, IRASubcat provides a co-occurrence fre-
quency threshold, that can be tuned by the user, and
a hypothesis test, the Likelihood Ratio test (Dun-
ning, 1993). We chose to implement this test, and
not others like the binomial that have been exten-
sively used in subcategorization acquisition, because
the Likelihood Ratio is specially good at modeling
unfrequent events.

To perform this test, the null hypothesis is that the
distribution of an observed pattern ’Mj’ is indepen-
dent of of the distribution of verb ’Vi’.
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Figure 1: Example of application of the procedure to identify adjuncts.

1. A starting set of patterns:
[NP DirObj PP-with], [NP DirObj], [NP DirObj], [NP DirObj
PP-with],[NP DirObj] y [NP DirObj PP-for]

2. Pattern constituents are ordered by frequency:
NP > DirObj > PP-with > PP-for

3. Constituents in patterns are ordered by their relative frequency:

[NP DirObj PP-with]
[NP DirObj]
[NP DirObj]
[NP DirObj PP-with]
[NP DirObj]
[NP DirObj PP-for]

4. A trie is built with patterns:

[NP DirObj] ->3
[NP DirObj PP-with] ->2
[NP DirObj PP-for] ->1

5. Leafs in the trie are “DirObj”,“PP-with” and “PP-for”. Since DirObj also occurs in the trie in a
position other than leaf, it will not be considered as an adjunct in this iteration. In contrast, both
PP-with and PP-for fulfill the conditions to be considered adjuncts, so we prune the patterns the trie,
which will now have the single pattern, which forms a trie with 2 adjuncts (with information about
the number of occurrences of each adjunct constituent):

[NP DirObj {PP-with:1 PP-for:2}]

6. If the trie has been modified in this iteration, we go back to 2. If no modification has been operated,
the procedure ends.
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Moreover, the user can also specify a minimum
number of occurrences of a verb to be taken into
consideration, thus ruling out verbs for which there
is not enough evidence in the corpus to obtain reli-
able subcategorization information.

7 Examples of applications

We have applied IRASubcat to two very different
corpora in order to test its functionalities.

We have applied it to the SenSem corpus
(Castellón et al., 2006), a corpus with 100 sentences
for each of the 250 most frequent verbs of Span-
ish, manually annotated with information of verbal
sense, syntactical function and semantic role of sen-
tence constituents, among other information. From
all the available information, we specified as input
parameter for IRASubcat to consider only the syn-
tactic function of sentence constituents. Thus, the
expected output was the syntactic aspect of subcat-
egorization frames of verbs. We worked with the
verbal sense as the unit.

We compared the patterns associated to each ver-
bal sense by IRASubcat with the subcategorization
frames manually associated to the verbs at the a lex-
ical data base of SenSem verbs1. We manually in-
spected the results for the 20 most frequent verbal
senses. Results can be seen at Table 1. We found
that the frequency threshold was the best filter to as-
sociate patterns and verbs, obtaining an f-measure
of 74%. When hypothesis tests were used as a crite-
rion to filter out associations of patterns with verbal
senses, performance dropped, as can be seen in the
lower rows of Table 1.

We also applied IRASubcat to an unannotated
corpus of Russian. The corpus was automatically
POS-tagged with TreeTagger (Schmid, 1994). We
applied IRASubcat to work with parts of speech to
build the patterns.

We manually inspected the patterns associated to
prototypical intransitive (“sleep”), transitive (“eat”)
and ditransitive (“give”) verbs. We found that pat-
terns which were more strongly associated to verbs
corresponded to their prototypical behaviour. For
example, the patterns associated to the verb “eat”
reflect the presence of a subject and a direct object:

1The lexical data base of SenSem verbs can be found at
http://grial.uab.es/adquisicio/.

Pattern occurrences % Likelihood
Ratio Test

[’V’, ’Nn’] 5 99
[’V’, ’C’] 5 95
[’V’, ’R’] 4 did not pass
[’V’, ’Nn’, ’C’, ’Q’] 3 95
[’V’, ’V’, ’Nn’, ’Nn’] 3 99
[’V’, ’Nn’, ’Na’] 3 99,5
[’Nn’, ’C’] 3 90
[’V’, ’Nn’, ’Nn’] 3 99
[’V’, ’R’, ’Q’] 2 95
[’V’, ’Nn’, ’An’] 2 99

For more details on evaluation, see (Altamirano,
2009).

8 Conclusions and Future Work

We have presented a highly flexible tool to acquire
verbal subcategorization information from corpus,
independently of the language and level of annota-
tion of the corpus. It is capable of identifying ad-
juncts and performs different tests to associate pat-
terns with verbs. Thresholds for these tests can be
set by the user, as well as a series of other sys-
tem parameters. Moreover, the system is platform-
independent and open-source2.

We are currently carrying out experiments to as-
sess the utility of the tool with two very different
corpora: the SenSem corpus of Spanish, where sen-
tences have been manually annotated with informa-
tion about the category, function and role of the ar-
guments of each verb, and also a raw corpus of Rus-
sian, for which only automatic part-of-speech tag-
ging is available. Preliminary results indicate that,
when parameters are properly set, IRASubcat is ca-
pable of identifying reliable subcategorization infor-
mation in corpus.

As future work, we plan to integrate evaluation
capabilities into the tool, so that it can provide pre-
cision and recall figures if a gold standard subcate-
gorization lexicon is provided.
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Abstract 

Linguistic resources with domain-specific 

coverage are crucial for the development of 
concrete Natural Language Processing (NLP) 

systems. In this paper we give a global intro-

duction to the ongoing (since 2009) TermiNet 

project, whose aims are to instantiate a gener-

ic NLP methodology for the development of 

terminological wordnets and to apply the in-

stantiated methodology for building a termi-

nological wordnet in Brazilian Portuguese. 

1 Introduction 

In knowledge-based Natural Language Processing 

(NLP) systems, the lexical knowledge database is 

responsible for providing, to the processing mod-
ules, the lexical units of the language and their 

morphological, syntactic, semantic-conceptual and 

even illocutionary properties (Hanks, 2004). 
In this scenario, there is an increasing need of 

accurate general lexical-conceptual resources for 

developing NLP applications. 
A revolutionary development of the 1990s was 

the Princeton WordNet (WN.Pr) (Fellbaum, 1998), 

an online reference lexical database built for 
North-American English that combines the design 

of a dictionary and a thesaurus with a rich ontolog-

ical potential. 
Specifically, WN.Pr is a semantic network, in 

which the meanings of nouns, verbs, adjectives, 

and adverbs are organized into “sets of cognitive 
synonyms” (or synsets), each expressing a distinct 

concept. Synsets are interlinked through concep-

tual-semantic (i.e., hypernymy
1
/hyponymy

2
, holo-

nymy/meronymy, entailment
3
, and cause

4
) and 

lexical (i.e., antonymy) relations. Moreover, 

WN.Pr encodes a co-text sentence for each word-

form in a synset and a concept gloss for each syn-
set (i.e., an informal lexicographic definition of the 

concept evoked by the synset). 

The success of WN.Pr is largely due to its ac-
cessibility, linguistic adequacy and potential in 

terms of NLP. Given that, WN.Pr serves as a mod-

el for similarly conceived wordnets in several lan-
guages. In other words, the success of WN.Pr has 

determined the emergence of several projects that 

aim the construction of wordnets for other lan-
guages than English or to develop multilingual 

wordnets (the most important project in this line is 

EuroWordNet) (Vossen, 2002). 
Many recent projects with the objective of (i) in-

tegrating generic and specialized wordnets (e.g., 

Magnin and Speranza, 2001; Roventini and Mari-
nelli, 2004; Bentivogli et al., 2004), (ii) enriching 

generic wordnets with terminological units (e.g., 
Buitelaar and Sacaleanu, 2002) or (iii) constructing 

terminological wordnets (e.g.: Sagri et al., 2004; 

Smith and Fellbaum, 2004) have shown that con-

                                                        
1 The term Y is a hypernym of the term X if the entity denoted 
by X is a (kind of) entity denoted byY. 
2 If the term Y is a hypernym of the term X then the term X is 
a hyponym of Y. 
3 The action A1 denoted by the verb X entails the action A2 

denoted by the verb Y if A1 cannot be done unless A2 is, or 
has been, done 
4 The action A1 denoted by the verb X causes the action A2 
denoted by the verb Y. 
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crete NLP application must be able to comprehend 

both expert and non-expert vocabulary. 
Despite the existence of a reasonable number of 

terminological wordnets, there is no a general me-

thodology for building this type of lexical data-
base. Thus, motivated by this gap and by the fact 

that Brazilian Potuguese (PB) is a resource-poor 

language, the two-years TermiNet project has been 
developed since September 2009. 

This paper gives an overview of the TermiNet 

project. Accordingly, in Section 2 we brief de-
scribe the original WN.Pr design that motivated the 

project. In Section 3 we present the aims of the 

TermiNet project and its methodological approach. 
In Section 4 we depict the current state of the 

project. In Section 5 we describe future work, and 

in Section 6 we outline potential points for collabo-
ration with researchers from the rest of the Ameri-

cas. 

2 Princeton WordNet and its Design 

WN.Pr contains information about nouns, verbs, 
adjectives and adverbs in North-American English 

and is organized around the notion of a synset. As 

mentioned, a synset is a set of words with the same 
part-of-speech that can be interchanged in a certain 

context. For example, {car; auto; automobile; ma-

chine; motorcar} form a synset because they can be 

used to refer to the same concept. A synset is often 
further described by a concept gloss

5
, e.g.: “4-

wheeled; usually propelled by an internal combus-

tion engine”. 
 Finally, synsets can be related to each other by 

the conceptual-semantic relations of hyperonymy/ 

hyponymy, holonymy/meronymy, entailment and 
cause, and the lexical relation of antonymy. 

 In the example, taken from WN.Pr (2.1), the 

synset {car; auto; automobile; machine; motorcar} 

is related to: 
 

(i) more general concepts or the hyperonym syn-

set: {motor vehicle; automotive vehicle}; 
(ii) more specific concepts or hyponym synsets: 

e.g. {cruiser; squad car; patrol car; police car; 

prowl car} and {cab; taxi; hack; taxicab}; and 
(iii) parts it is composed of: e.g. {bumper}; {car 

door}, {car mirror} and {car window}. 

                                                        
5 An informal lexicographic definition of the concept evoked 

by the synset. 

WN.Pr also includes an English co-text sen-

tence for each word-form in a synset, and a seman-
tic type for each synset. 

Based on WN.Pr design, Brazilian Portuguese 

WordNet (WordNet.Br or WN.Br) project 

launched in 2003 departed from a previous lexical 
resource: the Brazilian Portuguese Thesaurus (Di-

as-da-Silva et al, 2002). The original WN.Br data-

base is currently being refined, augmented, and 
upgraded. The improvements include the encoding 

of the following bits of information in to the data-

base: (a) the co-text sentence for each word-form 
in a synset; (b) the concept gloss for each synset; 

and (c) the relevant language-independent hierar-

chical conceptual-semantic relations. 

The current WN.Br database presents the fol-
lowing figures: 11,000 verb forms (4,000 synsets), 

17,000 noun forms (8,000 synsets), 15,000 adjec-

tive forms (6,000 synsets), and 1,000 adverb forms 
(500 synsets), amounting to 44,000 word forms 

and 18,500 synsets (Dias-da-Silva et al, 2008). 

3 The TermiNet Project 

The TermiNet (“Terminological WordNet”) 
project started in September 2009 and shall be fi-

nished finish in August 2011. It has been devel-

oped in the laboratory of the Research Group of 
Terminology

6
 (GETerm) in Federal University of 

São Carlos (UFSCar) with the collaboration of the 

Interinstitutional Center for Research and Devel-
opment in Computational Linguistics

7
 

(NILC/University of São Paulo) researchers. 

The TermiNet project has two main objectives. 
The first is to instantiate the generic NLP metho-

dology, proposed by Dias-da-Silva (2006), for de-

veloping terminological databases according to the 
WN.Pr model. Such methodology distinguishes 

itself by conciliating the linguistic and computa-

tional facets of the NLP researches. The second is 
to apply the instantiated methodology to build a 

terminological wordnet or terminet
8
 in BP, since 

BP is a resource-poor language in NLP for which 
domain-specific databases in wordnet format have 

not been built yet. 

 It is important to emphasize that the main 
terminological resources in BP, which are availa-

                                                        
6 http://www.geterm.ufscar.br/ 
7 http://www.nilc.icmc.usp.br 
8 In the TermiNet project, a terminological wordnet database 
is called “terminet”. 
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ble through the OntoLP
9
 website, are in fact (for-

mal) ontologies or taxonomies. There is no 
nological WordNet-like database in BP. 

In order to achieve its objectives, TermiNet has, 

apart from the project leader (Prof. Ariani Di Fe-
lippo), an interdisciplinary team that includes six 

undergraduate students: five from Linguistics and 

one from Computer Science courses. The Linguis-
tics students are responsible for specific linguistic 

tasks in the project, such as: (i) corpus compila-

tion, (ii) candidate terms extraction, (iii) synonymy 
identification, and (iv) semantic-conceptual rela-

tions extraction (hypernymy/hyponymy). The res-

ponsability of the Computer Science student is to 
support the automatic processing related to the lin-

guistic (e.g., tagging, parsing, term extraction, 

etc.) and linguistic-computational domains during 
the initial stages of the project. 

Moreover, the project counts with the collabora-

tion of four PhD researchers from NILC. Specifi-
cally, TermiNet has the support of Prof. Gladis 

Maria de Barcellos Almeida, a specialist in termi-

nological research and the coordinator of GETerm; 
Prof. Maria da Graças Volpe Nunes, the coordina-

tor of NILC and one of the most important Brazili-

an NLP researchers; Prof. Sandra Aluisio, a 
specialist in corpus construction, and Prof. Thiago 

Pardo, who has interests in the development of lex-

ical resources for the automatic processing of BP. 

3.1 Instantiation of the NLP Tree-Domain 

Methodology 

Based on Expert Systems development, Dias-da-

Silva (2006) established a three-domain approach 

methodology to develop any research in NLP do-
main, assuming a compromise between Human 

Language Technology and Linguistics (Dias-da-

Silva, 1998). 
 The linguistic-related information to be compu-

tationally modeled is likened to a rare metal. So, it 

must be "mined", "molded", and "assembled" into 
a computer-tractable system (Durkin, 1994). Ac-

cordingly, the processes of designing and imple-

menting a terminet lexical database have to be 

developed in the following complementary do-
mains: the linguistic domain, the linguistic-

computational domain, and implementational or 

computational domain. 
 

                                                        
9 http://www.inf.pucrs.br/~ontolp/downloads.php 

(a) The Linguistic-related Domain 

In this domain, the lexical resources and the lexi-
cal-conceptual knowledge are mined. More specif-

ically, the research activities in the linguistic 

domain are divided in two processes: the selection 
of the lexical resources for building the terminet 

database, and the specification of the lexical-

conceptual knowledge that characterize a terminet. 
 The linguist starts off these procedures by deli-

mitating the specialized domain that will be en-

coded in wordnet format. 
 According to Almeida and Correia (2008), deal-

ing with an entire specialized domain is a very 

problematic task because the domains (e.g.: Mate-

rials Engineering) in general are composed of sub-
domains (e.g.: Ceramic Materials, Polymers and 

Metals) with different characteristics, generating a 

large universe of sources from which the lexical-
conceptual knowledge will have to be mined. 

 Consequently, the authors present some criteria 

that may lead to delimitate a specialized domain: 
(i) the interest of the domain experts by termino-

logical products (in this case, by a terminet); (ii) 

the relevance of the domain in the educational, so-

cial, political, economic, scientific and/or technol-
ogical scenarios, and (iii) the availability of 

specialized resources in digital format from which 

the lexical-conceptual knowledge will be extracted. 
After delimitating the domain, it is necessary to 

select the lexical resources describe in (iii). Ac-

cording to Rigau (1998), the two main sources of 
information for building wide-coverage lexicons 

for NLP systems are: structured resources (e.g.: 

conventional monolingual and bilingual dictiona-

ries, thesauri, taxonomies, vocabularies, etc.) and 
unstructured resources (i.e., corpora

10
). 

 Due to the unavailability of reusing structured 

resources, the corpora have become the main 
source of lexical knowledge (Nascimento, 2003; 

Agbago and Barrière, 2005; Cabré et al., 2005; 

Almeida, 2006). The increasing use of corpora in 

terminological researches is also due to the fact 
that “el carácter de término no se da per se, sino en 

función del uso de una unidad léxica en un contex-

to expresivo y situacional determinado” (Cabré, 
1999: 124). Thus, in the TermiNet project, the cor-

                                                        
10 “A corpus is a collection of pieces of language text in elec-
tronic form, selected according to external criteria to 
represent, as far as possible, a language or language variety as 
a source of data for linguistic research” (Sinclair, 2005). 

94



pus is considered the main lexical resource that can 

be used to construct a terminet. 
 Although there are available several specialized 

corpora, the development of a terminet of certain 

domains may require the compilation of a corpus. 

 Based on the assumptions of Corpus Linguistics 
(Aluisio and Alemida, 2007), the construction of a 

corpus must follow three steps: (i) the corpus pro-

jection, i.e., the specification of the corpus typolo-
gy according to the research purposes; (ii) the 

compilation of the texts that will compose the cor-

pus, and (iii) the pre-processing of the corpus (i.e., 
conversion, clean-up, manipulation, and annotation 

of the texts).  

 From the corpus, the specialized knowledge will 

be extracted, i.e., the terminological units (or 
terms), the lexical relations, and the conceptual-

semantic relations
11

. 

 As mentioned in previous sections, the lexical 
units are organized into four syntactic categories in 

WN.Pr: verbs, nouns, adjectives and adverbs. Giv-

en the relevance of nouns in the organization of 
any terminology (i.e., the set of all terms related to 

a given subject field or discipline), we decided to 

restrict the construction of a terminet to the catego-

ry of nouns. In other words, a terminet database, in 
principle, will only contain information about con-

cepts lexicalized by nouns. Additionally, it will 

only encode the hyperonymy/hyponymy relations, 
which are the most important conceptual-semantic 

relations between nouns. The co-text sentence for 

each word-form in a synset and the concept gloss 

for each synset will not be focused in building a 
terminet. 

 As the TermiNet a corpus-based project, we will 

apply approaches and strategies to automatically 
recognize and extract candidate terms and relations 

from corpus. 

 In order to better understand the automatic can-
didate terms and extraction, it can be useful to 

identify two mainstream approaches to the prob-

lem. In the first approach, statistical measures have 

been proposed to define the degree of termhood of 
candidate terms, i.e., to find appropriate measures 

that can help in selecting good terms from a list of 

candidates. In the second approach, computational 
terminologists have tried to define, identify and 

recognize terms looking at pure linguistic proper-

                                                        
11 The glosses and co-text sentences will not be specificied in 
the TermiNet projet. 

ties, using linguistic filtering techniques aiming to 

identify specific syntactic term patterns (Bernhard, 
2006; Pazienza et al., 2005; Cabré et al., 2001). 

 Once extrated, the candidate terms have be vali-

dated. Two validation estrategies will be consi-

dered in the TermiNet project. The first strategy 
consists on manually validating by domain experts. 

The second consists on automatically comparing 

the list of candidate terms with a list of lexical un-
ities extracted from a general corpus in BP. 

 The automatic acquisition of hyper-

onym/hyponymy relation from corpus is common-
ly based on linguistic methods. These methods 

look for linguistic clues that indisputably indicate 

the relation of interest (Hearst, 1992). The linguis-

tic clues are basically lexico-syntactic patters such 
as: [NP such {NP,}*{(or|and)} NP] (e.g., “works 

by such authors as Herrick, and Shakespeare”). 

The hierarchical relations extrated from corpus are 
commonly validated by domain experts. 

 

(b) The Linguistic-Computational Domain 
In this domain, the overall information selected 

and organized in the preceding domain is molded 

into a computer-tractable representation; in the 
case of a WordNet-like database, the computer-

tractable representation is based on the notions of: 

 word form – a orthographic representation of an 

individual word or a string of individual words 
joined with underscore characters; 

 synset – a set of words built on the basis of the 

notion of synonymy in context, i.e. word inter-

changeability in some context; 

 lexical matrix – associations of sets of word 

forms and the concepts they lexicalize; 

 relational pointers – formal representations of 

the relations between the word forms in a syn-

set and other synsets; synonymy of word forms 
is implicit by inclusion in the same synset; 

hyperonymy always relates one synset to 

another, and is an example of a semantic rela-
tion; hyperonymy, in particular, is represented 

by reflexive pointers (i.e., if a synset contains a 

pointer to another synset, the other synset 
should contain a corresponding reflexive poin-

ter back to the original synset). 
 

(c) The Computational Domain 

In this domain, the computer-tractable representa-

tions are assembled by utilities (i.e., a computa-
tional tool to create and edit lexical knowledge). In 
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other words, it is generated, in this domain, the 

terminet database. The software tool that we will 
use to generate the terminet database is under in-

vestigation. 

4 TermiNet: Past and Current Stages of 

Development 

The project, which started in September 2009, is 

still in its early stages. Consequently, the research 
tasks that have been developed so far are those re-

lated to the linguistic domain. As described in Sec-

tion 3.1a, there are several linguistic tasks in the 
TermiNet project. Two of them – the delimitation 

of the specialized domain and the corpus projec-

tion – are completed. In subsections 4.1 and 4.2, 
we present these finished processes and in 4.3 we 

focus on the current activity. 

4.1 Delimitation of the specialized domain 

DE is conventionally defined as "any educational 

or learning process or system in which the teacher 
or instructor is separated geographically or in 

time from his or her students or educational re-

sources”. 
 According to the second Brazilian Yearbook of 

Statistics on Open and Distance Education 

(Anuário Brasileiro Estatístico de Educação Aberta 
e a Distância

12
), in 2007 there were approximately 

2,5 millions of students enrolled in accredited DE 

courses, from basic to graduate education, in 257 
accredited institutions. The number of students in 

DE courses has grown 24.9% in relation to 2006. 

Thus, we can see the relevance of the DE modality 
in Brazil. Despite the relevance of the DE in the 

Brazilian educational (and political) scenario, there 

is no a lexical-conceptual representation of this 
domain, especially in a machine-readable format. 

 Consequently, the instantiated methodology will 

be validated by building DE.WordNet (DE.WN), a 
specialized wordnet of the Distance Education (or 

Distance Learning) domain in BP. The construc-

tion of such database has been supported by do-
main experts from the “Open University of Brazil” 

(Universidade Aberta do Brasil – UAB) project of 

the Federal University of São Carlos (UFSCar). 
 DE.WN can be integrated into the wordnet lexi-

cal database for BP, the WordNet.Br (Dias-da-

                                                        
12 http://www.abraead.com.br/anuario/anuario_2008.pdf 

Silva et al., 2008), enriching it with domain specif-

ic knowledge. 

4.2 Corpus projection 

Following the assumptions of Corpus Linguistics 
described in Section 3, the corpus of DE domain 

has been constructed according to the steps: (i) 

corpus projection, (ii) corpus compilation, and (iii) 
the pre-processing of the texts. 

 The corpus typology in the TermiNet project 

was specified based on: (i) the conception of “cor-
pus”, (ii) the type of lexical resource to be built, 

and (iii) the project decisions (Di Felippo and Sou-
za, 2009). 

 The corpus definition or conception is common-

ly related to three criteria: representativeness, bal-
ance and authenticity. 

 According to the representativeness criterion, 

we have been compiled a representative corpus of 
the DE domain. There have been many attempts to 

set the size, or at least establish a minimum num-

ber of texts, from which a specialized corpus may 
be compiled. To satisfy the representativeness cri-

terion, we have been constructed a medium-large 

corpus, with at least 1 million of words. 
 In a specialized corpus, it is important to gather 

texts from different genres (i.e. technical-scientific, 

scientific divulgation, instructional, informative, 
and technical-administrative) and media (i.e, 

newswire, books, periodicals, etc.). Following the 

balance and authenticity criteria, we have been 
constructed a corpus with a balanced number of 

real texts per genre. 

 Besides, the format of the lexical database (i.e. a 
terminet) determined some characteristics of the 

corpus. Specifically, the corpus has to be syn-

chronic/ contemporary, since a wordnet (termino-
logical or not) encodes synchronic lexical-

conceptual knowledge. The corpus has only to 

store written texts, since wordnets are lingwares 
for written language processing. Finally, the cor-

pus in the TermiNet project has only to store texts 

from a specialized domain and in one language. 
Additionally, some project decisions deter-

mined other characteristics of the corpus. Two ini-

tial decisions in the project were: (i) to apply semi-
automatic methods of lexical-conceptual know-

ledge extraction, and (ii) to share the resources and 

results of the TermiNet project with Computational 
Linguistics community. As a consequency of the 

project decision described in (i), the corpus will be 
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annotated with part-of-speech (PoS) information, 

since some automatic extraction methods require 
it. As a consequency of the decision presented in 

(ii), the corpus will be available and usable as 

widely as possible on the web. 
Finally, we also decided that once the corpus 

has been assembled, it will not be changed until the 

first version of DE.WN is ready. 
 Based on the typology proposed by Giouli and 

Peperidis (2002), the Table 1 summarizes the cha-

racteritics of the corpus previously described. 
 

Modality Written corpus 

Text Type Written corpus 

Medium Newspapers, books, jour-

nals, manuals and others 

Language coverage Specialized corpus 

Genre/register Technical-scientific, scien-

tific divulgation, instruc-

tional, informative and, 
technical-administrative 

Language variables Monolingual corpus 

Markup Annotated corpus (PoS 

annotation)  

Production Com-

munity 

Native speakers 

Open-endedness Closed corpus 

Historical variation Synchronic corpus 

Availability Online corpus 

Table 1. The corpus design. 

 

The specialized domain and corpus typology were 
specified by the undergraduate student responsible 

for the corpus compilation under the supervision of 

a PhD in Linguistics (leader of the project). 

4.3 Corpus compilation 

Currently, one undergraduate student from Lin-

guistics has been compiled the corpus. Specifical-

ly, the corpus compilation comprises two 
processes: (i) the selection of resources and (ii) the 

collect of texts from these resources. 

 In the TermiNet project, the web is the main 
source for collecting texts of DE. The choice of 

web reflects the fact that web has become an un-

precedented and virtually inexhaustible source of 
authentic natural language data for researchers in 

linguistics. 

 Although there are many computational tools 
that assist in gathering a considerable amount of 

texts on the web, the selection/collection of texts 

has been followed a manual process, which is 

composed of three steps: (i) to access a webpage 
whose content is important for compiling the cor-

pus, (ii) to search the texts on the webpage by 

search queries as “distance education” and “dis-
tance learning”, and (iii) to save the text files on 

the computer. 

In the pre-processing step, the text files in a non-
machine readable format (e.g. pdf) are manually 

converted to text format (txt), which is readable by 

machines. This process is important because the 
lexical-conceptual knowledge will be 

(semi)automatically extracted from the corpus, and 

the extraction tools require a corpus whose texts 
are in txt format. 

Data corrupted by the conversion or even unne-

cessary to the research (e.g. references, informa-
tion about filliation, etc.) are excluded during the 

cleaning process. After that, the metadata or exter-

nal information (e.g. authorship, publication de-
tails, genre and text type, etc.) on each text are 

being automatically annotated and encoded in a 

header. In the TermiNet project, we are using the 
header editor available at the “Portal de Corpus” 

website
13

. 

5 Future Work 

According to the three-domain methodology, fu-
ture steps will involve the following tasks of the 

linguistic domain: candidate terms and relations 

extraction (and validation). 
 In the TermiNet project, two specific software 

tools constructed based on lingustic approaches 

will be used to extract candidate terms from the 
DE corpus: EXATOLP (Lopes et al., 2009) and On-

toLP (Ribeiro Jr., 2008). Additionally, we intend to 

extract the terms from corpus using the NSP 

(Ngram Statistics Package) tool (Bannerjee and 
Pedersen, 2003), i.e., a flexible and easy-to-use 

software tool that supports the identification and 

analysis of Ngrams. 
 To extract the hyperonymy and hyponymy rela-

tions, we will also use the OntoLP, which is a tool, 

actually a plug-in, for the ontologies editor 

Protégé
14

, a widely used editor in the scientific 
community and which gives support to the con-

struction of ontologies. The process of automatic 

                                                        
13 http://www.nilc.icmc.usp.br:8180/portal/ 
14 http://protege.stanford.edu/ 
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ontology construction in the OntoLP tool also en-

globes the identification of hierarchical relation 
between the terms. 

 The synonymy relation will be also recognized 

and extracted automatically from the corpus. How-

ever, the automatic extraction method of such lexi-
cal relation is still under investigation. 

After the acquisition of all lexical-conceptual 

information, we will develop the tasks or processes 
of the linguistic-computational and computational 

domains. 

 Among the expected results of the TermiNet 
projet are: (i) a methodological framework for 

building a specific type of lingware, i.e. termino-

logical wordnets; (ii) a specialized corpus of the 
DE domain; (iii) a terminological lexical database 

based on the WN.Pr format of the DE domain. 

Moreover, there is the possibility of extending the 
WN.Br database through the inclusion of specia-

lized knowledge. 

Besides the benefits to NLP domain, the 
DE.WN may also contribute to the development of 

standard terminographic products (e.g., glossary, 

dictionary, vocabulary, etc.), of the DE domain 
since the organization of the lexical-conceptual 

knowledge is an essential step in building such 

products. 

6 Collaborative Opportunities 

We consider our experience in developing a termi-

net in BP as the major contribution that we can 

offer to other researchers in Latin America. Since 
the resources (i.e., corpus and lexical database) and 

tools (i.e., terms and relations extractors) that we 

have been used are language-dependent, they can-
not be used directly for Spanish and English. But, 

we are willing to share our expertise on (i) compil-

ing a terminological corpus, (ii) automatically ex-
tracting lexical-conceptual knowledge from 

corpus, and (iii) constructing a terminet database in 

order to develop similar projects for Spanish and 
English. 

 We are really interested in actively taking part in 

joint research projects that aim to construct termi-
nological lexical database for Spanish or English, 

especially in wordnet format. 

 Collaboration of researchers from the USA that 
were directly involved in the development of 

wordnet databases (terminological or not), willing 

to share their experience and tools, would be wel-

come. 
 We would appreciate collaboration from re-

searchers in the USA specifically in relation to 

computational programs or software tools used in 

building WordNet-like lexical database, which are 
responsible for the computer-tractable representa-

tion described in 3.1(b). The current WN.Br edit-

ing tool, which was originally designed to aid the 
linguist in carrying out the tasks of building syn-

sets, selecting co-text sentences from corpora, and 

writing synset concept glosses, has been modified 
to aid the linguistic in carrying out the task of en-

coding conceptual relations. However, this editor is 

just able to deal with the hypernymy/hyponymy 

relations when they are inherited from WN.Pr 
through a conceptual-semantic alignment strategy 

(Dias-da-Silva et al, 2008). So, the WN.Br editor is 

not the most appropriate tool to TermiNer project 
tasks. Consequently, contributions to develop “a 

kind of” Grinder
15

 for TermiNet would be wel-

come. We would also appreciate collaboration 
from re-searchers in the USA in relation to metho-

dological approaches to enriching generic word-

nets with terminological units. 
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Universidad de Costa Rica, San José, Costa Rica
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Abstract

Most embedded systems for the avionics in-
dustry are considered safety critical systems;
as a result, strict software development stan-
dards exist to ensure critical software is built
with the highest quality possible. One of such
standards, DO-178B, establishes a number
of properties that software requirements must
satisfy including: accuracy, non-ambiguity
and verifiability. From a language perspec-
tive, it is possible to automate the analysis of
software requirements to determine whether
or not they satisfy some quality properties.
This work suggests a bounded definition for
three properties (accuracy, non-ambiguity and
verifiability) considering the main character-
istics that software requirements must exhibit
to satisfy those objectives. A software proto-
type that combines natural language process-
ing (NLP) techniques and specialized dictio-
naries was built to examine software require-
ments written in English with the goal of iden-
tifying whether or not they satisfy the de-
sired properties. Preliminary results are pre-
sented showing how the tool effectively iden-
tifies critical issues that are normally ignored
by human reviewers.

1 Introduction

Software requirements play a critical role in the
software life cycle. It has been observed that
poorly written software requirements often lead to
weak and unpredictable software applications (Wil-
son et al., 1997). Besides, the cost of fixing er-
rors increases exponentially throughout the differ-
ent phases of software development (Galin, 2004;
Leffingwell and Widrig, 2003). In other words, it is
less expensive to fix an error in the software require-

ments phase than it is to fix the same error during
the integration or verification phase.

Embedded systems for the avionics industry are
developed following particularly rigorous restric-
tions due to strict safety and availability constraints
that need to be satisfied during air or ground op-
erations. DO-178B (RTCA, 1992) is a recognized
standard for development of safety critical embed-
ded systems. It is widely used by software certi-
fication authorities such as FAA (Federal Aviation
Association), and it establishes some guidelines and
quality objectives for each phase of a software devel-
opment effort. In particular, the standard estates that
software requirements must be accurate, verifiable,
and non-ambiguous.

1.1 Software Quality

Milicic suggests that software quality can be under-
stood as conformity with a given specification (Mili-
cic et al., 2005). This definition is in total agree-
ment with DO-178B, which requires that software is
designed, built, and tested following approved stan-
dards for each phase of the development cycle.

Extrapolating the previous definition, one can ar-
gue that quality of software requirements can be un-
derstood as the degree to which software require-
ments also comply with a given specification. In
other words, in order to produce high quality soft-
ware requirements, one needs to ensure that they
satisfy the criteria established in a software require-
ments standard.

In the case of software requirements written in
natural language (NL), some of the criteria can
be addressed from a linguistic perspective, observ-
ing certain types of language constructs and lan-
guage usage in general that may represent violations
against desired quality criteria in a standard.
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1.2 Overview of Research Goals

The overall objective of this research was to identify
some of the linguistic elements that one can observe
to determine whether or not software requirements
written in natural language1 comply with three spe-
cific properties established by DO-178B: accuracy,
verifiability and non-ambiguity. Those linguistic el-
ements can be seen as rules in an expert system, so
that requirements are said to be compliant with their
quality objectives when they satisfy all rules. They
are said to be non-compliant with their quality ob-
jectives when rules are not satisfied.

In this research, linguistic elements were identi-
fied and independently validated by professionals in
the field of software verification. Later on, a soft-
ware prototype capable of examining a list of re-
quirements was built to automatically detect when
requirements do not satisfy a given rule.

The main contribution of this research is that it
provides a quantitative evaluation of the target re-
quirements. More specifically, based on the num-
ber of satisfied and non satisfied rules, the proto-
type scores each requirement in a 1 to 10 scale. The
tool also provides additional information (qualitative
analysis) to the user indicating the root of the prob-
lem when a given rule is not satisfied, as well as pos-
sible ways to fix the issue.

1.3 Justification

The author’s experience in the field of requirements
verification suggests that the task of reviewing a set
of requirements for compliance with properties such
as accuracy, verifiability and non-ambiguity is a non
trivial task. This is particularly true when the re-
viewer lacks the proper training and tools. Some of
the known difficulties for this process are:

• It requires linguistic (e.g. grammar, semantics)
and technical knowledge from a reviewer.

• There is no warranty that two or more review-
ers will produce the same findings for the same
input (mostly due to the informal nature of NL).

• The process is error prone since reviewers be-
come fatigued after some time.

1This research assumes requirements are written in English.

• The process is time consuming, which directly
affects budget and schedule performance.

Having a tool that partially automates the pro-
cess of reviewing software requirements may rep-
resent significant improvements in the overall soft-
ware life cycle process. Even when current devel-
opments in computational linguistics do not provide
a complete solution for the problem at hand, a par-
tial approach is still valuable producing numerous
advantages such as:

• Linguistic and technical knowledge is input
into the system in a cumulative manner, reduc-
ing dependency on highly qualified personnel.

• Results are reproducible for any given set of in-
puts, reducing inconsistencies while adding re-
liability to the results.

• Review time is significantly reduced.

2 Related Work

Significant work has been done in the area of soft-
ware requirements analysis. Lami (Lami et al.,
2004) classifies these efforts in three groups. A first
group consists of preventive techniques that need
to be applied during the process of writing require-
ments. Those techniques normally trigger checklists
that are enforced by a person with no support from
tools, see for instance (Firesmith, 2003). Another
group consists of restrictive techniques that limit the
degree of language freedom when writing require-
ments. One example in this group is Fuchs (Fuchs
et al., 1998) who introduces ACE (Attempto Con-
trolled English), a restricted subset of English with
a restricted grammar and domain specific vocabu-
lary. Requirements can be written in natural lan-
guage with enough expressive power. They are later
translated into first order predicate logic to be pro-
cessed formally by a computer program.

The last group of efforts consists of analytic tech-
niques that perform automated analysis of require-
ments once they have been produced. The follow-
ing are two relevant projects in this group. Wilson
(Wilson et al., 1997) developed a tool named ARM
that performs automated analysis of a requirements
document. The tool focuses on lexical analysis to
detect specific keywords such as vague adverbs and
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vague adjectives that are not desired. Different from
our work, ARM also checks that the document it-
self complies with a specific format. Then, Lami
(Lami et al., 2004) described a systematic method
for automated analysis of requirements detecting de-
ficiencies such as ambiguity, inconsistencies, and in-
completeness. A tool named QuARS implements
the suggested methodology and appears to be a good
contribution in this area 2.

3 Theoretical Framework

This section provides a basic explanation of some
concepts that are commonly used in the field of soft-
ware verification. Emphasis will be made on con-
cepts related to the software engineering field in
an attempt to set the grounds for the investigation.
Other linguistic related concepts will be mentioned
along the paper assuming the reader has basic under-
standing of them.

3.1 Software Life Cycle

A Software Life Cycle Model or Software Develop-
ment Model consists of a group of concepts and well
coordinated methodologies that guide the software
development process from beginning to end (Galin,
2004). The classic software life cycle model (a.k.a.
the waterfall model) consists of linear sequence of
activities or phases that take place during a software
development effort.

In the Requirements elicitation phase, a detailed
description of what the software shall do is pro-
duced. Although there are various methods, a natu-
ral language description in the form of a list of state-
ments is widely used to produce requirements.

A software requirement is a condition or charac-
teristic that a system must possess to satisfy a con-
tract, a standard, a formal specification or other ap-
plicable regulation (IEEE, 1990).

In simple words, a software requirement explains
how the system should behave or react given a spe-
cific set of inputs and initial conditions. While not
true for all software applications, in the avionics in-
dustry, all software functionalities are required to be
fully deterministic. This means that the system must
behave exactly the same all the time for a given set

2The author has not been able to use QuARS yet.

of inputs and initial conditions. This is why correct-
ness of requirements is so critical.

The following section briefly comments on three
of the properties that requirements must satisfy to
meet quality objectives. Although there are many
such properties, we focus on three whose detection
is partially automated in this research.

3.2 Quality Properties for Software
Requirements

To meet quality objectives, software requirement
must be accurate, non-ambiguous and verifiable.
This section provides a brief explanation of these
terms in the context of software verification. Ad-
ditionally, it describes the main language elements
used in this research to automatically detect when
software requirements do not satisfy a given prop-
erty.

3.2.1 Ambiguity
A word or phrase is said to be ambiguous when

it has more than one possible meaning causing con-
fusion or uncertainty. Similarly, software require-
ments are said to be ambiguous when they admit
more than one possible interpretation. An ambigu-
ous requirement is notably incompatible with the
goal of producing deterministic software.

Berry (Berry, 2003) distinguishes six major forms
of ambiguity in software requirements: lexical, syn-
tactical, semantic, pragmatic, vagueness and lan-
guage error. In this research, we focused on lexi-
cal, syntactic, vagueness, and language errors since
this group covers common deficiencies that show in
requirements.

One form of syntactical ambiguity occurs when
requirements fail to group logical conditions (e.g.
AND, OR) with appropriate punctuation marks or
explicit parenthesis. In the following example, for
instance, it is not clear what the conditions are for
the system to enter into normal mode: “The system
shall enter Normal mode when SDI field on label 227
equals 2 or SSM in label 268 equals 3 and WOW is true
or AIR is false.”

Vague adverbs usually modifying nouns (such as:
acceptable, high, low, fast, in/sufficient, normal,
similar and many others) also create ambiguous re-
quirements like the following: “The system shall allow
the operator to adjust volume to an acceptable level.”
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Finally, non deterministic constructs such as
and/or, any, not limited to also create ambiguity in
requirements, such as the following case: “The sys-
tem shall display altitude and/or temperature at the bot-
tom line of the screen.”

3.2.2 Accuracy
In a requirement, accuracy refers to how concise

and precise a requirement is specified. Accuracy
should be present not only in the content but also
in the structure of a requirement.

In terms of structure, a requirement must clearly
distinguish between at least two parts: condition and
action. A requirement with a clear action and no
condition opens a possibility to think that the spec-
ified action is permanent (which is rarely the case).
On the other hand, by definition, there can not exist
a requirement with no action.

For instance, the following requirement is inaccu-
rate: “The system shall clear the DMA shared space,”
since no one knows when the action must occur.

In terms of content, a requirement must include
clear and detailed information about the condition
and the action that is being described. Accurate re-
quirements also include explicit units for physical
values as well as tolerances and thresholds for nu-
merical computations.

For instance, the following requirement is inaccu-
rate “The system shall send ARINC label 251 every 50
ms,” but adding a tolerance value solves the issue as
in “The system shall send ARINC label 251 every 50 ms
+/- 5ms.”

Non deterministic adverbs usually modifying
verbs (such as: continually, periodically, regularly
and others) also create inaccurate requirements like
the following: “The system shall periodically perform
CBITE.”

Finally, there are a number of general verbs that
should be avoided in requirements since they cre-
ate inaccurate descriptions. Some of these verbs are:
process, monitor, support, check among others. For
instance, it is not clear to see the software action that
this requirement implies: “The system shall monitor re-
sponses from the slave processor.”

3.2.3 Verifiability
A requirement is said to be verifiable if it is pos-

sible to create and execute a test to demonstrate that

the software behaves exactly as specified in the re-
quirement.

Sometimes a test can not be executed primarily
because of hardware or test equipment limitations.
In other cases, conflicts or inconsistencies between
requirements are revealed which prevent a test from
being performed. However, another group of re-
quirements become non verifiable due to language
usage errors.

For instance, by definition requirements are meant
to describe actions that the system shall perform. In
that sense, a requirement must not describe anything
that the system shall not perform. To illustrate, a
requirement such as the following is non verifiable:
“The system shall not enter INTERACTIVE mode when
WOW is false.” The reason is that a tester can not
expect any specific system action during a test for
this requirement.

Furthermore, requirements using the adverbs al-
ways and never are also non-verifiable since a test
for them would require infinite time. Similarly, the
term only must be used correctly when modifying
the main action (verb) of the requirement. For ex-
ample, the requirement “The system shall only display
invalid data in red color” implies that the only ac-
tion this system performs is “display invalid data in
red color.” The intended meaning is probably “The
system shall display only invalid data in red color.”

Finally, some requirements contain verbs that im-
ply actions that a software application can not per-
form; instead, these are usually human-specific tasks
that are incorrectly assigned to software. Some of
these verbs are: determine, ignore, consider, anal-
yse and others. One example of wrong usage is “The
system shall consider fault history during CBITE.”

As mentioned in section 1.2, one objective was to
provide a quantitative evaluation of a set of require-
ments against three properties: accuracy, ambigu-
ity and verifiability. With that goal in mind, section
4.1 introduces some of the formulations that will be
used to perform the evaluation of the requirements
against the selected properties.

4 Research Foundation

To accomplish the general objectives described in
section 1.2, section 4.1 introduces a semi-formal
nomenclature used to express the various situations
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when a requirement either satisfies or violates any
of the desired properties. This nomenclature is valu-
able for it allows to represent various situations
in a symbolic and summarized way. Section 4.2
describes the process followed to select the crite-
ria against which the software requirements will be
evaluated for quality.

4.1 Proposing General Nomenclature

We will use the term element to refer to individual
linguistics elements or rules as mentioned in section
1.2. Similarly, the term attribute refers to quality
properties: accuracy, ambiguity and verifiability.

To represent the attribute ambiguity, we define the
set Λ = {λ1, λ2, ..., λk} with k ∈ N≥1 where
each λi is an element that reveals a non compliance
for the attribute of ambiguity by a given requirement.
For instance, let’s assume λ1 = “A requirement must
not use vague or general adverbs to describe an ac-
tion,” then, if we apply λ1 to the requirement R1 =
“The system shall allow the operator to adjust vol-
ume to an acceptable level,” we conclude that R1 is
ambiguous since the adverb “acceptable” is vague.
In that case we say that R1 does not satisfy λ1.

For accuracy we define Γ = {γ1, γ2, ..., γr}
with r ∈ N≥1, and for verifiability we define
Υ = {υ1, υ2, ..., υs} with s ∈ N≥1 in an analo-
gous way. Summarizing, we define:

X1 = Λ , X2 = Γ , X3 = Υ

where Xi = {ε1, ε2, ..., εn} and each εi is an
element that tells us if a requirement does not satisfy
a specific attribute.

We propose the following notation to represent
situations where requirements fail to satisfy an el-
ement.

• When a requirement Re meets the restriction
imposed by an element εk, we say that Re
satisfies εk, and we write Re ¯ εk.

• When a requirement Re does not meet the re-
striction imposed by an element εk, we say that
Re does not satisfy εk, and we write Re ® εk.

• When the restriction imposed by an element εk
is not applicable for a requirement Re, we say
that εk is not applicable for Re and we write
Re ⊕ εk

Notice how the expressions Re ¯ εk , Re ® εk
and Re ⊕ εk can be seen as logical predicates for a
binary relation. For instance, we could read the first
expression as ¯(Re, εk) or SATISFIES(Re, εk) .

However, computing the degree in which a re-
quirement satisfies an attribute is not a binary rela-
tion. For instance, a requirement can meet some re-
strictions and not others; besides, some restrictions
are more critical than others.

For a more objective evaluation, a scale from 0
to 10 is proposed. Each element ε1, ε2, ..., εn in
Xi is assigned a value or score so that the scores
for all elements in an attribute add up to 10 and
score(εi) = p , p ∈ R+

10 (where R+
10 = [0, 10]).

Values are assigned depending on the criticality and
type of error revealed by each element. Summariz-
ing:

|Xi|∑

j=1

score(εj) = 10

where εj ∈ Xi and Xi ∈ {Λ,Γ,Υ}
(1)

Now, in order to evaluate a requirement Re in re-
gards to an attribute, we define θ: (R)→ R+

10:

θ(Re, Xi) = [10−
∑

j,Re®εj
score(εj)] =

[
∑

j,Re¯εj
score(εj)] where εj ∈ Xi

(2)

Notice how we write θ using either predicate
does not satisfy® or satisfies¯. In both cases, when
an element is not applicable ⊕ to a requirement, we
assume that the requirement satisfies such element.

To understand the meaning of θ, suppose that
x = θ(Re,Γ) is the score a requirement Re gets
when it is evaluated against a given attribute, let’s
say accuracy.

• When x = 10 we say thatRe satisfies Γ and we
write Re ¯ Γ. Re is accurate, since it meets all
the restrictions imposed by each element in Γ.

• When x = 0 we say that Re does not satisfy Γ
and we writeRe®0 Γ. Re is not accurate, since
it does not meet any of the restrictions imposed
by elements in Γ.

104



• When 0 < x < 10 we say that Re
does not satisfy Γ with a degree x and we write
Re®x Γ. Re meets some of the restrictions im-
posed by elements in Γ but not all. In this case,
the closer x is to 10, the better the requirement
will be3.

Finally, to get a requirement’s overall score
against all three attributes, we define a function
φ : (R)→ R+

10 as follows:

φ(Rk) =
∑3

i=1 θ(Rk, Xi)
3

where Xi ∈ {Λ,Γ,Υ}
(3)

φ is the arithmetic mean of the scores a require-
ment gets against each attribute hXi in (2). The
overall score is a measure of a requirement’s qual-
ity, and it could be used potentially to estimate costs
in a software project.

To understand φ suppose x = φ(Rk) is the score
a requirement Rk gets when it is evaluated against
all three attributes (ambiguity, accuracy and verifia-
bility) using all elements in {Λ,Γ,Υ}.

• When x = 10, we say that Rk is accurate, ver-
ifiable and non-ambiguous since
Rk ¯Xi ∀Xi ∈ {Λ,Γ,Υ}.

• When x = 0 we say thatRk is inaccurate, non-
verifiable and ambiguous since
Rk ®Xi ∀Xi ∈ {Λ,Γ,Υ}.

• When 0 < x < 10, we say that Rk is ei-
ther inaccurate, non-verifiable or ambiguous
since it does not satisfy at least one element in
{Λ,Γ,Υ}. In this case, θ provides more infor-
mation about the weakness detected in Rk.

The value of the suggested notation comes from
the fact that we can now produce quantitative evalu-
ations of requirements, as opposed to common qual-
itative evaluations. The following sections briefly
describe a bottom up process we followed to select
evaluation criteria for the prototype that was built.

3We will use either notation ® or ®x to indicate that a re-
quirement does not satisfy an attribute and the degree x is not
relevant.

4.2 Selecting Criteria for Evaluation

The process of selecting the elements for each at-
tribute was conducted in a series of steps that are
summarized below. The objective of our approach
was to provide a selection of elements that satis-
fied three main goals. The first goal was to have
representative and useful selection within the field
of software verification. The second goal was that
the selection could be independently validated by a
group of professionals in the field. And finally, the
third goal was that the selection of elements refers
to weaknesses that can be automatically detected by
a software.

The following is a summary of the process that
was followed to select the criteria to evaluate re-
quirements.

1. A list of elements was first suggested by the
author based on relevant literature and his own
experience in software verification for embed-
ded systems. The list contained 19 elements
(10 for accuracy, 5 for ambiguity and 4 for ver-
ifiability).

2. Five elements were filtered out as they were
not candidates to be automated. Feasible can-
didates were those that could be automated us-
ing techniques such as parsing, tagging, regular
expressions, and specialized dictionaries like
WordNet (Miller, 1993) and VerbNet (Kipper,
2005). The list ended with 6 elements in accu-
racy, 4 in ambiguity and 4 in verifiability.

3. The author suggested an initial value or score
for each element in the list.

4. Both the element selection and the value distri-
bution were independently validated by a group
of three professionals with demonstrable expe-
rience in software verification4.

5. A numerical model was prepared based on the
proposed approach described in section 4.1.
This is already a contribution since the evalu-
ation of the requirements could be done manu-
ally in case no tool had been created.

4Although these individuals are not language experts, since
they have valuable experience in requirements verification, their
feedback was considered a valid complement in this research.
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6. A software prototype was written for a tool that
is capable of examining a list of requirements
applying equations 2 and 3 in section 4.1.

Section 5 briefly describes the capabilities of the
prototype tool that was developed.

5 Automated Evaluation

This section provides a brief description of the soft-
ware prototype. A more in depth description would
be ideal; however, due to space limitations we will
focus on two items only. First, an overview of the
tool’s architecture and technologies involved (sec-
tion 5.1). Second, a description of the outputs this
tool produces (section 5.2).

5.1 Building the Prototype
Our prototype tool receives the name of SRR-
Director from Software Requirements Reviewer Di-
rector. This prototype was built using open source
software and tools that are freely available for re-
search. Our goal was to integrate several of these
available resources into a single piece of software
that helped us solving the problem we are studying.

Perl5 was used as the main language for the soft-
ware and Awk6 was used as an independent tool to
check some of the results while developing the tool.
Input requirements normally exist in various formats
such as MS Word7, MS Excel8, structured XML, or
plain text files. We provide a tool that can be config-
ured to read those inputs converting them into XML
documents that follow a normalized structure which
basically separates requirements identifiers from the
actual text of the requirement.

The three main techniques used during automated
inspection of the requirements were the following:

Lexical Analysis: this is a common and simple
technique that is based on regular expressions. Perl’s
engine for regular expressions was particularly use-
ful in this task. This type of analysis allows identifi-
cation of key words or phrase structures that reveal
specific types of weaknesses in requirements.

This technique helped identifying issues of all
three types. For ambiguity it allowed to locate

5http://www.perl.org
6http://www.gnu.org/software/gawk/
7http://office.microsoft.com/word
8http://office.microsoft.com/excel

vague adverbs and non deterministic language con-
structs; for accuracy, we detected tolerance issues,
non deterministic adverbs and general verbs. Fi-
nally, to check for verifiability this technique was
used to capture negative requirements, infinite re-
quirements, and wrong usage of the term only.

Syntactic Analysis: consists of parsing the re-
quirements to transform language statements into
their grammatical constituents which enables other
specific analysis such as ambiguity analysis. This
process was performed using a parser made avail-
able by Eugine Charniak and Brown University
(Charniak et al., 2006). In this case, the CLAIR
group at University of Michigan made available a
Perl wrapper for the Charniak parser(CLAIR, 2009).

Studying the syntax tree produced by the parser, it
was possible to identify accuracy issues such as re-
quirements without explicit condition statements (or
condition blocks). Also, studying the output of the
parser along with lexical analysis of the requirement
reveals cases of ambiguity when logical conditions
are not stated clearly.

Dictionaries: two great resources were also in-
corporated in this research to support our analy-
sis: WordNet (Miller, 1993) and VerbNet (Kipper,
2005). Both of this tools can also be accessed from
Perl via wrappers and provide useful information
about words and verbs that were used to ensure some
conditions were valid while we perform the analysis
of the requirements.

Dictionaries allow identification of human spe-
cific verbs and ambiguous verbs. In this case, the
parser makes it possible to capture the main verb for
a requirement, and further queries into dictionaries
complete the task. VerbNet provides a mechanism
to classify requirements according to their degree of
ambiguity. This mechanism may be too stringent
for flagging ambiguous verbs sometimes. There are
verbs tagged as ambiguous in VerbNet, but they have
a fairly well known and shared meaning in the do-
main of software engineering such as: set, shut-
down, turnoff, send, receive among others.

SRR-Director runs from a command line and it
is currently controlled using a number of arguments
and switches. Even when this is still a prototype
tool, our experiments show that the tool is very effi-
cient capturing weaknesses in the requirements with
a marginal error rate (< 5%) for the rules included
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in the current version of the tool. More importantly,
the tool is able to examine hundreds of requirements
in a matter of minutes when the same work takes
hours or even days for a human reviewer.

5.2 Using the Reports

In the current prototype version, the tool produces
seven types of reports that provide information for
three types of users:

Quality engineers: two reports show general in-
formation about the quality of the requirements that
were analysed. Quality engineers are interested in
the overall percentage of requirements compliance
with the quality objectives, and they don’t need de-
tails on the types of failures.

Requirements engineers: four reports are avail-
able for the largest audience of users who are actu-
ally interested in learning the details about the types
of failures identified in the requirements. Not only
are the engineers notified of the weaknesses but also
they are provided with suggestions on how to fix the
issues. The evaluation they receive is not only qual-
itative but also quantitative since they can see the
score for individual requirements against each of the
three properties being studied.

Software engineers: this is a miscellaneous re-
port that provides performance information which
may later help software engineers while tuning cer-
tain processes in the tool.

6 Experiments and Results

Experiments were performed using sample require-
ments from three distinct and real word applications
in embedded systems. Test data was selected from
a pool of reserved requirements that were not used
during development of the tool.

Four groups of 20 requirements each were se-
lected and given to three experienced professionals
in the field of software verification. The subjects
were asked to identify weaknesses in the require-
ments using their own criteria. They were asked to
classify ill requirements as inaccurate, ambiguous
or non-verifiable when applicable. The same groups
were input to the prototype for evaluation, and re-
sults were compared.

As it was mentioned before, the tool recognizes
all deficiencies described by a rule or element with

a low error rate (< 5%). We believe this is mostly
due to the fact that –in this initial phase of the tool–
rules are not complex, and can indeed be automated
without using complex techniques.

One interesting result was that a high degree of
discrepancies and disagreement between the subject
reviewers was observed . On average, the three re-
viewers agreed only in 14% of their evaluations, and
only in 62% of the cases there was agreement be-
tween at least two reviewers. These unexpected dis-
crepancies certainly make it difficult to compare the
tool’s results with the reviewer’s results to identify
areas of agreement or disagreement.

A more in depth analysis of the results suggests
that human beings may perform erratically when it
comes to reviewing requirements that contain the
types of errors we are looking for. Some of the
weaknesses we want to uncover are rather subtle
and, as we argued before (section 1.3), require a
good level of language and technical knowledge as
well as a detail oriented attitude. People are also
affected by external factors such as fatigue that neg-
atively affects the quality of their work.

7 Conclusions

The results of this research show that it is actually
possible to automate the review process of software
requirements identifying valuable sources of defi-
ciencies that otherwise make requirements inaccu-
rate, ambiguous or non-verifiable.

Besides, there are resources freely available for
research that can be integrated into more specific
tools to solve a variety of problems. Specialized dic-
tionaries, stand alone tools, such as parsers, and a
general purpose scripting language (Perl) were com-
bined in order to create the tool prototype.

Finally, a simple but rather useful nomenclature
to represent different scenarios that occur during re-
quirements verification was proposed. This con-
tribution allows us to provide a quantitative anal-
ysis of the requirements as opposed to traditional
qualitative-only analyses.

8 Collaboration Opportunities

This section answers two specific questions to de-
scribe possible collaboration opportunities between
investigators doing research on similar topics.
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8.1 How can this work benefit other research
projects?

This research was focused on three properties ap-
plicable to software requirements for aerospace sys-
tems. However, it would be ideal to apply similar
techniques to examine other types of properties that
are crucial in similarly critical application domains
such as finance, transportation, medicine and com-
munications.

In this work, inputs are text documents with nat-
ural language text in the form of software require-
ments. Those inputs are preprocessed and converted
into simpler representations that basically consist of
sentences. Those sentences at the end are the main
input for the tool that performs the automated qual-
ity analysis.

Researchers wishing to learn more about this
work are strongly encouraged to contact the author
to share ideas on this topic and benefit from one an-
other. We believe it is possible to reuse part of the
approach to build similar tools to analyse require-
ments in languages other than English.

8.2 What are some resources and expertise the
author lacks?

One of the main difficulties the author faced is the
absence of collaboration between researchers inter-
ested in similar topics. This work has been produced
mostly in isolation as part of academic research in a
masters program.

Being able to share ideas with working groups
either academic or industry sponsored would be a
great channel to improve research scope and pro-
duce more significant results. For the nature of this
research, a mixed team of linguists and software en-
gineers would presumably improve the quality of the
work.

On the one hand, linguists would provide valu-
able knowledge that would help identifying addi-
tional language structures that represent symptoms
of weaknesses in requirements. On the other hand,
software engineers would be closer to requirements
engineers and could contribute with implementation
details so that new rules are added to the system.
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Abstract

In this paper we propose a method to exploit ana-
lytical definitions extracted from Spanish corpora, 
in order to build a lexical network based on the hy-
ponymy/hyperonymy,  part/whole  and  attribution 
relations.  Our  method  considers  the  following 
steps: (a) the recognition and extraction of defini-
tional contexts from specialized documents, (b) the 
identification of analytical definitions on these def-
initional contexts, using verbal predications, (c) the 
syntactic and probabilistic analysis of the associa-
tion observed between verbal predication and ana-
lytical definitions, (d) the identification of the hy-
ponymy/hyperonymy,  part/whole  and  attribution 
relations  based on the lexical information that lies 
between  predications  and  definitions  and  other 
types of phrases, in particular prepositional phrases 
mapped by the preposition de (Eng. of/from).

1 Introduction

Nowadays, the possibility of searching and recog-
nizing lexical relations in definitions occurring in 
specialized  text  corpora  is  an  important  task  in 
computational lexicography and terminology. 

In  this  sense,  authors  such  as  Vossen  and 
Copestake (1993), as well as  Wilks, Slator & Gu-
thrie (1995) are pioneers in offering a relevant set 
of experiments and techniques about how to identi-
fy hyponymy/hypernymy relations from analytical 
definitions, taking into account  the underlying as-
sociation  that  exists  between  terms  and  genus 
terms.

Complementary to these first attempts for iden-
tifying  such  lexical  relations,  Riloff  & Shepherd 
(2004) argue that while these efforts have been ori-

ented  to  extract  lexical  relations  from corpus  of 
general  language, it  is  necessary to focus on do-
main-specific corpora, in order to obtain a special-
ized knowledge that is required for in-depth under-
standing of the subject matter. 

In line with the argument formuled by Riloff & 
Shepherd,  Buiteelar,  Cimiano & Magnini  (2005) 
have  proposed  several  methods  for  building  on-
tologies from text corpora, priorizing the automatic 
recognition  of  syntactic  patterns  that  codify 
hyponymy/hyperonymy relations.

Following all  these authors,  we sketch here a 
research  project  to  design  a  lexical  network,  fo-
cused on classifying scientific and technical con-
cepts extracted from Spanish text corpora. In par-
ticular, we obtain these concepts by extracting def-
initional contexts (DCs) with terms and definitions 
clearly  formulated,  according  to  the  theoretical 
framework  developed  by  Sierra,  Alarcon  & 
Aguilar (2006). 

After  extracted  these  DCs,  we  propose  a 
method to identify lexical relations between terms 
inserted into the DCs.  The method considers,  on 
the one hand, a grammatical analysis for detecting 
syntactic  patterns  that  represent  term  and  genus 
term, bearing in mind their association through lex-
ical relations such as hyponymy/hyperonymy, part/
whole or attribution relations. On the other hand, 
we proposed a semi-automatic evaluation to deter-
mine the degree of accuracy respect to the results 
obtained by our method.   

The issues that we will deal in this paper are or-
ganized as follows: (a) as a starting point, we ex-
pose briefly  the  theoretical  framework to  extract 
DCs from Spanish corpora. (b) According to this 
framework, we describe how analytical definitions 
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linked to terms can be identified, considering the 
identification of verbal  predications  that  function 
as connectors between such definitions and terms. 
(c) Thus, we offer a probabilistic evaluation for de-
termining the degree of association between pre-
dications and analytical definitions. (d) After this 
evaluation, we sketch a method for exploiting this 
association  between  predications  and  definitions, 
in  order  to  identify  lexical  relations,  specifically 
hyponymy/hyperonymy, part/whole and attribution 
relations.

2 Theoretical framework: DC extraction 

We situate our analysis  within the framework of 
definitional contexts (or DCs) extraction. Accord-
ing to  Sierra  et  al.  (2008),  a  DC is  a  discursive 
structure that contains relevant information to de-
fine a term. DCs have at least two constituents: a 
term and a definition, and usually linguistic or met-
alinguistic  forms,  such  as  verbal  phrases,  typo-
graphical  markers  and/or  pragmatic  patterns.  An 
example is:

(1) La cuchilla fusible [Term] se define como [Verbal 

Phrase] un elemento de conexión y desconexión 
de circuitos eléctricos [Definition]. (Engl. The 
fuse-switch disconnector is defined as an ele-
ment of connection and disconnection of 
electric circuits).

In (1), the term cuchilla flexible is  emphasized by 
the use of bold font, and it appears linked with the 
verbal predication  se define como, and the defini-
tion un elemento de conexión y desconexión de cir-
cuitos eléctricos. Following to Sierra et al. (2008), 
we  consider  the  term,  the  verbal  phrase  and  the 
definition as the three main units constituting the 
syntactic structure of a DC.

This  kind of  syntactic  structure  introduces  an 
analytical  definition  (in  the  Aristotle's  sense), 
where  the  genus  term  is  represented  by  a  noun 
phrase (NP) un elemento and the differentia is rep-
resented by a prepositional phrase (PP)  de conex-
ión y desconexión de circuitos eléctricos.

In a detailed analysis on these syntactic struc-
tures, Aguilar (2009) explains that these structures 
are  predicate  phrases  (PrP),  according to  the  de-
scription proposed by Bowers (1993, 2001). A PrP 
is a phrase mapped by a functional head, and its 
grammatical behavior is similar to other functional 

phrases such as Inflexional Phrase (IP) or Comple-
ment Phrase (CP). A graphical tree representation 
of a PrP is:

Figure 1: Tree representation for PrP, according to 
Bowers (1993: 596)

The Figure 1 describes the syntactic configuration 
of a PrP. We recognise a functional head with the 
feature +/- predicative (Pr). This head maps two sub-
jects: a primary subject in the Specifier position of 
PrP (represented for a NP); and a secondary sub-
ject,  in the Specifier position of verbal phrase or 
VP (often a NP). Finally, both subjects, the VP and 
the PrP are linked to one or several complements, 
which assume phrasal representations (e.g.: NP, IP, 
CP, and other types of phrases).

Based on this description about PrP, Sierra  et  
al. (2008) and Aguilar (2009) observed that both 
primary and secondary predications  have a close 
relation  with  analytical  definitions  expressed  in 
specialized  texts.  Examples  of  this  relation  be-
tween PrP and analytical definitions are:

(2) [Una computadora [es [un tipo de máquina 
electrónica que sirve para hacer operaciones 
PrP] VP] IP] (Eng. [A computer [is [a kind of 
electronic machine used to make operations 
PrP] VP] IP]).

(3) [Turing [define una computadora [como un 
mecanismo electrónico que procesa conjuntos 
de datos PrP] VP] IP] (Eng. [Turing [defines a 
computer [as a kind of electronic device that 
processes a set of data PrP] VP] IP]).

We observe in (2) a canonical primary predication 
where  the  subject  una computadora  represents  a 
term directly associated to predicate es un tipo de  
máquina que... This predicate introduces an analyt-
ical  definition,  conformed  by  a  genus  term 
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eletronic  machine,  and  the  differentia  que  sirve  
para hacer operaciones. In (3), the predicate como 
un  mecanismo  electrónico...  (Engl.  as  a  kind  of  
electronic  device...)  affects  the secondary subject 
una computadora (Engl.  a computer), in concord-
ance with the explanation of Bowers (1993). Our 
analysis  considers  both  types  of  predications  as 
regular patterns that codify syntactically sequences 
of terms, verbal predications and definitions.

3 Searching  analytical  definitions  in  text 
corpora

We have adapted the predicative patterns deduced 
from our syntactic analysis, in order to search and 
find  (semi-)automatically  analytical  definitions 
linked to these patterns. So, we conducted an ex-
periment  of  identification  of  these  definitions  in 
two text corpora:

• Linguistic  Corpus  on  Engineering  (or 
CLI).  The  CLI,  prepared by Medina and 
others (2004), is a collection of technical 
documents in  different  thematic areas  of 
engineering, with an extension of 500,000 
words, approximately.

• Corpus  on  Informatics  for  Spanish  (or 
CIE). This corpus was built under the su-
pervision of L'Homme and Drouin (2006). 
The  CIE  compiles several documents re-
lated to computer science and   informat-
ics. For our experiment we took a portion 
of  CIE,  which contains articles extracted 
from Wikipedia. This portion has an ex-
tension of   500,000 words.

Following to Aguilar et al. (2004) and Sierra et al. 
(2008), we selected a set of verbs that function as 
heads  of  predicative  patterns  in  Spanish,  taking 
into account the distinction between primary and 
secondary predications. 

In the case of primary predication, the analytic-
al  definition is  integrated in  a  sequence  Term + 
Verbal  Predication  +  Definition.  This  definition 
does not refer to possible author(s) of a definition. 
An example is:

(4) [El apartarrayos Term] [es Verbal Predication] [un dis-
positivo Genus Term] [que protege las instalacio-
nes contra sobretensiones de origen atmosfé-
rico Differentia] (Engl. [The lightning conductor 
Term] [is Verbal Predication] [a device Genus Term] [that 

protects electrical systems against surges of 
atmospheric origin Differentia]).

Having in mind this sequence, we propose a gram-
matical description model for this relation:

Table 1: Construction patterns derived from the relation 
between primary predication and analytical definition

Definition Genus Term Differentia

Analytical 
(Primary 

Predication)

NP =  Noun + 
{AdjP/PP}*

CP = Relative Pronoun  + 
IP 

PP = Preposition  + NP

AdjP = Adjective + NP

The verbs that  operate  as  head of  these  predica-
tions are:  referir (to refer to),  representar (to rep-
resent),  ser  (to  be)  and  significar (to  signify/to 
mean). In contrast,  when a secondary predication 
introduces an analytical definition, this predication 
follows   the  sequence  Author  +  Term + Verbal 
Predication + Definition, where the Author is equi-
valent  to  the  primary subject,  the  Term assumes 
the position of secondary subject,  and the defini-
tion is introduced after the Verbal Predication. In 
this  case,  the  adverbial  particle  como (Eng. 
as/like), or the preposition por (Eng. for/by) indic-
ates the place of the definition. An example is:

(5) [Carlos Godino Author] [define Verbal Predication] [la 
arquitectura naval Term]  [como la ciencia que 
se enfoca en la construcción de los buques De-

finition] (Eng. [Carlos Godino Author] [defines 
Verbal Predication] [the naval architecture Term] [as 
the science that focuses on the construction of 
ships Definition])

Thus, the formal description of this sequence is:

Table 2: Construction patterns derived from the relation 
between secondary predication and analytical definition

 Definition Adverb/
Preposition

Genus Term Differentia

Analytical
(Secondary 
Predica-
tion)

Como
Por

NP =  Noun + 
{AdjP /PP}*

CP = Relative Pro-
noun  +  IP
PP = Preposition  + 
NP
AdjP = Adjective + 
NP

The verbs linked to secondary predications are: ca-
racterizar + como/por (Engl. to characterize + 
as/for), comprender + como (Engl. to comprehend 
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+ as), concebir + como (Engl. to conceive + as), 
conocer + como (Engl. to know + as), considerar  
+ como (Engl. to consider + as), definir + como 
(Engl. to define + as), describir + como (Engl. to 
define + as), entender + como (Engl. to understand 
+ as) , identificar + como (Engl. to identify + as) 
and visualizar + como (Engl. to visualize + as).

In order to recognize these sequences of predic-
ations and analytical definitions, we employed a 
system developed in Python by Rodríguez (2004). 
Broadly speaking, the input for this system is a set 
of previously delimited text fragments. The output 
is a XML table with a list of patterns, the verb used 
for searching these patterns, and the frequency of 
use in both corpora.

4 Results

Once  we  accomplished  the  process  of  searching 
and  extracting  of  fragments  with  sequences  of 
predication  patterns  of  analytical  definitions,  we 
determined values of precision and recall  for the 
CLI and CIE corpora based on the real number of 
analytical DCs in the corpus. This data was deter-
mined by a human expert through an exploration in 
the  corpora  mentioned  above.  In  table  3  we 
showed DC candidates, as well as the real number 
of true DCs extracted from these candidates.     

Thus, from CLI corpora we obtained a total of 
1686 candidates. From these candidates, the human 
expert recognized a set of 111 true DCs to analyti-
cal  definition  linked  to  primary  predication  pat-
terns. Our recall  was 100% because we obtained 
all of the DCs with analytical definitions, but the 
precision achieved was very low (6.6%). 

The main cause about this low precision is due 
to the verb ser (Eng. to be). The verb ser is highly 
productive in Spanish, however, much of the frag-
ments found are not analytical definitions. In con-
trast, from secondary predication patterns, our re-
call was 100% and precision 9.4%. Thus, the CIE 
corpora showed measures of  precision and recall 
higher than those of CLI corpora because most of 
documents  were  extracted  from  resources  as 
Wikipedia. We suppose this factor is related with a 
definition scheme more canonical in scientific and 
technical documents. 

Table 3: Sequence frequencies of predication patterns 
and analytical definitions

Analytical Definitions  CLI CIE

 
Primary Predication

Candidates 1686 494
DCs 111 127

Recall
Precision

100%
6.6%

100%
25.7%

 
 
Secondary Predication

Candidates 701 61
DCs 66 11

Recall
Precision

100%
9.4%

100%
18.0%

We derived a frequency distribution of the verbs 
with type of predication for CLI and CIE corpora. 
The table 4 shows the relative frequency of use of 
each  verb  explored.  Most  of  these  verbs  do  not 
have been considered in automatic extraction tasks 
of hyponymy-hyperonymy relations, e.  g.:  Hearst 
(1992) or Wilks, Slator & Guthrie (1995).

Table 4: Frequency distribution of verbal predicate, and 
its use in analytical definitions

Predication Corpora
CLI CIE

Primary
Referir(a)/To refer 0 0.02
Representar/To represent 0 0.04
Significar/To signify 0 0.03
Ser/To be 1 0.91
Secondary
Caracterizar/To characterize 0.12 0.18
Concebir/To concibe 0.09 0
Conocer/To know 0.17 0
Considerar/To consider 0.21 0.27
Definir/To define 0.27 0.27
Describir/To describe 0.03 0.09
Entender/To understand 0.06 0.18
Identificar/To identify 0.03 0
Visualizar/To visualize 0.02 0

Once  established  this  distribution,  we  have  ana-
lyzed the degree of assurance to find a good candi-
date for analytical definitions. We have applied a 
method of conditional probabilities for primary and 
secondary predications. Our conditional probabili-
ties are formulated by the hypothesis that the prob-
ability (P) of co-occurrence of predications (Pred) 
linked to analytical definition (AD) is high. Thus, 
we  apply  the  following  formula  of  conditional 
probability:

P(AD ∩ Pred)  

P(AD|Pred) =  P(Pred)  
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Taking into account the formula mentioned above, 
we obtained the following results:

Table 5: Conditional probabilities of co-occurrence 
between predications and analytical definitions

Predication CLI CIE

Primary 
Analytical definitions 93% 100%
Not-analytical definitions 7% 0%

Secondary 
Analytical definitions 95% 100%
Not-analytical definitions 5% 0%

Therefore, we considered that the possibility to 
identify a good candidate of analytical definition is 
high, insofar as we took into account their relation-
ship with primary and secondary predications.

In  addition,  Alarcón,  Bach  &  Sierra  (2007), 
propose a methodology for filtering true DCs from 
a set of candidates to DCs. An important advance 
provided for this work is the application of a filter 
phase that discards those syntactic patterns without 
true analytical definitions. For example, if we find 
a particle as no (Eng. not) or tampoco (Eng. either) 
in the first position before or after of a predication, 
there is a high probability these pattern do not in-
troduce a good analytical definition. In Table 5 we 
showed some results in terms of precision and re-
call reported by authors only for analytical defini-
tion patterns.

Table 6: Precision & recall values 

Verbal pattern Precision Recall
Concebir(como)/To conceive(as) 0.67 0.98
Definir(como)/To define(as) 0.84 0.99
Entender(como)/To understand(as) 0.34 0.94
Identificar(como)/To identify(as) 0.31 0.90
Significar/To signify 0.29 0.98

5 Sketching a method 

In this section, we propose a method for recogniz-
ing lexical relations from the previous extraction of 
DCs. In particular, we assume that a good way to 
reach these relations is to improve the syntactic as-
sociation observed between predications and ana-
lytical definitions inserted into these DCs.

This assumption is in line with the methodology 
proposed by Buitelaar, Cimiano & Magnini (2005) 
for building ontologies based on textual informa-
tion  obtained  from  corpora.  These  three  authors 
conceive a chain of  processes and sub-processes, 
represented with a layer cake scheme: 

Figure 2: Ontology learning layer cake (according to 
Buitelaar, Cimiano & Magnani 2005)

Briefly,  in  this  scheme  Buitelaar,  Cimiano  & 
Magnini establish a sequence of 6 basic tasks for 
developing a possible ontology. Thus, the first task 
is the identification of a set of specific terms to a 
certain knowledge domain (in this case, a medical 
domain). After that, it is necessary to identify syn-
onyms related to these terms (e.g., disease/illness). 
Given both sets of  terms and synonyms, the fol-
lowing task is to determine concepts in a formal 
way.  For  delineating  these  concepts,  in  the  next 
task are deduced lexical relations following lexical 
networks  formulated  by  WordNet  (Fellbaum 
1998). 

Once these lexical relations are established, the 
semantic  relations  are  proposed,  keeping  this  in 
mind,  for  example,  first-order  logic  to  represent 
predicate-arguments  structures.  The  final  process 
of this chain is to derive universal rules for build-
ing concepts, joining lexical and semantic relations 
deduced previously.

Thus, the recognition and extraction of concepts 
is  a  step  towards  the  general  goal  proposed  by 
Buitelaar, Cimiano & Magnini for building ontolo-
gies.  For this particular  phase,  our proposal  con-
sists  on identifying and extracting conceptual  in-
formation through lexical-syntactic patterns as we 
mentioned above.

6 Towards the (semi-)automatic identifica-
tion of lexical relations 

In agreement with the methodology of  Buitelaar, 
Cimiano & Magnini mentioned above, we propose 
to extract lexical relations from analytical defini-
tions for covering the next step about hierarchical 
relations.  Hiponymy/hypernymy  and 
meronym/holonymy relations are considered as re-
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lations organizing a conceptual space in a hierarch-
ical way (Winston, Chaffin & Herrmann 1987). 

Additionally, our method provides a way to get 
more relations from a domain corpus through the 
application of a bootstrapping technique with the 
genus terms/wholes set as seed set.  

• Hyponymy/hyperonymy relations: We 
consider works such as Hearst (1992), as 
well as Wilks, Slator & Guthrie (1995), 
because  their  methods  allow combining 
linguistic and probabilistic criteria. 

• Part/whole  relations:  In  this  case,  we 
consider  works  such  as  Charniak  & 
Berland (1999),  as well  as those results 
reported  by  Girju,  Badulescu  &  Mod-
olvan (2006). We propose a method ex-
ploiting the pattern with preposition  de, 
due to its use frequency to link parts and 
wholes in Spanish. Table 6 shows exam-
ples about meronymy/holonymy relations 
using  this  pattern  compared  with  other 
patterns worked in the literature.

Table 7: Number of hits returned by the search en-
gine Google

Part Whole X is part 
of Y

Y has 
X

X of the 
Y

Mouse Computer 27360 514 280400
Keyboard Computer 60800 64730 1798000
Screen Computer 58800 64100 556000

• Attribution  relations: Attribution  rela-
tions play an important role in disciplines 
involved  with  conceptual  representation 
as artificial intelligence/knowledge repre-
sentation,  linguistics  and  psychology 
(Poesio  &  Almuhareb,  2005).   So,  we 
consider  the  work  about  the  automatic 
extraction  of  attribution  relations  pro-
posed  by  Poesio  &  Almuhareb (2004). 
They used an approach as that proposed 
by Charniak & Berland (1999) but to ex-
tract  attribution  relations  using  the  pat-
tern:

“the * of the C [is|was]”

Here, * represents a potential attribute for 
the concept C. In Spanish a common pat-
tern to express attribution relations is the 
use of the preposition  de, e.g.:  edad del  

paciente (Eng.  age  of  patient/patient's 
age),  altura del paciente  (Eng. height of 
the patient/ patient's height), and so on.

Summarizing, our methodology to extract lexical 
relations starts with the extraction of hyponymy-
hypernymy relations from analytical DCs. For this 
phase  we  consider  a  lexical-syntactic  approach 
due to the regularity of the definition schemes us-
ing  predication  patterns  as  those  mentioned 
above. 

Additionally,  we  propose  a  bootstrapping 
technique starting with the set of genus terms as a 
seedset  to  extract  more  lexical  relations  from a 
domain corpus. We use the preposition de to link 
genus term and other potential terms due to its im-
portance to produce lexical relations of our inter-
est. 

For example, in a first phase exploring a do-
main corpus, a genus term as dilatación (Eng. di-
lation)  links  with  a  set  of  two elements  {vena,  
pupila} (Eng. {vein, pupil}). In a next phase, the 
element pupila is linked to ojo (Eng. eye), and so 
on. Thus, on the one hand we have two relations 
IS-KIND-OF:  dilatación de la pupila and  dilat-
ación de la vena. On the other hand, we have a 
meronymy-holonymy relation: pupila-ojo.

Integrating the three relations described above, 
we will  implement  a  lexical  network that  allows 
organizing concepts related to terms. An example 
of this possible network is:

Figure 3: Example of a possible lexical network

In the figure, we can distinguish a set of sub−terms 
linked  to  the  main  term  Ojo (Engl.  Eye).  These 
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sub−terms operate as nodes, and the possible lexic-
al relations are branches connected with the main 
term. Thus, based on a lexical Parth/whole relation, 
we can infer that  córnea  (Eng. cornea), is a con-
stituent  of  eye.  In  contrast,  the  term  enfermedad 
(Engl.  disease) is an attribute of eye. Finally, the 
glaucoma is a type of disease that affects the eyes.

7 Work in progress and possible topics of 
collaborations 

In this paper we proposed a method for recogniz-
ing lexical relations, taking into account the identi-
fication  and  extraction  of  analytical  definitions 
situated into DCs in Spanish. This extraction con-
siders verbal predications associated to these defin-
itions. So, in order to explain this extraction, we 
have showed a formal syntactic analysis, based on 
the idea that  these predications:  (a)  could be de-
scribed in terms of predicative phrases, and (b), the 
association  of  predications  and  analytical  defini-
tions  has  a  high  frequency of  use  in  specialized 
documents. For evaluating this frequency, we have 
exposed the results obtained for an experiment of 
extraction in two technical corpora.

Currently, we are situated in the phase to imple-
ment  and evaluate  a new experiment  oriented to 
the detection of lexical relations between the term 
and the genus term formulated for analytical defin-
itions. In particular, we are interested in discover-
ing three types of relations: hyponym/hyperonymy, 
part-whole and attribution-entity.

We conclude suggesting some topics of collab-
orations for our potential colleges:

I. The construction of specialized texts 
corpora with good candidates of DCs, 
having in mind the basic features for 
identifying a DC.

II. The implementation of new linguistic 
and statistical methods for detecting 
and extracting lexical relations from 
text corpora.

III. The improvement of search systems, 
using these underlying lexical relations 
in electronic documents.

IV. Following to Wilks, Slator & Guthrie 
(1995), the design of lexical-semantic 
tags for recognizing and classifying 
concepts in taxonomies.

Similarly,  according  to  Buitelaar,  Cimiano  & 
Magnini, we can use external lexical resources as 
Spanish WordNet and Spanish FrameNet (Subirats 
2009) for  determining and evaluating our lexical 
networks,  in  order  to  enrich  the  results  that  we 
could generate.
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Abstract

Requirements elicitation is  one of the first 
processes of software development and it is 
intended to be hand-made by means of ana-
lyst-stakeholder  interviews.  As  a  natural-
language-based activity, requirements elici-
tation can take advantages of Computational 
Linguistics  techniques,  in order to achieve 
better results looking for automation in this 
field.  In this paper we survey some of the 
work  related  to  software  development  au-
tomation, guided by Computational Linguis-
tics techniques, and performed by the Com-
putational  Language Research Group from 
the Universidad Nacional de Colombia. We 
aim  the  definition  of  future  trans-national 
effort to be made in this research line.

1 Introduction

When stakeholders need to solve their information 
problems, they commonly search for the develop-
ment of software applications (Pressman, 2005). At 
the  beginning  of  this  process,  a  set  of  analyst-
stakeholder interviews take place, in order to cap-
ture the requirements belonging to the domain in 
which future software application must work. After 
that, in a hand-made process called “requirements 
elicitation”, the analyst transforms the captured in-
formation  into  formal  and  semi-formal  artifacts, 
mostly diagrams.  At this stage,  software applica-
tion is specified by means of such diagrams (Leite, 
1987).

Since  interviews  are  the  most  used techniques 
for collecting software requirements, they experi-
ment some of the most common problems of natu-

ral language (NL) communication: misunderstand-
ing,  ambiguity,  and  lack  of  clarity  (Christel  and 
Kang,  1992).  However,  as  an NL-based process, 
requirements elicitation can use some of the Com-
putational Linguistics (CL) and Natural Language 
Processing  (NLP)  techniques,  as  a  way to  solve 
such  problems.  The  main  goal  of  using  CL and 
NLP techniques in this particular problem is relat-
ed to the search for automation in the software de-
velopment process.

This is the strategy we (the Computational Lan-
guage Research Group—CLRG) choose to follow 
for clarifying requirements elicitation process and, 
therefore, for trying to automate the first phases of 
software  development  process.  In  this  paper,  we 
summarize  some of the CLRG effort  invested in 
helping requirements elicitation process with most-
ly  CL techniques,  but  searching  for  strong  NLP 
techniques, for instance, syntactical  and discourse 
parsers,  and  named  entity  recognition  systems, 
among others. We aim to show how we try to solve 
our  problems  in  this  field  (recognizing  the  exis-
tence of too much effort from other groups in the 
world, but focusing on our own work), as a way to 
motivate  the  definition  of  trans-national  projects 
searching for the same goals as us. Because our na-
tive language is Spanish, some of the examples we 
provide in this paper are encoded in this language.

The structure of this paper is the following: in 
section  2,  we  discuss  our  solutions  to  common 
problems  of  requirements  elicitation  process;  in 
section 3 we propose some possible joint projects 
in this field of knowledge; finally, in section 4 we 
present conclusions and future work.
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2 Solutions  to  common  problems  of  re-
quirements elicitation process

Figure 1 gives us the overall software engineering 
process envisioned by this research. This is a kind 
of “big picture” about the way we are creating CL- 
and NLP-based tools  for  helping automated soft-
ware development  process.  In the following sub-
sections, we discuss a more detailed view of every 
tool.

2.1 Pre-conceptual schemas

The first gap we needed to bridge in this process 
was related to the knowledge representation of re-

quirements.  In  this  context,  the  UML  (Unified 
Modeling Language, OMG, 2010) is the  de-facto 
standard for representing requirements, but it is a 
language directed to technical readers, and stake-
holders are not usually technical people.  For this 
reason,  we  explored  the  possibilities  to  use  a 
graphical  language  closer  to  the  stakeholder  dis-
course, and we created the pre-conceptual schemas 
(Zapata,  2007)  by adapting  some previous  effort 
made by Sowa’s Conceptual Graphs (Sowa, 1984). 
Figure 2 shows an example of the pre-conceptual 
schemas, manually created by an analyst during the 
software elicitation process of one software appli-
cation.

Figure 1. Overall view of CL- and NLP-tools for automated software development.

Figure 2. An example of Pre-conceptual Schemas (Zapata, 2007).
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Pre-conceptual  schemas  have  provided  a  new 
way to validate the stakeholder discourse, in order 
to clarify and understand what stakeholder has to 
say about  the  domain  information  related  to  the 
software application to-be-made.

2.2 UN-Lencep:  Specifying  pre-conceptual 
schemas

Pre-conceptual  schemas  gave  us  a  new  way  to 
communicate  with  stakeholders  in  the  require-
ments elicitation process, but their usage was limit-
ed to analysts. However, if we are interested in cre-
ating  a  pre-conceptual  schema,  we  need  the  in-
volvement of both kinds of actors in such action. In 
this case, we need to communicate each other in an 
NL-like way.

The solution to this problem came from two of 
the  several  techniques  from  Computational  Lin-
guistics:  Information  Extraction  (IE)  and  Con-
trolled Languages. In first  place, we use a set of 
templates,  in the same sense of IE templates,  for 
matching in a stakeholder discourse the same fea-
tures  of  a  pre-conceptual  schema.  Then,  we 
constrained the NL discourse, and we created UN-
Lencep  (Universidad  Nacional  de  Colombia—
Lenguaje  para  la  especificación  de  esquemas  
preconceptuales, Zapata et al., 2008).  By combin-
ing both techniques, we had the possibilities to cre-
ate a textual discourse in UN-Lencep. In the case 
of the pre-conceptual schema in figure 2, the UN-
Lencep discourse could be something like this:

A pet belongs to an owner.
The pet has identification, name, and medical  
history.
The medical history has a name and one detail.
The  detail  has  a  date,  a  diagnosis,  and  a  
medicine.
When the owner requests an appointment, the  
assistant assigns an appointment.
When  the  owner  accomplishes  the  appoint-
ment, the veterinarian auscultates the pet.
When the veterinarian auscultates the pet, the 
veterinarian registers the diagnosis.
When the veterinarian registers the diagnosis,  
the veterinarian prescribes the medicine.

Note that UN-Lencep phrases can be made by 
non-technical people, like stakeholders. The task of 
capturing requirements is now under the responsi-
bilities of the analyst-stakeholder team, instead of 

the analyst alone. Again, the UN-Lencep discourse 
is manually created by the analyst with the help of 
the stakeholder. We have developed a tool called 
UNC-Diagrammer, for helping the software elicita-
tion process in creating UN-Lencep discourses and 
pre-conceptual schemas. This tool has some mini-
mal NLP processing, because UN-Lencep is a tem-
plate-based controlled language.

2.3 Dialog model

UN-Lencep and pre-conceptual schemas provided 
the  partial  solution  to  our  requirements  capture 
problems. However, the fact that requirements elic-
itation was initiated by a set of stakeholder-analyst 
interviews reminded us the rest of the task. If we 
could discover a way to obtain the UN-Lencep dis-
course from something like an interview, we could 
link the beginning of the process to our partial so-
lution.

The answer, again, came from previous experi-
ences  in  Computational  Linguistics.  The  work 
made  on  dialog  models  provided  us  an  environ-
ment to prove our hypothesis about stakeholder-an-
alyst interviews. We found some previous work on 
dialog models related to train reservations, and we 
employed it to discover the structure of dialog, as 
sets of tagged utterances and turnovers. With these 
ideas in mind, we propose a structure for require-
ments  elicitation dialog (Zapata and Carmona, in 
press), as shown in figure 3. We are, also, explor-
ing the close relationship between dialog models 
for requirements elicitation and ontologies (Zapata 
et al., in press).

We are currently working on some projects for 
obtaining  UN-Lencep  discourses  from  a  dialog 
with the structure provided by figure 3. Also, we 
are working in proving the utilities of such conver-
sion in order to diminish software costs and devel-
opment time in  Latin-American software compa-
nies, and we select the COMPETISOFT model for 
promoting such improvement.

2.4 UNC-Corpus

Modeling is the center of requirements elicitation 
activities. We need models to understand the struc-
ture,  the behavior,  and the interaction among the 
concepts belonging to some domain. Traditionally, 
analysts make models by using their own knowl-
edge and understanding of the world domain, in a 
subjective way. But, is it possible to simulate such 
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activity? How can we represent the knowledge ac-
quired  about  modeling  by an  analyst  in  creating 
models?  The work in Corpus Linguistics provided 
us some useful ideas about these questions. A cor-
pus is a collection of proved uses of a language. If 
we considered UML as a graphical modeling lan-
guage (but, finally,  a language), we could gather 

several “proved” uses of this language in the shape 
of  computationally  readable  files.  We  employed 
these  files  to  create  UNC-Corpus  (Zapata  et  al., 
2008),  a  UML-diagram  corpus.  Also,  we  used 
UNC-Corpus for  “completing”  diagrams, as  ana-
lysts  actually does,  by reviewing the  contents  of 
the corpus as shown in figure 4.

Figure 3. Requirements elicitation dialog model (Zapata and Carmona, in press).

2.5 AMV: a solution for conjugating and lem-
matizing Spanish verbs

Spanish is one of the most difficult languages for 
tasks  related  to  conjugate  and  lemmatize  verbs. 
Our  language  has  a  complex  structure  when  we 
need to use a verb.

CLRG have assumed these difficulties and, after 
exploring state  of  the art  in Spanish conjugators, 
decided to create  AMV (Analizador Morfológico 
de Verbos,  Zapata y Mesa,  2009),  an application 
that recognize the internal structure of the vast ma-
jority of Spanish verbs. AMV can be shown in fig-
ure 5.

2.6 Goals and problems

AMV gave us some insight about the structure of 
Spanish verbs, so we could discover some differ-
ences about these verbs. For example, we discov-
ered state verbs, action verbs, and goal verbs. Goal 
verbs are slightly different from the other kinds of 
verbs, because they express activities with no dura-
tion, generally associated to states to be reached. 

Three kinds  of  goal  verbs can be identified:  im-
provement,  maintenance,  and  achievement  verbs. 
Goal verbs are not recognized by most of the peo-
ple,  and  their  usage  tends  to  be  misunderstood 
along the software development process.

CLRG  devoted  some  effort  to  identify  goal 
verbs from NL discourses, and then represent them 
into pre-conceptual schemas (Zapata  et al., 2007). 
For completing this task, we used previous work of 
Antón  (1997)  for  gathering  some  verbs  in  the 
above  mentioned  categories,  and  then  we  em-
ployed a lexicon from Maryland University in or-
der  to  discover  the  internal  linguistic  features  of 
such verbs. With this information in hand, we in-
creased the number of available verbs for express-
ing goals. After that, we define a new set of sym-
bols to be used in pre-conceptual schemas for rep-
resenting goal verbs and then translating them into 
goal diagrams (Lezcano, 2007). Figure 6 shows an 
example of pre-conceptual schemas including goal 
verbs.
We are currently exploring the relationships among 
goals  and problems.  In  our  theory,  problems are 
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seen either as negative goals or obstacles for a goal 
to be reached. So, we are trying to define a set of 
structures for representing goals and another set for 
representing problems. Also, we are defining some 
rules for obtaining goal expressions from problem 

sentences and viceversa. The first step of the pro-
cess was the state-of-the-art review of such struc-
tures (Zapata and Vargas, 2009), and we are deliv-
ering a Master’s Thesis with the structures and the 
heuristic rules for proving such relationship.

Figure 4. A snapshot of the use of UNC-Corpus (Zapata et al., 2008).

Figure 5. Snapshot of AMV (Zapata and Mesa, 2009).
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Figure 6. An example of pre-conceptual schemas including goal verbs (Zapata et al., 2007)

2.7 Games for teaching

As a part of our research and teaching strategy, we 
use  games  to  show and reinforce  some concepts 
about  our  knowledge  area.  For  example,  we are 
currently  developing  an  on-line  game—called 
“Software  Boulevard”—for  understanding  how 
software industries make their intangible products. 
In this game, we intend to simulate the real behav-
ior of this kind of companies, but making the ac-
tors answer questions about software development 
process in several phases. Another example of our 
strategy is “Requirements elicitation dialog game” 
(Zapata and Giraldo, 2009), which is based on the 
importance of dialog inside the software develop-
ment process. This game is like a word puzzle in 
which players must fill in the blanks a set of words 
previously acquired by answering questions related 
to  software  development.  The blanks  are  located 
inside  a  simulated  analyst-stakeholder  interview 
and also as parts of a pre-conceptual schema. The 
main goal of the game is make conscious the play-
ers  about  the  importance of  good answers  in  re-
quirements  elicitation,  in  order  to  adequately 
“translate”  the  given  information  into  diagrams 
that consistently reflect such information.

2.8 State-of-the-art Reviews

The definition of several projects requires the ex-
tensive search for papers and journals related to the 

topics we need to incorporate in the process. In ad-
dition to the mentioned review on goals and prob-
lems  (Zapata  and  Vargas,  2009),  we  conducted 
some other  state-of-the-art  reviews on Controlled 
Languages  (Zapata  and  Rosero,  2008),  Dialog 
Models (Zapata and Mesa,  2009b),  and the Wiz-
ard-of-Oz  experiment  (Zapata  and  Carmona, 
2007).  Also,  we  made  a  review  on  Interlinguas 
(Zapata and Benítez, 2009), and we are preparing 
some other reviews on Computational Dialog and 
Code Generation.

3 Joint  projects  on requirements  elicita-
tion and computational linguistics

Our final goal—and probably “dream”—is the au-
tomation  of  software  development  process  from 
early  stages  related  to  speech  discourses.  We 
strongly believe this goal is so big enough to be 
reached by only one research group. We made now 
some part of the task, but we need help to complete 
it. For this reason, we want to create some trans-
national projects related to this field of knowledge 
to be executed by several research groups in Latin 
America,  for  example  the  Computation  Research 
Centre from the Instituto Politécnico Nacional  in 
Mexico, the Linguistic Engineering research group 
from the Universidad Nacional Autónoma de Méx-
ico,  the  Working  Group  2.9  (Software  Require-
ments Engineering) from IFIP (International Fed-
eration  for  Information Processing),  and  the  Hu-
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man-Computer  Interaction  Research  Group  from 
the Pontificia Universidad Católica de Valparaíso. 
We have contacts inside these research groups and 
we are willing to initiate joint research projects re-
lated  to  Computational  Linguistics  and  Require-
ments Engineering.

The first project in which we are concerned is 
the  use  of  technical  documentation  for  require-
ments  elicitation. In almost every organization in 
the  world,  technical  documents  define  the  way 
such organization must behave. If we were capable 
to understand the surrounding information in these 
documents,  we could  elicit  many concepts  to  be 
validated  in  the  analyst-stakeholder  interviews, 
making too much work before the interviews take 
place. In this project, we need groups with exper-
tise in analyzing and processing some kind of tech-
nical  documents  (for  instance,  technical  reports, 
law sentences, instructions, and so on).

The second project we need to propose have nat-
ural  language  speeching  as  the  main  issue.  The 
way a stakeholder-analyst  interview is  conducted 
suggests that some expressions are repeated once 
and again in the context of the dialog. These ex-
pressions are guidelines to gather important infor-
mation  about  the  domain.  In  this  case,  we  need 
groups with larger experience in recording, retriev-
ing, and analyzing speech dialogs.

A computational  corpus  of  stakeholder-analyst 
interviews is the main product of the third project 
we want to execute.  Corpus  linguistics  can offer 
many techniques for analyzing such corpus, in or-
der to discover meta-information about the process 
of requirements elicitation by means of interviews. 
The common uses of expressions can lead to pre-
dictive information concerning one domain.  Con-
sequently, we need to gather as many recorded in-
terviews as we can, and research groups with this 
kind of information.

Finally, games are needed for understanding and 
simulating the entire process of requirements elici-
tation  as  a  result  from stakeholder-analyst  inter-
views, and this is the goal of the fourth project we 
need to propose. Our group has been using games 
in the shape of teaching strategies and we plan to 
keep using this strategy, because we think we are 
successful  on  it.  Here,  we  need  research  groups 
with the intention to co-create  and use games as 
teaching  strategies.  Also,  we  need  people  with 
some experience in evaluating the impact of games 
as teaching strategies.

The above mentioned  projects  have some CL- 
and  NLP-based  techniques  as  good  offerings  to 
find a solution. Also, for achieving the goals of ev-
ery  project,  we  need  to  interact  with  experts  in 
software  elicitation  process.  We hope  this  cross-
functional  and  trans-national  effort  will  give  the 
necessary tools to make true the dream about au-
tomation in software development process.

4 Conclusions and future work

The Computational Language Research Group has 
been developing some projects for helping require-
ments  elicitation  process  by means  of  Computa-
tional  Linguistics,  and  we  shown  some  of  this 
work in this paper. We tried to summarize the most 
important of our projects concerning this issue, be-
cause our aim is to propose and develop trans-na-
tional projects in searching for automated software 
development.

The  "big  picture"  of  this  work  exhibits  joint 
projects for making requirements elicitation closer 
to natural language dialog and speech. We look for 
a dream in which software development will be a 
simpler task, developed by common people by us-
ing natural language speeching interfaces.

Some work has still to be done:

• Eliciting  requirements  from  technical  docu-
ments belonging to an organization.

• Incorporating  speech  recognition  to  the  re-
quirements elicitation.

• Building  a  computational  corpus  of  analyst-
stakeholder interviews.

• Creating new games as teaching strategies for 
understanding  the  entire  requirements elicita-
tion process.

All of these projects are intended to be made by 
trans-national  groups  with  some  concern  about 
software development  process,  computational lin-
guistics, and natural language processing.
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Abstract 

Despite the growing interest in NLP focused 

on the Brazilian Portuguese language in recent 

years, its obvious counterpart – Natural Lan-

guage Generation (NLG) – remains in that 

case a little-explored research field. In this 

paper we describe preliminary results of a first 

project of this kind, addressing the issue of 

surface realization for Brazilian Portuguese. 

Our approach, which may be particularly suit-

able to simpler NLG applications in which a 

domain corpus of the most likely output sen-

tences happens to be available, is in principle 

adaptable to many closely-related languages, 

and paves the way to further NLG research 

focused on Romance languages in general. 

1 Introduction 

Data-to-Text Natural Language Generation (NLG) 

systems produce text or speech from a given non-

linguistic input. Systems of this kind usually fol-

low a pipelined architecture (Reiter, 2007) com-

prising data interpretation, document planning, 

sentence planning and surface realization tasks. In 

this work we discuss the latter, that is, the task of 

producing surface word strings from a non-

linguistic input specification.  

Existing approaches to surface realization may 

vary greatly in their input requirements and, con-

sequently, in the level of control over the output 

text. On the one hand, more sophisticated, gram-

mar-based surface realization systems such as 

KPML (Bateman, 1997) allow maximum flexibili-

ty and productive coverage. These advantages, 

however, are only useful if the underlying applica-

tion is capable of providing a detailed semantic 

specification as an input to the surface realization 

module in the first place.  

As an alternative to surface realization gram-

mars, NLG systems may also rely on template-

based surface realization, that is, the use of prede-

fined structures with a number of variable fields 

(or slots) to be filled in with values provided by the 

application. For a comparison between templates 

and other approaches to NLG, see for instance van 

Deemter et. al. (2005). 

Adapting an existing application to a template-

based realization system  is usually much simpler 

than in a grammar-based approach. Yet, in order to 

take full advantage of template definitions and to 

obtain a degree of control over the output text that 

is comparable to what a grammar-based system 

would allow, it is still necessary to master the use 

of templates and their rules to fill in each slot ade-

quately.  

The problem of input specification to surface 

realization has been discussed at length in the lite-

rature in the field - see for example Langkilde 

(2000) – and we of course do not dispute that more 

sophisticated NLG systems will require a detailed 

input specification. However, given that the avail-

able semantics may not be provide in this level of 

detail, in this paper we discuss an alternative that 
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may be suitable to simpler applications, namely, 

those cases in which it is known in advance what 

the most likely output sentence structures are, for 

example, because a corpus on that particular do-

main happens to be available. In these cases, we 

will argue that it may be possible to take advantage 

of the available knowledge to quickly deploy a 

surface realization component based on existing 

corpora.  

The underlying assumption in our work is that 

there are simpler NLG applications for which it 

may be sufficient to select a sentence that resem-

bles the desired output, and then modify some or 

all of its constituents as needed to achieve the de-

sired output. For instance, an application that is not 

linguistically-oriented may produce its output re-

sults as natural language text by selecting a stan-

dard imperative sentence as in “Please reply to this 

message” and, leaving all other sentence constitu-

ents unchanged, specify that the action to be rea-

lized in the output is “delete”, and that its patient 

object is “file”. This will have the effect of produc-

ing the output sentence “Please delete this file”.  

In this introductory work we intend to outline 

our ongoing efforts to develop one such approach 

to surface realization for the Brazilian Portuguese 

language. In doing so, we shall focus on the gener-

al principles that guide our research, leaving much 

of the theoretical details to be discussed elsewhere. 

The present work has been developed within the 

context of a query-and-answer application under 

investigation, in which questions sent by undergra-

duate students enrolled in a particular course will 

be matched to existing entries in a large database 

of standard replies written by the professors in 

charge to the most frequently asked questions 

made by the students, and tailored to each particu-

lar context accordingly. Details of this particular 

application will not be dealt with in this paper ei-

ther. 

The reminder of this paper is structured as fol-

lows. Section 2 briefly discusses related work on 

surface realization; Section 3 provides an overview 

of our system’s architecture; Sections 4 describes 

the extraction of syntactically-structured templates 

from a target corpus and Section 5 presents the 

current features of our template-based surface rea-

lization engine. Finally, Section 6 draws prelimi-

nary conclusions and describes ongoing work, and 

Section 7 hints at possible collaboration with the 

wider NLP research community in Latin America 

and elsewhere.  

2 Related work 

Mapping an application semantics to surface 

strings usually involves the use of surface realiza-

tion grammars or similar resources, which can be 

either built manually (e.g., Bateman, 1997) or ac-

quired automatically from a corpus (Ratnaparkhi, 

2000; Zhong & Stent, 2005; DeVault et. al., 2008).  

The surface realization task proper can be di-

vided into two relatively independent procedures: a 

domain-dependant mapping from the application 

semantics onto linguistic structures (including, 

e.g., lexical choice), and a language-oriented task 

of linearization. As pointed out in Gatt & Reiter 

(2009), most of the existing systems tend to per-

form both tasks, but in some cases they focus on 

the latter, assuming that all lexical choices and 

other domain-dependent decisions have already 

been made. This is the case for example of Sim-

pleNLG (Gatt & Reiter, 2009), a surface realiza-

tion engine implemented as a Java library for 

sentence linearization.  

Central to the development and use of a surface 

realization system is the kind of input specification 

that will be expected from the application. In order 

to take full advantage of grammar-based surface 

realization, it is usually necessary to provided de-

tailed linguistic knowledge as an input. This is the 

case, for example, of a number of corpus-based 

approaches to grammar acquisition, which may 

take logical forms as an input (e.g., Smets et. al., 

2003; Zhong & Stent, 2005; Marciniak & Strube, 

2005). The Amalgam system, for instance (Smets 

et. al., 2003), takes as an input a graph conveying 

fixed content words (lemmas) and detailed linguis-

tic information such as verb tense and mode, gend-

er, number and definiteness of all its constituents, 

and additional semantic features (e.g., ‘human’, 

‘animated’ etc.)  

Detailed input specification as required in 

grammar-based surface realization is however of-

ten unavailable from the semantics of the applica-

tion. As an alternative, template-based surface 

realization makes use of predefined structures 

(e.g., syntactically-structured sentence templates) 

with slots to be filled in with values provided by 

the application. A prominent example of template-

based surface realization system is YAG (McRoy 
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et. al., 2003), which may accept both feature struc-

tures and propositional semantics as an input. The 

following is an example of input feature structure 

in YAG, taken from McRoy et. al. (2003). In this 

example, the structure represents the fact that a 

discourse subject (George) performs an act (under-

stand) on a particular object (a book), in which 

both subject and object happened to be realized as 

pronouns as “He understands it”. 
 

    ((template clause 

     (process “understand”) 

     (agent   ((template noun-phrase) 

               (np-type PROPER) 

               (head “George”) 

                 (gender MASCULINE) 

                 (pronominal YES))) 

     (object ((template noun-phrase) 

              (head “book”) 

              (pronominal YES))) ) 

Input feature structure in YAG. 
 

The input requirements of a template-based sur-

face realization system are obviously much simpler 

– and more likely to be available from the applica-

tion – than a full set of linguistic instructions on 

how to generate the desired output. Still, in this 

work we would like to produce surface strings us-

ing even less knowledge, namely, by using sen-

tence-level templates extracted from a domain 

corpus as a basis to generate original and modified 

versions of the corpus sentences.  

We will refer to this as an example-based ap-

proach to surface realization1, although this is not 

to be mistaken for example-based learning tech-

niques to perform automatic grammar induction as 

in DeVault et. al., (2008), or other forms of gram-

mar acquisition as in Zhong & Stent (2005). Our 

work is more related to Ratnaparkhi (2000) in the 

sense that we also use a large collection of genera-

tion templates for surface realization, but still dis-

tinct in that we intend to generate text from 

minimal input.  

3 Project Overview 

Template-based surface realization systems such as 

YAG (McRoy et. al., 2003) make use of a relative-

ly small number of template definitions and some 

kind of descriptive language to provide fine-

grained input sentence specification with flexibility 

                                                         
1 Perhaps ‘select-and-modify’ would be closer to our current 
purposes. 

and wide coverage. However, if a corpus on the 

application domain happens to be available, and 

assuming that the corpus sentences resemble those 

that we intend to generate, then it may be conve-

nient (at least for applications that are not linguisti-

cally-motivated in the first place) to simply use the 

corpus sentences as examples, and allow an input 

specification that makes explicit only the changes 

that need to take place to convert the selected ex-

ample into the desired output.  

For example, in order to produce the sentence 

“He understands it” we may select an example 

such as “People will understand it” from the cor-

pus, and then redefine its agent head type as a pro-

noun, and its action tense as present. The 

difference may not seem so dramatic if compared 

to, e.g., an input specification to YAG, but it will 

obviously grow as more complex sentence struc-

tures are considered.  

If the selected example differs greatly from the 

target sentence, then a large number of modifica-

tions will have to take place, and in that case our 

example-based approach may not seem very use-

ful. On the other hand, if the corpus is representa-

tive of the sentences that are likely to be generated, 

then little or no additional modifications will be 

required, in which case new sentences may be gen-

erated indeed from a minimally specified input. In 

either case, we notice that since the examples are 

represented directly in natural language in the cor-

pus, new instances can be easily added to expand 

the system coverage. 

In our present approach to the surface realization 

task, syntactically-structured templates are selected 

from a target corpus on the application domain and 

used as a basis to produce original and modified 

versions of the corpus sentences by a combination 

of canned text and basic dependency-tree opera-

tions. Each sentence in the target corpus makes a 

sentence template in which the agent, patient and 

action constituents may be modified or replaced by 

the application by combining lower-order tem-

plates (e.g., for NPs and VPs), and new sentences 

may be supported by adding the corresponding 

examples directly to the corpus.  

Our current work can be divided into two main 

tasks: the extraction of syntactically-structured 

templates from corpora and the actual development 

of the surface realization engine. The following 

sections 4 and 5 discuss each of these tasks in turn.  
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4 Template Extraction 

Using a collection of emails sent to undergraduate 

students by their professors in reply to their most 

frequent questions regarding a particular project, 

we developed a database conveying 597 instances 

of surface realization templates for Brazilian Por-

tuguese NLG as follows. 

After sentence segmentation, the corpus was 

tagged and parsed using PALAVRAS (Bick, 

2000). A number of critical parsing errors were 

removed, and thus we arrived at a set of 578 sen-

tence-level templates represented in XML format.  

In our example-based approach to surface reali-

zation we consider two kinds of structure: sentence 

and constituent templates. Sentence templates are 

high-level representations of the sample sentences 

taken from our target corpus, and they contain a 

number of variable fields (the constituents) to be 

filled in with application data (in most cases hav-

ing an agent, action and patient fields.)  

Everything else within the sentence is simply 

canned text as seen in the corpus, and cannot be 

modified by the application. In other words, if the 

application needs to generate a sentence that dif-

fers from the template in any constituent other than 

its NPs and VPs, it is necessary to define a new 

template by adding a new example to the corpus. 

Sentence templates are highly redundant in the 

sense that many of them keep a similar syntactic 

structure in which only the surrounding text might 

change significantly. For example, many sentence 

templates in our domain represent a simple piece 

of advice in the form agent + action followed by 

some canned text, as in “You should enroll by Fri-

day” and “All smokers are supposed to quit by the 

end of the month”.  

Although we could have defined a smaller (and 

more flexible) set of templates by generalizing 

over these structures, in practice this would in-

crease the complexity of the required input (e.g., 

with the addition of a ‘time’ field to a common 

template to be shared by both examples above.) As 

mentioned in the previous section, we intend to 

keep input specification as simple as possible (i.e., 

in natural language format) by allowing the target 

sentences to be specified directly in the corpus. 

The contents of the variable fields in a sentence 

template act as default values for the surface reali-

zation algorithm, and they may be changed indivi-

dually (e.g., by setting a different tense or gender 

value for a particular field) or replaced by another 

constituent template entirely. We notice that de-

fault values are acquired automatically from corpo-

ra, i.e., they do not need to be hard-coded as in 

McRoy et. al., (2003). 

Unlike sentence templates, constituent templates 

are not extracted from corpora. Instead, constitu-

ents are dependency-trees generated by a small set 

of grammar rules that covers the instances of VPs 

and NPs found in our corpus, including support to 

relative clauses and the most common forms of PP 

attachment. The choice for a grammar representa-

tion for the more fine-grained constituents was 

mainly motivated by the need to achieve wider 

coverage and to support linguistic variation beyond 

what the actual phrases found in the corpus would 

allow. In doing so we are able to fill in sentence 

templates with phrases of arbitrary complexity, as 

in the NP “You should enroll by the end of the 

month in which you are expected to complete your 

current assignment”, and not simply using those 

NPs found in the target corpus.  

The set of mappings from domain concepts to 

their dependency-trees (i.e., constituent templates) 

makes a dictionary of realizations in the applica-

tion domain. As in related work in the field (e.g., 

Gatt & Reiter, 2009), we presently assume that the 

actual mappings are to be provided by the applica-

tion.  

Concept-to-strings mappings are usually 

handcrafted, but may also be acquired automatical-

ly from corpora, as in Bangalore & Rambow 

(2000). For testing purposes, we have extracted 

1,548 instances of concept-to-string mappings 

from the target corpus, being 1,298 mappings from 

agent/patient entities to descriptions, pronouns and 

proper  names, and 250 mappings from actions to 

VPs, even though many of them will not be of 

practical use from the point of view of our in-

tended application. 

5 Surface Realization 

Using the template definitions from the previous 

section, we designed a simple corpus-based surface 

realization component for our ongoing project.  

Our surface realization module is currently able 

to accept as an input a template id (to be taken as a 

sample structure with inherited default values for 

the output sentence) and, optionally, parameters 

representing the alternative semantics of its agent, 
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patient and action constituents. Alternatively, it is 

also possible to specify a sentence from scratch 

(that is, without using any existing template as a 

basis) in a standard NP VP NP format. The latter 

choice was added to the system as we noticed that 

simpler sentence structures may be specified more 

conveniently in this way, as opposed to looking up 

an example in the corpus. In our project, this is the 

case of short reply sentences as in “Yes, of 

course”, “Thank you” and others, in which there is 

hardly any point in selecting a template from the 

corpus and then commanding the required changes. 

The underlying application selects a target tem-

plate and provides a set of values to fill in the tem-

plate variable fields. These input values overwrite 

the default values provided by the template (that is, 

those values that were inherited from the corpus 

data) and adjusted by basic agreement rules to 

reestablish grammaticality if necessary, as we will 

discuss later.  

The currently supported variable fields for NPs 

are determiner type, gender, number, person, de-

terminer lemma, pre and post modifiers, the NP 

head, an attached pp-list and relative clause (which 

may recursively convey NPs within themselves.) 

As for VPs, the variable fields are VP type (finite 

vs. infinite etc.), person, mode, verb type, verb 

tense and adverbial modifiers. Verbal gender and 

number are not specified directly but simply inhe-

rited from the subject’s own data to avoid a possi-

bly conflicting input specification. 

The most obvious limitation to this kind of ap-

proach is the case in which there is a need to gen-

erate a sentence that does not resemble any 

example in the corpus at all. Yet again, we notice  

that this difficulty may be overcome by simply 

adding a natural language example directly to the 

corpus, a method that is arguably simpler than pro-

viding detailed instructions on how to select and 

combine template structures in a traditional tem-

plate-based approach, and even simpler than pro-

viding a full sentence specification in grammar-

based surface realization. 

The following is a complete example of how the 

example-based approach is expected to work. In its 

simplest form, the application may select the re-

quired template to produce the desired output ver-

batim as in (a); with some extra knowledge 

available, the application may also change some of 

the values of the variable template fields as in (b); 

finally, with even more complete linguistic know-

ledge available, the original structure may be 

changed even further as in (c), in which case only 

the original sentence structure remained (besides 

the canned text component “on Friday”). 
 

Input Expected output 
 

(a) template #17 

 

[You]agent  

[should deliver]action 

[your results]patient 

on Friday. 

 

(b) template #17,  

patient=essay,  

action=not_complete 

 

[You]agent  

[did not complete]action 

[your essay]patient 

on Friday. 

 

(c) template #17, 

agent=teacher,  

determiner=possess,  

action=give, 

tense=future,  

patient=talk,  

determiner=indefinite 

 

 

[Our teacher]agent 

[will give]action 

[a talk]patient 

on Friday. 

Table 1. Examples of (semantic) input and expected 

(surface text) output. 
 

Depending on the changes in the constituent 

values requested by the application, a number of 

agreement rules may be invoked to re-establish 

fluency and grammaticality. In our work this is 

aided by a Brazilian Portuguese lexicon presented 

in Muniz et. al. (2005) and a thesaurus. For exam-

ple, if a sentence template as (d) below is selected, 

and then the value of the agent head field is 

changed to represent a singular concept as in (e), 

agreement rules are required to modify the verb 

number as in (f). 
 

(d) [All students]agent [have submitted]action  

[their papers]patient 

 

(e) [Your teacher] agent [#have submitted]action  

[their papers]patient 

 

(f) [Your teacher] agent [has submitted]action  

[their papers]patient 

 

Table 2. An original example (d) reused with a new 

agent head value (e) and agreement (f). 

 

More complex or fine-grained dependencies 

(e.g., the anaphoric reference ‘their’ in Table 2 
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above) are not currently implemented. One possi-

ble approach to this is a standard generate-and-

select approach to NLG as in Langkilde (2000), Oh 

& Rudnicky (2000) and others. More specifically, 

we may over-generate all possible realization al-

ternatives and then use a statistical language model 

to select the most likely output. In our work we 

intend to apply a similar approach also to handle 

the lexical choice task, i.e., by selecting the most 

likely wording for each concept based on a lan-

guage model. 

6 Discussion 

In this paper we have described a simple approach 

to surface realization based on the reuse of syntac-

tically-structured templates acquired from corpora. 

Although not nearly as flexible as a full NLG ap-

proach, our system may represent a straightforward 

solution to the problem of input specification, 

which in our case is simply based on natural lan-

guage. Our corpus-based approach is able to gen-

erate single sentences from an input conveying 

various degrees of semantic knowledge, which 

may be suitable to a wide range of NLG applica-

tions that are able to support only less detailed in-

put specification. 

Much of the present work is however to be re-

garded as tentative. One major issue that is yet to 

be discussed is how far we can go with an exam-

ple-based approach to surface realization without 

compromising the quality of the output text. For 

instance, it is not clear what it means for the NLG 

system if the application selects a sentence tem-

plate that (in Portuguese) does not have a subject 

field (e.g., “Please send it now”) and then attempts 

to specify a subject. A similar conflict arises, for 

example,  if the application specifies an action that 

is semantically incompatible with the selected 

template, in which case the output sentence could 

become ungrammatical. In both cases, we believe 

that more research is still needed. 

Being currently functional at a prototype level 

only, our system is undergoing a number of im-

provements. First, we are expanding the possible 

lexical choices by making use of a thesaurus, and 

then we intend to use a language model to handle 

synonymy. 

 Second, the mappings from semantic concepts 

to surface strings still need to be revised and 

adapted to the domain (questions and answers 

about students’ undergraduate projects) in order to 

deploy a fully functional application.  

Finally, template selection needs improvement 

to allow for a truly minimal input specification in 

an application-friendly fashion. 

With these tasks accomplished, we will be able 

to attach a surface realization component to our 

ongoing Q&A project and generate context-

sensitive replies to students’ most frequent ques-

tions. 

7 Final Remarks 

In the context of  the NAACL-HLT Young Inves-

tigators Workshop on Computational Approaches 

to Languages of the Americas, there are a number 

of ways in which our work could benefit from co-

operation with researchers in Latin America, and 

also help the development of NLP research in these 

countries. 

At the current stage, our work still relies heavily 

on a Portuguese parsed corpus and grammar, 

which may be seen being of limited interest outside 

the Brazilian NLP research community. However, 

given the close relation between Portuguese and 

other languages spoken in the region (e.g., Spanish 

and its variations), we believe that it would be a 

rewarding experience to adapt similar language 

resources (e.g., sentence templates, phrase gram-

mars etc.) that have been developed elsewhere, and 

use these resources to deploy a multilingual NLG 

application to validate our current approach.  

Beyond the usefulness to the research communi-

ties involved, we would expect that this kind of co-

operation would be an effective means of sharing 

costs and spreading the interest in NLG research 

across the region, and a much-needed motivation 

for young researchers to join the field. 
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Abstract

We present an on-going research project car-
ried out at the Universidad Nacional de Córdo-
ba in Argentina. This project investigates the-
oretical and practical research questions re-
lated to the development of a dialogue system
situated in a virtual environment. We describe
the PLN research group in which this project
is being developed and, in particular, we spell
out the areas of expertise of the authors. More-
over, we discuss relevant past, current and fu-
ture collaborations of the research group.

1 Introduction

The goal of this project is to implement a dialogue
system which automatically generates instructions
in order to help a user to fulfill a given task in a 3D
virtual environment. In this context, we will investi-
gate fundamental issues about human-computer in-
teraction. The expected results of the project can be
classified in three areas: pragmatics of interaction;
information representation and inference; and eval-
uation of dialogue systems. Once a working proto-
type is finished, we will adapt it to the specific task
of language learning, using the system as a virtual
language teacher. Our prototype will teach English
to native Spanish speakers. Hence, it will need to
understand and produce both languages.

Initially, we will investigate a model of unidirec-
tional linguistic interaction (i.e., linguistic informa-
tion flows only from the system to the user). In sub-
sequent stages, the model will be extended to allow
bidirectional language exchange. For example, the

user may ask clarifications to the system or redefine
the goal of the interaction.

The architecture of the envisioned dialogue sys-
tem presents both theoretical and practical chal-
lenges. On the theoretical side, heuristics are needed
in order to govern decisions such as what to say,
when, and how (given the current context). In addi-
tion, the system should implement inference meth-
ods in order to figure out how to modify the cur-
rent situation and reach the task goal. The complex-
ity of the theoretical issues is reflected, in practice,
in a system of multiple components: a natural lan-
guage generator, a planner, a 3D interactive envi-
ronment, to mention a few. Designing and imple-
menting all these components from scratch would
require a prohibitive effort. Instead we will adapt
tools already implemented and freely available for
prototyping this kind of systems, such as the plat-
form GIVE1, Generating Instructions in Virtual En-
vironments (Byron et al., 2009).

The quality of each of the components of the sys-
tem affects the perception users have of it. It is im-
perative to carry out extensive evaluation. We plan
to adapt and apply different evaluation techniques
and metrics from the area of Machine Translation to
assess the performance of the system.

The plan of the paper is as follows. Section 2
describes the project in detail. Section 3 spells out
the expected results as well as their foreseen impact
in the Argentinean socio-economic landscape. Sec-
tion 4 presents the PLN research group including its
lines of research. Section 5 discuss past, current and
future collaborations that are relevant to the project.

1http://www.give-challenge.org
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2 Description of the Project

This section first introduces the virtual environ-
ment in which our dialogue system will be situated,
namely the GIVE platform, which is the basic ar-
chitecture of our dialogue system. Then we explain
in detail the tasks that our situated dialogue system
will implement, and we spell out the evaluation chal-
lenges that such a system poses. We close the sec-
tion discussing the application of our dialogue sys-
tem for the task of second language learning.

2.1 The Virtual Environment

In the scenario proposed by GIVE (Byron et al.,
2009), a human user carries out a “treasure hunt” in
a 3D virtual environment and the task of the genera-
tion system is to provide real-time, natural language
instructions that help the user find the hidden trea-
sure.

In the GIVE setup, the instruction giving system
must guide the user through interconnected rooms.
The final goal is to get a trophy which is hidden in
a safe. In order to achieve this goal, the system in-
structs the user to perform several subtasks such as
deactivating alarms and opening the safe combina-
tion by pressing a sequence of buttons on the walls
of the rooms.

Figure 1: The user’s view of the 3D world

Figure 1 shows a screen-shot of the user’s view on
the 3D world. On the top of the picture, the current
instruction generated by the dialogue system is dis-
played. The picture shows a closed door and an open

door that has an activated alarm (that looks like a red
tile) in the doorway. There are five visible buttons in
this room (two yellow, two red and one green) and
the instruction giver is instructing the user to press
a red button. Pressing a button can have different
effects such as opening a door, moving an object,
deactivating an alarm, etc.

The characteristics of the world, including the
functions of the buttons, are described in the world
specification by the world designers. The user can
move freely around the world (using the direction
keys as indicated in the bottom of the screen) but
she can loose the game if she triggers an alarm. The
user can also ask for help pressing ‘H’ if she did not
manage to read or understand the last instruction.

For the correct definition of the interaction poli-
cies of our prototype we need a corpus that pro-
vides examples of typical interactions in the domain.
GIVE provides tools for collecting such a corpus in
the form of a Wizard of Oz platform that records all
details of the interaction, thus allowing to easily ob-
tain a corpus of interaction in virtual environments
annotated automatically.

2.2 The Dialogue System Tasks
From the collected corpus we will begin the design,
implementation and testing of our dialogue system.
The main components that we will have to design
and implement can be organized using the tradi-
tional four tasks that a dialogue system should ad-
dress: (1) content planning, (2) generation of refer-
ring expressions, (3) management of the interaction
context, and (4) interpretation of user responses.

(1) Content Planning: Given the envisioned setup
we described before, the first task of the system is to
obtain a plan to reach the desired goal, from the cur-
rent state. The plan will contain physical actions to
be performed in the virtual environment. The second
step is to decide how to transmit this sequence of ac-
tions to the user. E.g, to decide how many actions
to communicate per instruction, and how to aggre-
gate them coherently. The result of the action ag-
gregation process can be represented as a tree de-
scribing the task structure at different levels of ab-
straction. The third and final step is to decide how
to navigate the tree of actions to verbalize the in-
structions (for example, post or preorder as explored
in (Foster et al., 2009)). We will investigate different
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aggregation policies (e.g., aggregating actions that
manipulate similar objects) and innovative ways in
which to navigate the task tree (e.g., moving to a
lower level of abstraction in case of misunderstand-
ings). Plan computation can be solved using clas-
sical planners (Kautz and Selman, 1999; Hoffmann
and Nebel, 2001; Nau et al., 2004). However, while
there are planners that work well when optimized for
certain applications, none provides services such as
the generation of alternative plans, or the generation
of incomplete plans in case of the absence of plan.
One of the goals of the project is to design and im-
plement these extensions to classical planning algo-
rithms. We will also study the theoretical behavior
(e.g., complexity) of these new algorithms.

(2) Generation of Referring Expressions: Once
content planning is complete, the next step is to gen-
eration adequate referring expressions. This task
involves producing a phrase that describes a refer-
able entity so that the user can identify it (e.g., “the
vase on the table”). To be acceptable, these expres-
sions should be “natural:” they should be at the same
time sufficiently but not overly constrained, and they
should not impose on the user a heavier cognitive
load than necessary. For example, producing the
expression “the vase that is not above the chair or
sofa or under the table” would probably not be ac-
ceptable. Areces et al. (2008b) propose to use sym-
bolic minimization of the model that represents the
state of the world, in order to obtain a logical repre-
sentation that describe each object uniquely. In our
project we will implement this method and evaluate
it within the dialogue system.

(3) Management of the Interaction Context: To
manage the use of the interaction context we will use
existing knowledge maintenance systems such as
RACER2 or Pellet3, which support inference tasks
such as definition, maintenance and querying of on-
tologies. These systems have been used as infer-
ence engines in numerous applications in the area
and, in particular, in dialogue systems for text ad-
ventures (Benotti, 2009b). Once we have studied
the behavior of these inference engines on the task,
we will analyze its limitations and investigate the re-
quired extensions.

2http://www.racer-systems.com
3http://clarkparsia.com/pellet

(4) Interpretation of User Responses: The inter-
pretation of user responses in the unidirectional sys-
tem is relatively simple: it amounts to discretizing
the continuous flow of user behavior in the 3D world
into actions meaningful for the domain task. In a
first stage, we will use the discretizer provided by
GIVE. After evaluating it we can determine whether
or not this module meets the requirements of our
task and what are its limitations. In the bidirectional
system, however, the interpretation of user responses
is the task that will require more attention. To start
with, the bidirectional system should be expanded
with capabilities for processing statements coming
from the user (namely, parsing, semantic construc-
tion, resolution of references, etc.). We will study,
in particular, two types of user contributions: re-
quests for clarification of the instruction given (what
we call ‘short-term repairs’), and for redefinition of
goals (what we call ‘long-term repairs’). We will
implement short-term repairs using the approach de-
scribed in (Purver, 2006). For long-term repairs we
will use the guidelines of (Blaylock, 2005).

A sample interaction with the unidirectional sys-
tem guiding the player in the identification of a par-
ticular blue button is as follows:

(1) System says: Push a blue button.
The user focuses a blue button.
System says: Not this one.

Look for another one.
The user turns and focuses another blue button.
System says: Yes this one!
The user pushes the button.

This interaction illustrates the tasks described
above. To begin with, the verbalization of the in-
struction “Push a blue button” is making explicit one
of the steps of the plan that needs to be performed in
order to achieve the task goal. As we can see, the
system implements in this case a referring strategy
which does not uniquely identify the referent (the
system generates “a blue button” when there is more
than one blue button in the domain). But it is ca-
pable of producing further details about the referent
if the user focus in the wrong object. Finally, this
example makes evident that the interpretation of the
user responses is crucial even in a linguistically uni-
directional system. The user cannot make linguistic
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contributions but can change the context by perform-
ing physical acts, the correct interpretation of such
acts is essential if the system is to react coherently.

2.3 Evaluation

To determine the quality of the obtained prototypes
we propose to create a quality model following the
ISO/IEC 9126 and 14528 standards for the evalua-
tion of software products (ISO/IEC, 2001; ISO/IEC,
1999). These standards were successfully applied
to the Machine Translation domain, resulting in the
FEMTI4, Framework for the Evaluation of Machine
Translation (Estrella et al., 2005). FEMTI guides
evaluators towards creating parameterized evalua-
tion plans that include various aspects of the to-be-
evaluated system and offer a relevant set of met-
rics. The identification of relevant metrics can be
performed using various methods, e.g., based on
previous experience (Hajdinjak and Mihelic, 2006;
Litman and Pan, 2002), conducting surveys or re-
quirement specifications (Lecoeuche et al., 1998), or
collecting such data through Wizard of Oz experi-
ments (Dahlbäck et al., 1998). After developing a
quality model, several methodologies to assess vari-
ous aspects of the system can be applied: automatic
metrics, subjective metrics or metrics based on the
task (to evaluate both the contribution of each com-
ponent and the quality of the whole system).

The GIVE platform is used every year as a uni-
fied framework for evaluating generation systems.
Systems have to generate natural language instruc-
tions and be able to participate in a real-time interac-
tion situated in a 3D environment. The GIVE Chal-
lenge is one of the shared tasks endorsed by ACL’s
special interests groups in generation, dialogue and
semantics. We plan to participate in the challenge,
which will serve as an additional source of informa-
tion about aspects of the system that need improve-
ment. The evaluation metrics used in the Challenge
(such as average reference identification time) are
described in (Byron et al., 2009). In (Amoia et al.,
2010) we extended such metrics in order to measure
alingment between system and user. Once the pro-
totype is evaluated and improved using the results of
the challenge, we will investigate its use as a virtual
language tutor as described in the next section.

4http://www.issco.unige.ch/femti/

2.4 An Application: A Virtual Tutor

The project outcome will be a system capable of giv-
ing natural language instructions situated in a virtual
3D environment. The technology and theoretical ad-
vances of the project could be used in various appli-
cations, but one of the most interesting character-
istics we plan to investigate is that, a priori, by just
changing the linguistic resources, the language of in-
teraction with the system (input and output) can be
changed as desired. After obtaining a first prototype
of an instruction giving dialogue system, we will in-
vestigate its use for distance learning, adapting the
system to operate as a foreign language tutor (Wik
and Hjalmarsson, 2009).

A one-way system that generates instructions in
English can be used to test the user understanding
of a foreign language. The correct interpretation of
the instructions can be evaluated from the proper ex-
ecution of the instructions. The two-way system
will allow the user to formulate clarifications (ei-
ther in their native language or in the foreign lan-
guage). The user may also redefine the objective to
be achieved during the interaction, and thus select
the type of vocabulary he wants to practice.

Virtual worlds (like Second Life) are being
rapidly incorporated into education, both initial
and superior (Doswell, 2005; Molka-Danielsen and
Deutschmann, 2009). The use of a virtual tutor
has certain advantages over a human tutor. Eng-
wall (2004) mentioned the following. (1) Amount
of practice: the chance to practice the new language
is essential for learning, and a virtual tutor provides
opportunities only limited by the technological re-
sources. (2) Prestige: a student may feel embar-
rassed about making mistakes with a human tutor,
and this might limit his willingness to speak in the
foreign language. (3) Augmented Reality: a virtual
tutor can provide additional material (e.g., examples
in context, explanatory images, etc.) with less effort
than a human tutor.

Such a virtual tutor can be used in distance learn-
ing. To develop distance learning systems, it is es-
sential to model the user’s learning progress. This
requires a system aware of the evolution of the user,
and that takes into account their achievements and
their problems. The system must be able to interpret
requirements, and generate appropriate responses,
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for non-experts uses whose knowledge evolves dur-
ing the interaction. Moreover, the system must be
able to properly represent both the information con-
cerning the course material, and information about
the evolution of the user. For example, the system
must be able to diagnose what part of the course ma-
terial should be reviewed from the wrong answers of
the user. Finally, the system must be able to evaluate
the user interaction in order to decide which learning
objectives have been achieved. The theoretical and
practical results of the project contribute to solving
these difficult problems.

3 Impact of the Project

This project aims to achieve a balance between a
system which is sufficiently generic to be applica-
ble in different areas, and specific enough to ben-
efit from the efficient use of existing techniques
for knowledge management, planning and natural
language processing. Designing and implementing
such a system is a multidisciplinary effort leading to
research in diverse scientific areas:

Pragmatics is an interdisciplinary field which inte-
grates insights from linguistics (e.g., conversational
implicatures (Grice, 1975)), sociology (e.g., conver-
sational analysis (Schegloff, 1987)) and philosophy
(e.g., theory of speech acts (Austin, 1962)). It aims
to explore how the context (in which a conversation
is situated) contributes to the meaning (of everything
that is said during that conversation). The meaning
conveyed during a conversation depends not only on
linguistic information (entities in focus, grammati-
cal and morphological rules, etc.) but also on extra-
linguistic information (physical situation of conver-
sation, previous experiences of speakers, etc.). As a
result, the same sentence may mean different things
in different contexts. The area of pragmatics studies
the process by which a sentence is disambiguated
using its context. A dialogue system needs to have
pragmatic capabilities in order to interact in a nat-
ural way with its users. In particular, it must define
what kind of contextual information should be repre-
sented; and what inference tasks on a sentence and
context are necessary in order to interpret an utter-
ance. In such a system it is important that sentences
makes explicit the right amount of information: too
much information will delay and bore the user, but if

the information is not enough the user will not know
how to perform the task and make mistakes.

One of the major contributions of the project in
this area will be a virtual laboratory for pragmatic
theories: a controlled environment for studying in-
teraction set in a world where physical actions and
language intermingle. The prototype will let us in-
vestigate the impact that different instruction giving
policies (e.g., post order on the tree structure of the
task) have on successful achievement of the goal.
Similar studies have been done before (e.g., (Fos-
ter et al., 2009)) but they usually assume a prede-
termined task. Since our prototype allows for the
specification of the virtual world, the available ac-
tions, and the goal, we will be able to determine
when the impact associated to a particular policy is
dependent on the task or not. We will also investi-
gate short and long term repairs. Repairs are usu-
ally caused by conversational implicatures (Benotti,
2009a). Modeling these implicatures in a generic di-
alogue system is difficult because they are too open
ended. However, since the present prototype pro-
vides a situated interaction, restricted to the virtual
world, it will be possible to test the relationship be-
tween implicatures, the type of repairs they give rise
to, and the inference tasks needed to predict them.

Inference can be understood as any operation that
transforms implicit information in explicit informa-
tion. This definition is general enough to cover tasks
ranging from logical inference (i.e., deduction in
a formal language) to inference tasks common in
AI (e.g., planning and non-monotonic inference), as
well as statistical operations (e.g. obtaining estima-
tors on a data set). A dialogue system has to contin-
ually perform inference operations. E.g., inference
is needed to interpret information received from the
user, incorporate it to the system’s data repository,
and then decide what should be conveyed back to
the user. The very problem of deciding what kind
of logical representation and what type of inference
to use in a given situation is complex (propositional
logic vs. first-order logic, validity vs. model check-
ing, logical inference vs. statistical inference). Inde-
pendently of which type of inference is used, they
are usually computationally expensive. The chal-
lenge here is to find the appropriate balance between
the expressivity of the representation formalism and
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the cost of the required inference methods.
The main contribution of the project in this area

is in the design, development and study of planning
algorithms. A typical planning system takes three
inputs –initial state, possible actions and expected
goal– and returns a sequence of actions (a plan) that
when sequentially applied to the initial state, ends
in a state that satisfies the goal. Different methods
to obtain a plan have been studied (forward chain-
ing, backward chaining, coding in terms of proposi-
tional satisfiability, etc.), and they are currently im-
plemented in systems that can solve many planning
tasks efficiently. However, most of these systems
make assumptions that simplify the problem (deter-
ministic atomic time, complete information, absence
of a background theory, etc.). And most of them re-
turn a single plan. We will investigate algorithms
that eliminate some of these simplifications (in par-
ticular, we will study planning with incomplete in-
formation and based on a background theory). We
will also provide extended planning services: alter-
native plans, minimal plans, conditional plans, in-
complete plans, affordability of a given state, etc.

Evaluation of natural language generation systems
is one of the most difficult tasks in the area of NLP.
A given concept can be expressed in many different
ways, all of them correct. Hence, it is not possible
to determining the quality of a generated sentence
simply by, for example, comparing the result with a
gold standard. The problem of absence of gold stan-
dards is shared with another area of the NLP, namely
Machine Translation, for which various evaluation
methodologies, both direct and indirect, have been
proposed. Direct methods applies a metric to the
text generated by the system, while indirect meth-
ods evaluates the performance of the system through
the use of the generated text to perform some task.
But none of these methods is a standard and gener-
ally accepted methodology, which has been proven
to be effective in all cases. Since what is being eval-
uated in this project is a system that interacts via the
generation of natural language instructions, we can
determine its performance through quantitative met-
rics (e.g., average task completion time), qualitative
metrics (e.g., general user satisfaction) and metrics
based on the context (e.g., how well the system ad-
dressed the user needs in particular situations). We

will study the portability of evaluation techniques
from the domain of machine translation and multi-
modal human-computer interaction to the evaluation
of the system proposed in this project.

One of the main contributions of our project at
this respect is the integration of assessment tech-
niques from different areas into a methodology for
evaluating dialog systems for virtual environments,
aiming to estimate their usability and effectiveness.
This methodology could be used both to determine
whether a system is suitable for a task type and
user, and to compare the performance of different
systems of the same type. Another contribution
will be the study and application of software eval-
uation standards to the developed systems, creat-
ing a standardized quality model and proposing a
set of appropriate metrics to assess each of the as-
pects of the model. Finally, the annotated corpus
of human-human interaction, together with the cor-
pus of human-machine interaction collected during
the project will be made public. Such corpora will
serve, for example, to design more general platforms
for evaluating dialog systems, going beyond the as-
pects evaluated by existing platforms like GIVE.

Impact in the Argentinean Landscape: Natural
language processing, and in particular the field of
dialogue systems is a rapidly growing area in devel-
oped countries. The automatic processing of natu-
ral language has become a strategic capability for
companies and the wider community. However, this
area is extremely underdeveloped in Argentina. This
can be attributed to several factors. (a) The relative
youth of the area of NLP, which implies a relative
dearth of trained professionals throughout the world.
(b) The underdevelopment of the area of research in
Artificial Intelligence and Formal Linguistics in Ar-
gentina, for historical reasons and lack of industry
demand. (c) Poor interaction between the few re-
searchers in NLP that are in the region.

NLP is a strategic research area for Argentina
which can achieve academic excellence and indus-
try relevance. We believe in supporting the devel-
opment of this area by promoting the following.
(a) Training of human resources through doctoral
programs and courses taught in Argentina by in-
ternationally renowned professionals. (b) Incorpo-
ration of trained human resources to contribute to
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the growth and diversification of the critical mass in
the area. (c) Improving interaction between various
groups and individual researchers in NLP, through
the organization of workshops, courses, visits, co-
tutoring, coordinated specialization programs, etc.

The particular topics investigated in the frame-
work of this project are of relevance in the current
Argentinean landscape for at least two reasons. On
the one hand, the project integrates and develops var-
ious key aspects of the area of computational lin-
guistics (syntax, semantics, pragmatics, representa-
tion, inference, evaluation); an area which, as we
mentioned, is today almost nonexistent in Argentina.
This project will be a step towards reversing this sit-
uation. On the other hand, the ultimate goal of the
project is to investigate the use of the developed plat-
form for distance education (specifically, as a tool
for language learning). Distance education is a valu-
able resource to overcome the problem of centraliza-
tion of educational resources in the country.

4 Introducing the Research Group

The PLN5 research group, in which the describe
scientific project will be carried out, was funded
in 2005. Te group is developing an important
role in human resource training, delivering courses
to undergraduate and postgraduate student at the
Universidad de Córdoba and other universities. It
also works in the development of various research
projects and integration with other groups in the re-
gion, both within Argentina and with neighboring
countries (Chile, Brazil and Uruguay).

The current project pools together many of the
key areas of expertise of the members of the group.
To begin with, some members of the group special-
ize in computational logic, particularly in the theo-
retical and applied study of languages for knowledge
representation (e.g., modal, hybrid and description
logics). They have also developed automated theo-
rem provers for these languages6. In relation with
the study of knowledge representation, they have
also investigated and developed algorithms for gen-
erating referring expressions (Areces et al., 2008b).

The second line of research of the PLN group that
is relevant for this project is context-based evalua-

5http://www.cs.famaf.unc.edu.ar/˜pln
6http://www.glyc.dc.uba.ar/intohylo/

tion. Members of the group have proposed an eval-
uation model for machine translation systems which
relates the context of use to potentially important
quality characteristics (Estrella et al., 2008; Estrella
et al., 2009). This model is general enough to be
applied to other systems that produce natural lan-
guage like the ones proposed in this paper. Thanks to
the background on machine translation systems the
team has experience evaluating and comparing natu-
ral language output produced in different languages
(Spanish and English in particular), which will be
relevant for the development of the language tutor
described in Section 2.4. Finally, the team has ex-
perience developing and evaluating multimodal cor-
pora like those described in Section 2 (Estrella and
Popescu-Belis, 2008).

The third line of research that is relevant for this
project is pragmatics. In this area the team has im-
plemented a conversational agent which is able to
infer and negotiate conversational implicatures us-
ing inference tasks such as classical planning and
planning under incomplete information (Benotti,
2009b). We have also investigated how to infer
conversational implicatures triggered by compara-
tive utterances (Benotti and Traum, 2009). Recently
we have done corpus-based work, which shows what
kinds of implicatures are inferred and negotiated by
human dialogue participants during a task situated
in a 3D virtual environment (Benotti, 2009a).

Other lines of research in the PLN group are not
directly related to the project at this stage, but might
become relevant in the future. They include gram-
mar induction, text mining, statistical syntactic anal-
ysis and ontology population from raw text.

5 Ongoing and Future Collaborations

The members of the PLN in general and the authors
of this paper in particular have several collaborations
with national and international research groups in
computational linguistics and related fields that are
relevant for this project.

At the international level, we have ongoing col-
laboration with the TIM/ISSCO7 Multilingual In-
formation Processing Department at the University
of Geneva, with the Idiap Research Institute8 and

7http://www.issco.unige.ch/en
8http://www.idiap.ch
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with some members of the PAI9, Pervasive Artifi-
cial Intelligence group of the University of Fribourg.
These collaborations include the evaluation of NLP
systems and the development of multilingual and
multimodal human language technology systems.

Members of the group have a long standing col-
laboration with the TALARIS10 group of the Labo-
ratoire Lorrain de Recherche en Informatique et ses
Applications (LORIA). The main research topic at
TALARIS is computational linguistics with strong
emphasis on semantics and inference. In the frame-
work of this collaboration we are participating in the
2010 edition of the GIVE Challenge. In the pro-
cess of designing the systems that will participate in
the challenge we jointly investigated the use of dif-
ferent referring strategies in situated instruction giv-
ing (Amoia et al., 2010).

We have also collaborated with the Virtual Hu-
mans group of the Institute for Creative Technolo-
gies11 from the University of Southern California.
In particular we computationally modeled the in-
ference of conversational implicatures triggered by
comparative utterances (Benotti and Traum, 2009).
The Institute for Creative Technologies offers In-
ternship programs every year that we plan to use in
order to strengthen our collaboration.

All these collaborations are directly related to the
main theme of the project described in this arti-
cle. The PLN group has also research collaborations
with other international research teams in the frame-
work of other scientific programs. For example, the
PLN group has being part of a recently finished in-
ternational project MICROBIO12 on ontology popu-
lation from raw text. The project was funded by the
Stic-Amsud13 program, a scientific-technological
cooperation program integrated by France, Argen-
tine, Brazil, Chile, Paraguay, Peru and Uruguay. The
expertise obtained during this project might be use-
ful in the future when trying to extend our GIVE on-
tologies to new domains. Similarly, the team main-
tain scientific relations with the University of Texas
at Austin (mainly with Dr. J. Moore in projects re-

9http://diuf.unifr.ch/pai/wiki
10http://talaris.loria.fr
11http://ict.usc.edu/projects/virtual_humans
12http://www.microbioamsud.net
13http://www.sticamsud.org

lated to the development of the ACL214 prover); and
with the Research team Symbiose15 of the Institut de
Recherche en Informatique et Systémes Aléatoires
(working on the use of linguistic techniques for the
modelisation of genomic sequences).

At the national level, the group has inten-
sively collaborated with GLyC16, Grupo de Lógica,
Lenguaje y Computabilidad on knowledge represen-
tation and inference (see, e.g. (Areces and Gorı́n,
2005; Areces et al., 2008a)). GLyC is part of the
Computer Science Department of the Universidad
de Buenos Aires. During 2010, teams PLN and
GLyC will join forces and collaborate in the organi-
zation of ELiC17, the First School in Computational
Linguistics in Argentina, which will take place in
July at the Universidad de Buenos Aires. ELiC 2010
will be co-located with the ECI18, Escuela de Cien-
cias Informáticas which has a long standing repu-
tation as a high-quality winter school in Computer
Science in Argentina, and is being organized yearly
since 1987. With ELiC we aim at creating, for the
first time, a space to introduce the field of computa-
tional linguistics to graduate students in Argentina.
Thanks to the support of the North American Chap-
ter of the Association for Computational Linguis-
tics (NAACL) and of the Universidad de Buenos
Aires, ELiC is offering student travel grants and fee
waivers to encourage participation.

The PLN group is also contacting other groups
working in computational linguistics in Argentina
like the research group in Artificial Intelligence from
the Universidad Nacional del Comahue19. Taking
advantage of previous co-participation in different
project we plan to organize exchange programs in
the framework of a research network.

Finally, the PLN group is planning to orga-
nize a workshop on Computational Linguistics as
a satellite event of IBERAMIA 201020, the Ibero-
American Conference on Artificial Intelligence, that
will be organized by the Universidad del Sur, in the
city of Bahı́a Blanca, Argentina.

14http://www.cs.utexas.edu/users/moore/acl2
15http://www.irisa.fr/symbiose
16http://www.glyc.dc.uba.ar
17http://www.glyc.dc.uba.ar/elic2010
18http://www.dc.uba.ar/events/eci/2009/eci2009
19http://www.uncoma.edu.ar/
20http://cs.uns.edu.ar/iberamia2010
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