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Abstract 

Acronyms are increasingly prevalent in bio-

medical text, and the task of acronym disam-

biguation is fundamentally important for 

biomedical natural language processing sys-

tems. Several groups have generated sense in-

ventories of acronym long form expansions 

from the biomedical literature. Long form 

sense inventories, however, may contain con-

ceptually redundant expansions that negative-

ly affect their quality. Our approach to 

improving sense inventories consists of map-

ping long form expansions to concepts in the 

Unified Medical Language System (UMLS) 

with subsequent application of a semantic si-

milarity algorithm based upon conceptual 

overlap. We evaluated this approach on a ref-

erence standard developed for ten acronyms. 

A total of 119 of 155 (78%) long forms 

mapped to concepts in the UMLS. Our ap-

proach identified synonymous long forms 

with a sensitivity of 70.2% and a positive pre-

dictive value of 96.3%. Although further re-

finements are needed, this study demonstrates 

the potential value of using automated tech-

niques to merge synonymous biomedical 

acronym long forms to improve the quality of 

biomedical acronym sense inventories. 

1 Introduction 

Acronyms and abbreviations are increasingly used 

in biomedical text. This is in large part due to the 

expansive growth of the biomedical literature esti-

mated to be close to one million articles annually 

(Stead et al. 2005). Ambiguous acronyms represent 

a challenge to both human readers and compute-

rized processing systems for resolving the 

acronym’s meaning within a particular context. For 

any given acronym, there are often multiple possi-

ble long form expansions. Techniques to determine 

the context-specific meaning or sense of an ambi-

guous acronym are fundamentally important for 

biomedical natural language processing and can 

assist with important tasks such as information re-

trieval and information extraction (Friedman 

2000). 

Acronym ambiguity resolution represents a spe-

cial case of word sense disambiguation (WSD) 

with unique challenges. In particular, there are in-

creasing numbers of new acronyms (i.e., short 

forms) as well as increasing numbers of new 

senses (i.e., long forms) for existing acronyms 

within biomedical text. Acronyms in biomedicine 

also range from those that are common, to those 

that are infrequent which appear to be created in an 

ad hoc fashion resulting essentially in neologisms 

distinct to small sets of biomedical discourse.  

Sense inventories are important tools that can 

assist in the task of disambiguation of acronyms 

and abbreviations. The relative formal nature of 

biomedical literature discourse lends itself well to 

building these inventories because long forms are 

typically contained within the text itself, providing 

a “definition” on its first mention in an article, next 

to a parenthetical expression containing the short 

form or vice versa (Schwartz and Hearst 2003). In 

contrast, clinical documents are less structured and 
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typically lack expanded long forms for acronyms 

and abbreviations, leaving sense inventories based 

on documents in the clinical domain not as well 

developed as the sense inventories developed from 

the biomedical literature (Pakhomov et al. 2005).  

Compilation of sense inventories for acronyms 

in clinical documents typically relies on vocabula-

ries contained in the Unified Medical Language 

System (UMLS) as well as other resources such as 

ADAM (Zhou et al. 2006). However, with the ad-

vantage of using rich and diverse resources like 

ADAM and the UMLS comes the challenge of 

having to identify and merge synonymous long 

form expansions which can occur for a given short 

form. Having synonymous long forms in a sense 

inventory for a given acronym poses a problem for 

automated acronym disambiguation because the 

sense inventory dictates that the disambiguation 

algorithm must be able to distinguish between se-

mantically equivalent senses. This is an important 

problem to address because effective identification 

of synonymous long forms allows for a clean sense 

inventory, and it creates the ability for long form 

expansions to be combined while preserving the 

variety of expression occurring in natural lan-

guage. By automating the merging of synonymous 

expansions and building a high quality sense in-

ventory, the task of acronym disambiguation will 

be improved resulting in better biomedical NLP 

system performance.  

Our approach to reducing multiple synonymous 

variants of the same long form for a set of ten bio-

medical acronyms is based on mapping sense in-

ventories for biomedical acronyms to the UMLS 

and using a semantic similarity algorithm based on 

conceptual overlap. This study is an exploratory 

evaluation of this approach on a manually created 

reference standard.  

2 Background  

2.1 Similarity measures in biomedicine 

The area of semantic similarity in biomedicine 

is a major area within biomedical NLP and know-

ledge representation research. Semantic similarity 

aids NLP systems, improves the performance of 

information retrieval tasks, and helps to reveal im-

portant latent relationships between biomedical 

concepts. Several investigators have studied con-

ceptual similarity and have used relationships in 

controlled biomedical terminologies, empiric sta-

tistical data from biomedical text, and other know-

ledge sources (Lee et al. 2008; Caviedes and 

Cimino 2004). However, most of these techniques 

focus on generating measures between a single pair 

of concepts and do not deal directly with the task 

of comparing two groups of concepts.  

Patient similarity represents an important ana-

logous problem that deals with sets of concepts. 

The approach used by Melton et al. (2006) was to 

represent each patient case as a set of nodes within 

a controlled biomedical terminology (SNOMED 

CT). The investigators then applied several meas-

ures to ascertain similarity between patient cases. 

These measures ranged from techniques indepen-

dent of the controlled terminology (i.e. set overlap 

or Hamming distance) to methods heavily reliant 

upon the controlled terminology based upon path 

traversal between pair of nodes using defined rela-

tionships (either IS-A relationships or other seman-

tic relationships) within the terminology.  

2.2 Lesk algorithm for measuring similarity 

using sets of definitional words 

A variety of techniques have been used for the 

general problem of WSD that range from highly 

labor intensive that depend upon human data tag-

ging (i.e. supervised learning) to unsupervised ap-

proaches that are completely automated and rely 

upon non-human sources of information, such as 

context and other semantic features of the sur-

rounding text or definitional data.  

The Lesk algorithm (Lesk 1986) is one example 

of an unsupervised method that uses dictionary 

information to perform WSD. This algorithm uses 

the observation that words co-occurring in a sen-

tence refer to the same topic and that dictionary 

definition words will have topically related senses, 

as well. The classic form of this algorithm returns a 

measure of word overlap. Lesk depends upon find-

ing common words between dictionary definitions. 

One shortcoming of Lesk, however, it that it can 

perform worse for words with terse, few word de-

finitions.  

As a modification of Lesk, researchers have 

proposed using WordNet (Felbaum 1998) to en-

hance its performance. WordNet has additional 

semantic information that can aid in the task of 

disambiguation, such as relationships between the 

term of interest and other terms. Banerjee and Pe-
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dersen (2002) demonstrated that modifications to 

Lesk improved performance significantly with the 

addition of semantic relationship information. 

2.3 Biomedical literature sense inventories 

A number of acronym and abbreviation sense in-

ventories have been developed from the biomedi-

cal literature using a variety of approaches. Chang 

et al. (2002) developed the Stanford biomedical 

abbreviation server1 using titles and abstracts from 

MEDLINE, lexical heuristic rules, and supervised 

logistic regression to align text and extract short 

form/long form pairs that matched well with 

acronym short form letters. Similarly, Adar (2004) 

developed the Simple and Robust Abbreviation 

Dictionary (SaRAD)2. This inventory, in addition 

to providing the abbreviation and definition, also 

clusters long forms using an N-gram approach 

along with classification rules to disambiguate de-

finitions. This resource, while analogous with re-

spect to its goal of merging and aligning long form 

expansions, is not freely available. Adar measured 

a normalized similarity between N-gram sets and 

then clustered long forms to create a clustered 

sense inventory resource. 

One of the most comprehensive biomedical 

acronym and abbreviation databases is ADAM 

(Zhou et al. 2006) an open source database3 that 

we used for this study. Once identified, short 

form/long form pairs were filtered statistically with 

a rule of length ratio and an empirically-based cut-

off value.  This sense inventory is based on  

MEDLINE titles and abstracts from 2006 and con-

sists of over 59 thousand abbreviation/long form 

pairs. The authors report high precision with 

ADAM (97%) and up to 33% novel abbreviations 

not contained within the UMLS or Stanford Ab-

breviation dictionary.  

2.4 MetaMap resource for automated map-

ping to the UMLS 

An important resource for mapping words and 

phrases to the UMLS Metathesaurus is MetaMap. 

This resource was developed at the National Li-

brary of Medicine (Aronson 2001) to map text of 

biomedical abstracts to the UMLS. MetaMap uses 

                                                           
1 http://abbreviation.stanford.edu 
2 http://www.hpl.hp.com/shl/projects/abbrev.html 
3 http://arrowsmith.psych.uic.edu 

a knowledge intensive approach that relies upon 

computational linguistic, statistical, and symbol-

ic/lexical techniques. While MetaMap was initially 

developed to help with indexing of biomedical lite-

rature, it has been applied and expanded success-

fully to a number of diverse applications including 

clinical text.  

With each mapping, an evaluation function 

based upon centrality, variation, coverage, and co-

hesiveness generates a score for a given mapping 

from 0 to 1000 (strongest match). A cut-off score 

of 900 or greater is considered to represent a good 

conceptual match for MetaMap and was used in 

this study as the threshold to select valid mappings. 

3  Methods  

Ten randomly selected acronyms with between 10 

to 20 long forms were selected from the ADAM 

resource database for this pilot study.  

3.1 Long form mappings to UMLS 

Each acronym long-form was mapped to the 

UMLS with MetaMap using two settings. First, 

MetaMap was run with its default setting on each 

long form expansion. Second, MetaMap was run in 

its “browse mode” (options “-zogm”) which allows 

for term processing, overmatches, concept gaps, 

and ignores word order. 

Processing each long form with MetaMap then 

resulted in a set of Concept Unique Identifiers 

(CUIs) representing the long form. Each CUI with 

a score over 900 was included in the overall set of 

CUIs for a particular long form expansion. For a 

given pair of long form expansions the two sets of 

CUIs that each long form mapped to were com-

pared for concept overlap, in an analogous fashion 

to the Lesk algorithm. The overlap between con-

cept sets was calculated between each pair of long 

form expansions and expressed as a ratio: 
 

 
!"#$%&'())*+,"-#+-%)./"/0(&%1"2%.3%%+"'#+,"4#&5/

!"-#+-%)./"4#&".0%"'#+,"4#&5"3*.0"'%(/."!"-#+-%)./"
.   

 

For this study, an overlap of 50% or greater was 

considered to indicate a potential synonymous pair. 

Now let us assume that we have two concept 

sets: The first one is {A, B} and the second one is 

{A, B, C}, with each CUI having a score over 900. 

In this example, the overlap of concepts for the 

first concept set between it and the other is 100%, 

and for the second that is 66.7%. Because overlaps 
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are greater than 50%, they are a potential syn-

onymous pair, and the overlap ratio is calculated as 
!"6789:

!"6789:
; "

<

<
 = 1 (100%). 

3.2 Expert-derived reference standard 

Two physicians were asked to judge the similarity 

between each pair combination of long forms ex-

pansions on a continuous scale for our initial refer-

ence standard. Physicians were instructed to rate 

pairs of long forms for conceptual similarity. Long 

forms were presented on a large LCD touch-screen 

display (Hewlett-Packard TouchSmart 22” desk-

top) along with a continuous scale for the physi-

cians to rate long form pairs as dissimilar (far left 

screen) or highly similar (far right screen). The 

rating was measured on a scale from 1 to 1500 pix-

els representing the maximum width of the touch 

sensitive area of the display (along the x-

coordinate). Inter-rater agreement was assessed 

using Pearson correlation.  

Expert scores were then averaged and plotted 

on a histogram to visualize expert ratings. We sub-

sequently used a univariate clustering approach 

based on the R implementation of the Partitioning 

Around Medoids (PAM) method to estimate a cut-

off point between similar and dissimilar terms 

based on the vector of the average responses by the 

two physicians. The responses were clustered into 

two and three clusters based on an informal obser-

vation of the distribution of responses on the histo-

gram showing evidence of at least a bimodal and 

possibly a trimodal distribution.  

As a quality measure, a third physician manual-

ly reviewed the mean similarity ratings of the first 

two physicians to assess whether their similarity 

judgments represented the degree of synonymy 

between long form expansions necessary to war-

rant merging the long form expansions. This re-

view was done using a binary scale (0=not 

synonymous, 1=synonymous). 

3.3 Evaluation of automated methods  

Long form pair determinations based on the map-

pings to the UMLS were compared to our refer-

ence standard as described in Section 3.2. We 

calculated overall results of all long form pair 

comparisons and on all long form pairs that 

mapped to the UMLS with MetaMap. Performance 

is reported as sensitivity, specificity, and positive 

predictive value.  

4 Results 

A total of 10 random acronyms were used in this 

study. All long forms for these 10 acronyms were 

from the sense inventory ADAM (Zhou et al., 

2006). This resulted in a total of 155 long form 

expansions (median 16.5 per acronym, range 11-

19) (Table 1).  
Acronym N of LF  

expansions 

LF expansions 

mapped by MetaMap 

Total 155 119 (78%) 

ALT 13 9 (70%) 

CK 14 9 (64%) 

CSF 11 7 (74%) 

CTA 19 14 (74%) 

MN 19 17 (89%) 

NG 17 15 (88%) 

PCR 17 8 (47%) 

PET 17 15 (88%) 

RV 16 14 (88%) 

TTP 12 11(92%) 

Table 1. Number of acronym long forms in 

ADAM and mapping to the UMLS 

4.1 Long form mappings to UMLS 

The default mode of MetaMap resulted in 119 

(78%) long forms with mappings to the UMLS 

with MetaMap (Table 1). Use of MetaMap’s 

browse mode did not increase the total number of 

mapped long forms but did change some of the 

mapped concepts returned by MetaMap (not de-

picted).  

 
Acronym N pairs Pearson r 

Total 1125 0.78* 

ALT 78 0.79* 

CK 91 0.77* 

CSF 55 0.80* 

CTA 136 0.92* 

MN 171 0.69* 

NG 136 0.68* 

PCR 136 0.89* 

PET 136 0.78* 

RV 120 0.67* 

TTP 66 0.76* 

Table 2. Pearson correlation coefficient for ratings over-

all and for individual acronyms. *p<0.0001 
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Figure 1. Two-way and three-way clustering solution of 

expert ratings of long form pairs. 

4.2 Expert-derived reference standard  

For the 1125 total comparison pairs, two raters as-

sessed similarity between long form pairs on a con-

tinuous scale. The overall mean correlation 

between the two raters was 0.78 (standard devia-

tion 0.08). Pearson correlation coefficients for each 

acronym are depicted in Table 2. 
 

Two-way and three-way clustering demonstrat-

ed an empirically determined “cutoff” of 525 pix-

els from the left of the screen. This separation 

point between clusters (designated as “low cutoff”) 

was evident on both the two-way and three-way 

clustering approaches using the PAM method to 

estimate a cut-off point between similar and dissi-

milar terms based on the vector of the average res-

ponses by the two physicians (Figure 1). Intuitively 

this low cutoff includes manual ratings indicative 

of moderate to low similarity (as 525 pixels along 

a 1500 pixel-wide scale is approximately one-third 

of the way from the left “dissimilar” edge of the 

touch-sensitive screen). To isolate terms that were 

rated as highly similar, we also created an arbitrary 

“high cutoff” of 1200 pixels. 

 

 

Figure 2. Examples of terms originally rated as highly 

similar but not synonymous by the curating physician. 

 

Expert curation of the ratings by the third phy-

sician demonstrated that conceptual similarity rat-

ings were sometimes not equivalent to synonymy 

that would warrant the collapse of long form pairs. 

Of 1125 total pairs of long forms, 70 (6%) origi-

CTA: 

   “CT hepatic arteriography”     “CT angiography” 

MN:    

   “median nerve”         “motor neuron”  

RV:    

    “rabies virus”           “rotavirus” 

    “right ventricular free wall”    “right ventricle”                 

TTP:  

    “thiamine triphosphate”          “thymidine triphosphate” 

Default Mode: MetaMap Browse Mode: MetaMap 

All LF Mapped LF only All LF Mapped LF only 

High Cutoff 

Sensitivity  21.6% 39.6% 23.8% 43.8% 

Specificity  98.1% 96.8% 99.4% 99.0% 

PPV  48.7% 48.7% 77.8% 77.8% 

NPV  93.6% 95.5% 93.9% 95.9% 

Expert Curation 

Sensitivity  34.3% 64.9% 37.1% 70.2% 

Specificity  98.6% 97.7% 99.9% 99.8% 

PPV 61.5% 61.5% 96.3% 96.3% 

NPV  95.8% 98.0% 96.0% 98.3% 
 

Table 3. Performance of automated techniques for merging biomedical long form senses  

for all long forms and for long forms that mapped to the UMLS only.  

PPV, positive predictive value; NPV, negative predictive value. 
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nally classified as similar were re-classified as 

conceptually different by the third physician. Sev-

eral examples of long form pairs that were origi-

nally rated as highly similar but were judged as not 

synonymous are contained in Figure 2. 

4.3 Evaluation of automated methods 

The performance of our algorithm is shown in Ta-

ble 3 using MetaMap in the default mode and 

browse mode and then applying our reference 

standard using the “low cutoff”, “high cutoff”, and 

expert curation (Table 3). Performance is reported 

for all 155 long forms (All LF) and for the subset 

of 119 long forms that mapped to the UMLS 

(Mapped LF only).  Compared to the “low cutoff” 

reference standard, the “high cutoff” and expert 

curation were positively associated with more con-

sistent performance. The browse mode identified 

fewer potential terms to merge and had higher ac-

curacy than the default MetaMap mode.   

5 Conclusions  

The results of this pilot study are promising and 

demonstrate high positive predictive value and 

moderate sensitivity for our algorithm, which indi-

cates to us that this technique with some additional 

modifications has value. We found that mapping 

long form expansions to a controlled terminology 

to not be straightforward. Although approximately 

80% of long forms mapped, another 20% were not 

converted to UMLS concepts. Because each long 

form resulted in multiple paired comparisons, a 

20% loss of mappings resulted globally in a 40% 

loss in overall system performance. While long 

form expansions were entered into MetaMap using 

a partially normalized representation of the long 

form, it is possible that additional normalization 

will improve our mapping. 

An important observation from our expert-

derived reference standard was that terms judged 

by physicians as semantically highly similar may 

not necessarily be synonymous (Figure 2). While 

semantic similarity is analogous, there may be 

some fundamentally different cognitive determina-

tions between similarity and synonymy for human 

raters.  

The current technique that we present compares 

sets of mapped concepts in an analogous fashion to 

the Lesk algorithm and other measures of similari-

ty between groups of concepts previously reported. 

This study did not utilize features of the controlled 

terminology nor statistical information about the 

text to help improve performance. Despite the lack 

of additional refinement to the presented tech-

niques, we found a flat overlap measure to be 

moderately effective in our evaluation. 

6 Future Work 

There are several lines of investigation that we will 

pursue as an extension of this study. The most ob-

vious would be to use semantic similarity measures 

between pairs of concepts that capitalize upon fea-

tures and relationships in the controlled terminolo-

gy. We can also expand upon the type of similarity 

measures for the overall long form comparison 

which requires a measure of similarity between 

groups of concepts. In addition, an empiric weight-

ing scheme based on statistical information of 

common senses may be helpful for concept map-

pings to place more or less emphasis on important 

or less important concepts. We plan to determine 

the impact of automatically reduced sense invento-

ries on the evaluation of WSD algorithms used for 

medical acronym disambiguation.   

Finally, we would like to utilize this work to 

help improve the contents of a sense inventory that 

we are currently developing for acronyms and ab-

breviations. This sense inventory is primarily 

based on clinical documents but incorporates in-

formation from a number of diverse sources in-

cluding ADAM, the UMLS, and a standard 

medical dictionary with abbreviations and acro-

nyms.  
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