Using Domain Knowledge about Medicationsto Correct Recognition Errors
in Medical Report Creation
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Abstract

We present an approach to analysing auto-
matic speech recognition (ASR) hypotheses
for dictated medical reports based on back-
ground knowledge. Our application area is
prescriptions of medications, which are a fre-
guent source of misrecognitions: In a sam-
ple report corpus, we found that about 40%
of the active substances or trade names and
dosages were recognized incorrectly. In about
25% of these errors, the correct string of words
was contained in the word graph. We have
built a knowledge base of medications based
on information contained in the Unified Med-
ical Language System (UMLS), consisting
of trade names, active substances, strengths
and dosages. From this, we generate a va-
riety of linguistic realizations for prescrip-
tions. Whenever an inconsistency in a pre-
scription is encountered on the best path of
the word graph, the system searches for alter-
native paths which contain valid linguistic re-
alizations of prescriptions consistent with the
knowledge base. If such a path exists, a new
concept edge with a better score is added to
the word graph, resulting in a higher plausi-
bility for this reading. The concept edge can
be used for rescoring the word graph to obtain
a new best path. A preliminary evaluation led
to encouraging results: in nearly half of the
cases where the word graph contained the cor-
rect variant, the correction was successful.
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the fact that the records can be accessed immediately
after their creation and that speech recognition pro-
vides a hands-free input mode, which is important as
physicians often simultaneously handle documents
such as notes and X-rays (Alapetite et al., 2009).
A drawback of using ASR is the fact that speech-
recognition errors have to be corrected manually by
medical experts before the resulting texts can be
used for electronic patient records, quality control
and billing purposes. This manual post-processing is
time-consuming, which slows down hospital work-
flows.

A number of recognition errors could be avoided
by incorporating explicit domain knowledge. We
consider prescriptions of medications a good start-
ing point as they are common and frequent in the
various medical fields. Furthermore, they contain
trade names and dosages, i.e. proper names and dig-
its, which are frequently misrecognized by ASR in
all domains.

For our approach, we have extracted and adapted
information about medications from the Unified
Medical Language System (UMLS) (Lindberg et al.,
1993). This data contains information about trade
names, active substances, strengths and dosages and
can easily be modified, e.g. when new medications
are released.

In the first step, we assessed the potential for im-
provement by analyzing a sample corpus of medical
reports. It turned out that in 4383 dictated reports
which were processed by a speech-recognition sys-
tem, the word-error rate for medications was about

Automatic speech recognition (ASR) is widely used0%, which is slightly higher than the the average

in the domain of medical reporting. Users appreciaterord-error rate of the reports. Examining a sample
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of word graphs for the reports, we realized that iran optimal knowledge representation for all possi-
about 30% of these errors, the correct string of wordsle user utterances. Limited domains seem to be
was contained in the word graph, but not ranked awore rewarding with regard to coverage and perfor-
the best path. mance. Consequently, combining speech recogni-
In the following sections, we will first give tion and speech understanding has so far mostly re-
an overview of previous approaches to detectingulted in applications in the field of dialogue systems
speech-recognition errors and semantic rescoring where knowledge about the domain is represented in
word-graph hypotheses. Then, we will describéerms of the underlying database, e.g. (Seneff and
how we have adapted information about medicatiorigolifroni, 2000).
from the UMLS to enhance the word graph with Several approaches have investigated the poten-
concept nodes representing domain-specific infotial of improving the mapping between the user ut-
mation. Finally, we will illustrate the potential for terance and the underlying database by constructing
improving the speech-recognition result by meang representation of the utterance meaning. Mean-
of an evaluation of word graphs for medical reporténg analysis is either a separate post-processing step

which were processed by our system. or an integral part of the recognition process. In
some approaches, the recognition result is analyzed
2 Extraction of Medication | nfor mation, with regards to content to support the dialogue man-

Error Handling and Semantic Rescoring  ager in dealing with inconsistencies (Macherey et
al., 2003). As far as dictated input is concerned,

(Gold et al., 2008) gives an overview on extractwhich is not controlled by a dialogue manager, (Voll,
ing structured medication information from clinical 2006) developed a post-ASR error-detection mech-
narratives. Extracted medication information maynism for radiology reports. The hybrid approach
serve as a base for quality control, pharmaceuticgkes statistical as well as rule-based methods. The
research and the automatic creation of Electronignowledge source UMLS is employed for measur-
Health Records (EHR) from clinical narratives. Theng the semantic distance between concepts and for
i2b2 Shared Task 2009 focussed on medication exssessing the coherence of the recognition result.
traction, e.g. (Patrick and Li, 2009; HaIgrim etal., |n other approaches, the analysis of meaning
2010). These approaches work on written narrativig integrated into the recognition process. Se-
texts from clinical settings, which may have beemantic confidence measurement annotates recogni-
typed by physicians, transcribed by medical trantion hypotheses with additional information about
scriptionists or recognized by ASR and corrected byheir assumed plausibility based on semantic scores
medical transcriptionists. (Zhang and Rudnicky, 2001; Sarikaya et al., 2003).
In contrast, our approach takes as input wor@Gurevych and Porzel, 2003; Gurevych et al., 2003)
graphs produced by an ASR system from dictatefresent a rescoring approach where the hypothe-
texts and aims at minimizing the post-processing reses in the word graph are reordered according to
quired by human experts. semantic information. Usually, conceptual parsers
Speech-recognition systems turn acoustic inpatre employed which construct a parse tree of con-
into word graphs, which are directed acyclic graphsepts representing the input text for mapping be-
representing the recognized spoken forms and thdiwveen the recognition result and the underlying rep-
confidence scores (Oerder and Ney, 1993). In mostsentation. Semantic language modeling (Wanget
speech-recognition systems, meaning is implicithal., 2004; Buehler et al., 2005) enhances the lan-
represented in the language model (LM), indicatguage model to incorporate sequences of concepts
ing the plausibility of sequences of words in termsvhich are considered coherent and typical for a spe-
of n-grams. It has often been stated that the intraeific context. In these approaches, the representa-
duction of an explicit representation of the utterancéons of the underlying knowledge are created spe-
meaning will improve recognition results. Naturally,cially for the applications or are derived from a text
this works best in limited domains: the larger arcorpus.
application domain, the more difficult it is to build  In our approach, we aim at developing a prototype
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for integrating available knowledge sources into the We used a RxNorm version with 1,508 active sub-
analysis of the word graph during the recognitiorstances and 7,688 trade names (11,263 trade names
process. We have decided not to integrate the corneunting the different dosages). The active ingre-
ponent directly into the ASR system but to introducelients in RxNorm are associated with Anatomical

a separate post-processing step for the recognition ©herapeutic Chemical (ATC) Codes.

information about medications with the word graphs

as interface. This makes it easier to update the med2 Sample Corpus

ication knowledge base, e.g. if new medications arghe corpus is a random sample of 924 clinical re-
released. Furthermore, it is not necessary to retraibrts which were dictated by physicians from var-
the ASR system language model for each new vefous specialties and hospitals. The dications were

sion of the medication knowledge base. processed by an ASR system and transcribed by hu-
man experts. Word graphs marked with the best path
3 Knowledge Base and Text Corpus (indicating the highest acoustic and language-model

scores) represent the recognition result. Tradenames
For our approach, we prepared a knowledge base I .
. - are part of the recognition lexicon, but they are fre-
concerning medications and dosages, and we use . :
a corpus of medical reports, dictated by physician%uently mlsrecognlzgd. . .
in hospitals. The ASR result and a manual transcrip_C?fetheb919§CmeQ|cz:F1:|ol\r11§ ("ec') It ra:;ongm6;s an<_1|
tion is available for each report. For a subset of th@ctive substa es) in RxNorm, only (3.6%) ap
i ._._peared in the sample corpus.
corpus, word graphs could be obtained. By ahgnm&

the recognition result with the manual transcriptions, /¢ s_earcthedd the corpust_ for fec%%l””t'on edrrt?]rs_
error regions can be extracted. ¢oncerning trade names, active ingredients and their

dosages by comparing the manual transcriptions to

31 Knowledge Base the best paths in the word graphs, and a list of the
o _ _ mismatches (i.e. recognition errors) and their fre-

As it is our aim to find correct dosages of medyencies was compiled. It turned out that 39.3% of
ications in the word graph, we built a domain-y {rade names and active ingredients were recog-
specific knowledge base which contains medicgizeq incorrectly. The average ASR word-error rate

tions and strengths as they occur in prescriptiongy ine reports was 38.1%. Aproximately 1-2% of the
In our sample of medical reports, about 1/3 of thg.;qe names were not covered by RxNorm.
medications occurred as active ingredients while the

rest were trade names. Therefore, both had to ke Approach
covered in our knowledge base which is based on
RxNorm (Liu et al., 2005). RxNorm is a standard-Our approach consists of a generation mechanism
ized nomenclature for clinical drugs and drug dewhich anticipates possible spoken forms for the
livery devices and part of UMLS, ensuring a broaccontent of the knowledge base. The word graphs
coverage of trade names and active ingredients. @fe searched for trade names or active substances
several available versions of RxNorm, the semanti@nd, subsequently, matching dosages. New concept
branded drug form is the most suitable one for ougdges are inserted if valid prescriptions are found in
purposes as it contains pharmaceutical ingredientée word graph.
strengths, and trade names. For example, the trade ) o ]
nameSynthroid® is listed as follows: 4.1 Detecting Medicationsin the Word Graph
The (multi-edge) word graphs are scanned, and the
words associated with each edge are compared to the
medications in the knowledge base. Figure 1 shows
a word graph consisting of hypotheses generated by
Thyroxine is the active ingredient with the dosageASR, which is the input to our system. The dashed
value 0.025 and the dosage unit milligrams. Thedges indicate the best path, while dotted lines are
dosage unit form is oral tablet. hypotheses which are not on the best path.

Thyroxine 0.025 MG Oral Tablet [ Synthroid®]
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Figure 1: Sample word graph fragment

In case a match, i.e. atrade name or an active suit two examples, the medicatidgynthroid® and
stance, is found, all edges succeeding the medic8eolace® (the latter appears in the word graphs in
tion edge are searched for dosage values and dos&ggure 2 and Figure 1), the spoken forms shown in
units. So far, we only examine the context to th@able 1 are generated. Each box contains the al-
right-hand side; in the data, we did not encounteternative spoken variantSynthroid® contains the
any medications where the dosage occurred befoaetive substance Thyroxine am@blace(R) contains
the trade name or active substance. The followinthe active substance Docusate; users may either re-
kinds of fillers between the trade name or active sulfer to the trade name or the active substance, so both
stance and the dosage are allowed: 'to’ and ’ofpossibilities are generated for each medication and
as well as non-utterances suchhasitation, noise dosage. RxNorm does not contain the dosage unit
andsilence; in the corpus, we did not encounter anymcg’ (micrograms), which occurred in the reports.
other fillers. Therefore, microgram dosage values were converted

to milligrams. Since both 'miligram(s)’ and 'mi-
4.2 Generation of Spoken Formsand Mapping ~ crogram(s)’ may occur fognthroid®, dosage val-
ues for both dosage units are generated. Although
The medication found in the word graph is looked URricty, “twenty five’ and 'twenty-five’ are identical
in RxNorm, and all possible spoken forms of Va"dspoken forms, both versions may appear in the word
dosage values and dosage units for this medlcan(waph and thus are provided by our system.
are generated. Spoken forms for the medication gometimes, a medication may contain several ac-

names consist of the trade names and the active sy, substances, e.gilyzaar®, a medication against
stances. Variation in the pronunciation of the tradﬂlgh blood pressure:

names or active substances is handled by the ASR
recognition lexicon. For generating spoken forms of
the dosage values, finite-state tools were used. For
dosage units, we wrote a small grammar. Looking

Hydrochlorothiazide 12.5 MG / Losartan 50 MG
Oral Tablet [Hyzaar]
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tradename/ | dosagevalue dosage unit paths which do not contain valid medication infor-
Z‘jgéznce mation. If several competing medication paths are
"Synthroid | "zero point zero wo five’| milligram’ found, a concept edge is inserted for each path, anq
"Thyroxine’ | 'zero point O two five’ | 'milligrams’ the concept edges can be ranked according to their

'O point zero two five’ acoustic and language-model scores.

'O point O two five’

'point zero two five’ 5 Evaluation

'point O two five’

‘twenty five’ ‘microgram'’ In the first step, we examined a report sample in or-

,mﬁ?ita’;"’e micrograms 1 der to determine if there are cases where a valid pre-
Colace "one hundred’ miligranT scription is recognlse_d _aIthough the physician did
'Docusate’ | 'a hundred’ 'miligrams’ not mention a prescription. We did not encounter

‘hundred’ this phenomenon in our report corpus.

We then applied our method to a sample of 924

Table 1: Generated spoken forms found in the word grapvt\}ord graphs. In this sample

e 481 valid dosages could be found, although
In these cases, the generation of possible spoken

forms also includes different permutations of sub- ® Only 325 of these were on the best path.
stances, as well as a spoken forms containing the\yih our approach, for the 156 prescriptions

dosage unit either only at the end or after each valyg,) \hich were not on the best path, alternatives
if the dosage unit is identical. could be reconstructed from the word graph. Based
on the inserted concept edges, the best path can be
rescored.
The sequences of words which constitute the word In order to measure recall, i.e. how many of all
graph are compared to the spoken forms generateglisting prescriptions in the reports can be detected
for the RxNorm knowledge base. The active subwith our knowledge base, we manually checked
stances or trade names serve as a starting point: dnsample of 132 reports (containing manual tran-
case a trade name is found in the word graph, therriptions and ASR results). In this sample, 85 er-
spoken forms for dosages of all active substances ai@'s concerning medications and/or prescriptions oc-
generated in all permutations. If an active substanagurred. For 19 of the 85 errors, the correct result was
is found in the word graph, only the spoken formsontained in the word graph. For 8 errors, it could
for the substance dosage are searched in the wdsd reconstructed. So about 9% of the errors concern-
graph. ing medications can be corrected in our sample. For
A new concept edge is inserted into the wordhe cases where the prescription could not be recon-
graph for each path matching one of the generateddructed although it was contained in the word graph,
spoken forms of the medications data base. The ian analysis of the errors is shown in Table 2.
serted concept edges span from the first matching Since new medications are constantly being re-
node to the last matching node on the path. Figeased, and trade names change frequently, mis-
ure 2 shows the word graph from Figure 1 with aninmatches may be due to the fact that our version of
serted concept edge (in bold). For each inserted coRxNorm was from a more recent point in time than
cept edge, new concept-edge attributes are assigrteé report corpus. We assume that under real-world
containing the IDs of the original edges as childrengonditions, both RxNorm and the medications pre-
their added scores plus an additional concept scoseribed by physicians reflect the current situation.
and the sequence of words. Since no large-scale ex-Some problems concerning medication names
periments have yet been carried out, so far the coand dosage units were caused by missing spoken
cept score which is added to the individual scores dbrms containing abbreviations, e.g. of dosage units
the children is an arbitrary number which improvegmg vs. mg/ml) or names I(antus vs. Lantus in-
the score of the medication subpath in constrast slin). Here, the coverage needs to be improved.

4.3 Inserting Concept Edges
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Figure 2: Sample word graph fragment with inserted conceger{left)

Table 2: Error types found in manual evaluation

typeof error # example

Word Graph RxNorm
differences in medication names 3 | Cardizem CD 120 mg | Cardizem 120 mg
between the knowledge base and the word graph
differences in dosage values 4 | Tapazole 60 mg Tapazole 10 mg
between the knowledge base and the word graph
differences in dosage units 4 | Epogen 20000 units Epogen 20000 ml
between the knowledge base and the word graph

There are also cases where two medications appda used for rescoring the best path. An evaluation
in the word graph, and both had the valid prescripshowed that 32% of prescriptions found in the word
tion strength, therefore the system was not able @raphs were not on the best path but could be re-

determine the correct medication. constructed. The manual evaluation of 132 reports
shows that our method covers 42% of the prescrip-
6 Conclusion tions which are actually spoken during the dictation.

In this paper, we present an attempt to reduce At present, we have only investigated the reduc-
the number of speech-recognition errors concerriion of medication misrecognitions in our evalua-
ing prescriptions of medications based on a domairtion. In a larger evaluation, we will determine the ac-
specific knowledge base. Our approach uses wotdal impact of our method on the word-error rate of
graphs as input and creates new versions of the wongedical reports. Furthermore, we are working on in-
graph with inserted concept edges if more plaustegrating additional available knowledge sources so
ble prescriptions are found. The concept edges caimat the plausibility of prescriptions can also be as-
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sessed from a broader medical point of view, e.g. in darmstadt.de/TK/abstracts.php3?lang=en&bibtex=1&-
case two subsequent prescriptions are encountered?aperiD=431.

in the word graph which are incompatible due td?- Porzel, I. Gurevych and C. MullerOntology-based
drug interactions. As a next step, the system can contedtual coherence scoring. Technical report, Euro-
be extended to compare the prescriptions with the PEaN Media Laboratory, Heidelberg, Germany (2003)

. , ) o http://citeseer.ist.psu.edu/649012.html.
patient record, e.g. if a patient has medication a%.R. Halgrim, F. Xia, I. Solti, E. Cadag and O. Uzuner.

Ierg_ies. So far, our simple solution integrating only - statistical Extraction of Medication Information from
available, constantly updated knowledge about med- Clinical Records. InProc. of AMIA Summit on Trans-

ications has already turned out to be a good starting lational Biocinformatics, San Francisco, CA, March
point for rescoring word graphs based on domain 10-12, 2010.
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