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Introduction

It has been a long term vision of Artificial Intelligence to develop Learning by Reading systems that can
capture knowledge from naturally occurring texts, convert it into a deep logical notation and perform
some inferences/reasoning on them. Such systems directly build on relatively mature areas of research,
including Information Extraction (for picking out relevant information from the text), Commonsense
and AI Reasoning (for deriving inferences from the knowledge acquired), Bootstrapped Learning (for
using the learned knowledge to expand the knowledge base) and Question Answering (for providing
evaluation mechanisms for Learning by Reading systems). In Natural Language Processing, statistical
learning techniques have provided new solutions and breakthroughs in various areas over the last
decade. In Knowledge Representation and Reasoning, systems have achieved impressive performance
and scale in far more complex problems than the past.

Learning by Reading is a two-part process. One part deals with extracting interesting information from
naturally occurring texts, and the other is to use this extracted knowledge to expand the knowledge
base and consequently the system’s inference capabilities. Previous systems have chosen either a
”broad and shallow” or a ”narrow and deep” knowledge acquisition and reasoning strategy. These
techniques are constrained by either their limited reasoning ability or their extreme domain dependence.

The goal of this workshop is to draw together researchers to explore the nature and degree of
integration possible between symbolic and statistical techniques for knowledge acquisition and
reasoning. In particular, given these developments, what is the role of commonsense knowledge and
reasoning in language understanding? What are the limitations of each style of processing, and how
can they be overcome by complementary strengths of the other? What are appropriate evaluation
metrics for Learning by Reading systems?
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Abstract

This paper explores the close relationship be-

tween question answering and machine read-

ing, and how the active use of reasoning to 

answer (and in the process, disambiguate) 

questions can also be applied to reading de-

clarative texts, where a substantial proportion 

of the text’s contents is already known to (rep-

resented in) the system. In question answer-

ing, a question may be ambiguous, and it may 

only be in the process of trying to answer it 

that the "right" way to disambiguate it be-

comes apparent. Similarly in machine reading, 

a text may be ambiguous, and may require 

some process to relate it to what is already 

known. Our conjecture in this paper is that 

these two processes are similar, and that we 

can modify a question answering tool to help 

"read" new text that augments existing system 

knowledge. Specifically, interpreting a new 

text T can be recast as trying to answer, or 

partially answer, the question "Is it true that 

T?", resulting in both appropriate disambigua-

tion and connection of T to existing knowl-

edge. Some preliminary investigation suggests 

this might be useful for proposing knowledge 

base extensions, extracted from text, to a 

knowledge engineer. 

1 Introduction 

Machine reading is not just a task of language 

processing, but an active interplay between knowl-

edge and language; Prior knowledge should guide 

interpretation of new text, and new interpretations 

should augment that prior knowledge. Such inter-

action is essential if ambiguities in language are to 

be resolved "correctly" (with respect to what is 

known), and if the resulting interpretations are to 

be integrated with existing knowledge. The main 

insight of this paper is that this interaction is simi-

lar to that required for knowledge-based question 

answering, which also requires searching a knowl-

edge base (KB) for a valid interpretation of the 

question. In our earlier work on question answer-

ing (Clark and Harrison, 2010), we found that 

some disambiguation decisions for question inter-

pretation could be deferred, to be resolved during 

question answering, guided by what was found in 

the KB. In this paper, we show how a similar ap-

proach can be applied to interpreting declarative 

text, so that a similar interplay between language 

and knowledge is achieved. 

"Machine reading" itself is a loosely-defined no-

tion, ranging from extracting selective facts to con-

structing complex, inference-supporting 

representations of text. One approach for selective 

extraction is the use of semantic templates 

("scripts", "frames") to provide a set of roles (slots) 

and constraints on objects playing those roles (fill-

ers) to be expected in text, and might be filled by 

methods ranging from simply skimming text, e.g., 

FRUMP (DeJong, 1979), to full language process-

ing, e.g., (Dahlgren et al., 1991). Other work has 

looked at techniques for learning phrasal patterns 

likely to contain slot fillers (Riloff, 1996; Sekine, 

2006) or contain information semantically similar 

to a set of seed examples (Carlson et al, 2009). 

At the other end of the spectrum, some systems 

attempt a full understanding of text, i.e., have the 

ambitious goal of building a complete representa-

tion of the text's contents (e.g., Zadrozny 1991, 

Hobbs et al, 1993). A common thread of these ap-

proaches is to search a space of alternative disam-

biguations and elaborations and select the most 

1



"coherent", based on criteria such as maximizing 

coreference, minimizing redundancy, and avoiding 

contradictions. For example, Mulkar et al (2007) 

search for a set of abductive inferences on the 

(logical form of the) text that minimizes cost 

(maximizes coherence) of the result, where an ab-

ductive inference might be a word sense or 

coreference decision with an associated cost. Simi-

larly, Zadrozny and Jensen (1991) search a space 

of disambiguations when interpreting paragraphs 

by elaborating each alternative (using dictionary 

definitions) and selecting the most coherent based 

on similar criteria. Work on model building is in-

spiring but also challenging due to the lack of con-

straint on the final models (even with substantial 

domain knowledge) and the difficulty of quantify-

ing "coherence".

Our work falls somewhere between these two. We 

do not use templates for new knowledge, but rather 

use inference at run-time to identify what is known 

and thus what to expect that the text might be say-

ing. However, unlike full model building ap-

proaches, we assume that the majority of what is 

being read is already known (represented) in the 

KB, and thus the reading task is primarily one of 

recognizing that knowledge in the text, and extend-

ing it with any new facts that are encountered. We 

might term this a "model extension" approach; it 

corresponds to Feigenbaum's (2003) challenge of, 

given the representation of a book, have a machine 

read a second book (about the same topic) and in-

tegrate the new knowledge contained in that text. 

2 The Problem 

Our work is in the context of cell biology, where 

we have a moderately sized1, hand-built knowl-

edge base available containing formal representa-

tions of biological structures and processes 

expressed in first-order logic. Our goal is to take 

paragraphs of text about a topic partially covered 

by the KB, and identify facts which are already 

known, facts which are new,  and  the  connections  
                                                          
1 Specifically, it has detailed representations of entities and 

processes related to cell division, DNA replication, and pro-

tein synthesis, containing approximately 250 domain-specific 

concepts (built on top of a pre-existing library of approxi-

mately 500 domain-general concepts), 120 relations (binary 

predicates), and approximately 2000 axioms, built as part of  

Project Halo (Gunning et al., 2010). 

Topic: prophase 

Input Paragraph:

In the cytoplasm, the mitotic spindle, consisting of 

microtubules and other proteins, forms between the 

two pairs of centrioles as they migrate to opposite 

poles of the cell. 

Output Axioms: (expressed in English)

In all prophase events: 

a. The mitotic spindle has parts the microtubule 

and the protein. 

b. The mitotic spindle is created between the 

centrioles in the cytoplasm.

c. The centrioles move to the poles.

Figure 1: The system’s behavior, showing known 

(normal font) and new (bold) facts identified 

from the text. Note that the output is not just a 

simple recitation of the input, but a mixture of 

known and new axioms for the KB. 

between the two. An example of the system’s out-

put is shown in Figure 1. In the Output Axioms in 

that Figure, the normal font shows facts that the 

system has recognized as already known in the 

KB, while bold font shows new knowledge. It is 

important to note that the output facts are not just a 

simple  recitation of the input, but have been inter-

preted in the context of the KB. For example in the 

input paragraph:  

"the mitotic spindle, consisting of microtubules" 

has not been interpreted as describing some “con-

sisting” event, but recognized (via use of para-

phrases, described later) as referring to the has-

part(mitotic-spindle01,microtubules01) element in 

the representation of prophase in the KB, i.e., de-

noting a "has part" relationship ((a) in Figure 1). 

Similarly,  

   "the spindle forms"

has not been interpreted as an organizing event 

(“form a team”) nor as the spindle doing the form-

ing (“the spindle forms something”), but instead 

been recognized as the result(create01,mitotic-

spindle01) element in the representation of pro-

phase in the KB, i.e., "forms" has been interpreted 

as this particular creation event in the representa-

tion of prophase (b in Figure 1). Doing this re-

quires not just careful language processing; it 

requires querying the knowledge base to see/infer 
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what is already known, and using this to guide the 

interpretation.

This process is similar to that needed for question-

answering. Consider giving a question form of 

(part of) the earlier paragraph to a question-

answering system: 

(1) Is it true that the mitotic spindle consists of 

microtubules?

Again, the phrase "consists of" is ambiguous, and 

may mean different things in different contexts. 

However, in the context of question-answering, 

there is a natural approach to disambiguating this: 

as the user is asking about what is in the KB, then 

a natural approach is to query the KB for relation-

ships that hold between the mitotic spindle and 

microtubules, and see if any are a plausible inter-

pretation of "consists of". If there is one, then it is 

likely to be the interpretation that the user intended 

(assuming the user is not being deliberately ob-

scure; we call this a "benevolent user" assump-

tion). If this happens, then the question-answering 

system can answer "yes"; but more importantly 

from a machine reading point of view, the system 

has also correctly disambiguated the original ques-

tion and located the facts it mentions in the knowl-

edge base as side-effects. It is this process that we 

want to apply to interpreting declarative texts, with 

the change that unproven parts should be treated as 

new assertions, rather than failed queries. 

3 Approach

Based on these observations, our approach is to 

interpret a new text T by treating it as a question to 

the KB asking whether the facts in T are already 

known. By attempting to answer this question, the 

system resolves ambiguity for the known facts 

(namely, the resolution that leads to them being 

recognized is preferred). For new facts, the system 

falls back on more traditional NLP modules, fil-

tered by coarser-grained type constraints. In addi-

tion, the identification of known facts in the KB 

and the connection between the old facts and the 

new facts provides anchor points for the new facts 

to be connected to. 

To implement this approach, we have used three 

important features of our question-answering sys-

tem, here reapplied to the task of text interpreta-

tion:

a. The use of a large database of paraphrases to 

explore alternative phrasings (hence alternative 

interpretations) of text; 

b. Deferring word sense and semantic role com-

mitment during initial language processing, to 

be resolved later based on what is found in the 

KB;

c. The use of standard disambiguation techniques 

to process new facts not located in the KB. 

We now summarize these three features, then pre-

sent the complete algorithm. 

3.1 Paraphrases

A relatively recent advance in NLP has been the 

automatic construction of paraphrase databases 

(containing phrasal patterns with approximately 

equivalent meaning), built by finding phrases that 

occur in distributionally similar contexts (e.g., 

Dras et al, 2005). To date, paraphrase databases 

have primarily been exploited for recognizing tex-

tual entailment (e.g., Bentivogli et al., 2009). In 

our work, we take them in a new direction and ex-

ploit them for language interpretation. 

We use the DIRT paraphrase database (Lin and 

Pantel, 2001a,b), containing approximately 12 mil-

lion automatically learned rules of the form: 

IF X relation Y THEN X relation' Y

where relation is a path in the dependency tree be-

tween constitutents X and Y, or equivalently (as 

we use later) a chain of clauses:

{p0(x0,x1), w1(x1), …pn-1(x n-1,xn)}

where pi is the syntactic relation between (non-

prepositional) constituents xi and xi+1, and wi is the 

word used for xi. An example from DIRT is: 

IF X is found in Y THEN X is inside Y 

The condition “X is found in Y” can be expressed 

as the clause chain: 

{ object-of(x,f), "find"(f), "in"(f,y) } 

We use DIRT to explore alternative interpretations 

of the text, singling out those that help identify the 

facts in the text that are already known in the KB. 

3.2 Deferred Sense Commitment

Two common challenges for NLP are word sense 

disambiguation (WSD) and semantic role labeling 
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(SRL). While there are a number of existing tools 

for performing these tasks based on the linguistic 

context (e.g., Toutanova et al., 2008, Erk and Pado, 

2006), their performance is only moderate (e.g., 

Agirre et al, 2007). The problem is accentuated 

when trying to disambiguate in a way consistent 

with a particular KB, because there is often a de-

gree of subjectivity in how the knowledge engineer 

chose to represent the world in that KB (e.g., 

whether some object is the "agent" or "instrument" 

or "site" of an activity is to a degree a matter of 

viewpoint). Trying to create a WSD or SRL mod-

ule that reliably mimics the knowledge engineer’s 

decision procedure is difficult. 

To address this, we defer WSD and SRL commit-

ment during the initial text processing. Instead, 

these ambiguities are resolved during the subse-

quent stage of querying the KB to see if (some in-

terpretion of) the text is already known. One can 

view this as a trivial form of preserving under-

specification (eg. Pinkal, 1999) in the initial lan-

guage processing, where the words themselves 

denote their possible meanings. 

3.3 Interpretation of New Knowledge 

Given some text, our system attempts to disam-

biguate it by searching for (some interpretation of) 

its statements in the KB. However, this will only 

disambiguate statements of facts that are already 

known. For new facts, we fall back on traditional 

disambiguation methods, using a set of approxi-

mately 100 hand-built rules for semantic role label-

ling, and word sense disambiguation preferences 

taken from WordNet sense frequency statistics and 

from the KB. In addition, we use a simple filter to 

discard apparently irrelevant/nonsensical assertions 

by discarding those that use concepts unrelated to 

the domain. These are defined as those with words 

whose preferred WordNet sense falls under one of 

a small number of hand-selected "non-biological" 

synsets (namely human_activity#n#1, mental_ob-

ject#n#1, artifact#n#1, instrumentation#n#1, psy-

chological_feature#n#1, device#n#1). One might 

also be able to use a KB-guided approach to dis-

ambiguation similar to that described for known 

facts, by (for example) looking for generalizations 

of (interpretations of) new facts in the knowledge 

base. This is a direction for future exploration. 

4 Algorithm and Implementation 

4.1 Topics and Participants 

For now, we assume that all knowledge in the KB 

can be represented by “forall…exists…” state-

ments, i.e., statements of the form: 

 x isa(x,C) !y1..yn p1(v1,v2), …, pq(vr,vs) [1] 

(We will later discuss how this assumption can be 

relaxed). pi are predicates in the KB’s ontology and 

each vi is either a variable v"{x,y1,…,yn} or a 

symbol in the KB’s ontology. We say clauses 

pi(vj,vk) are about concept C, and that C is the topic

of the clauses. We also say that any instance yi that 

is in some (possibly indirect) relationship to x is a 

participant in the representation of instance x of C. 

Thus all the yi in [1] are participants, plus there 

may be additional participants implied by other 

axioms. For some given instance X0 of C, we can 

identify all the participants in the representation of 

X0 by forward chaining from isa(X0,C) and col-

lecting all the instances connected via some chain 

of predicates to X0. We encode this using a par-

ticipant(x,yi) relation2. As this computation is po-

tentially unbounded, we use a depth bound to 

heuristically limit this computation. 

4.2 Initial Language Processing 

Assume the system has a paragraph of text about a 

topic, and that it has identified what that topic is3.

For example, consider that the topic is prophase (a 

step in cell division), and the paragraph is the sin-

gle sentence: 

T: The mitotic spindle consists of hollow micro-

tubules.

Text is parsed using a broad coverage, phrase 

structure parser (Harrison and Maxwell, 1986), 

followed by coreference resolution, producing a 

"syntactic" logical form, here: 

LF: "mitotic-spindle"(s), "consist"(c), "hollow"(h), 

"microtubule"(m), subject(c,s), "of"(c,m), 

modifier(m,h). 

                                                          
2 We can formalize this by adding participant(x,yi) to the con-

clusion in [1] for all yi, plus an axiom that participant is transi-

tive. 
3 E.g., via some topic classification algorithm. For our experi-

ments here, we manually declare the topic. 
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4.3 Semantic Interpretation 

To interpret T the system then tries to answer, or 

partially answer, the corresponding question: 

T: Is it true that the mitotic spindle consists of hol-

low microtubules? 

Note that this question is in the context of the topic 

(prophase), and thus the mentioned objects are im-

plicitly participants in prophase. To do this, the 

system proceeds as follows, using a deductive rea-

soning engine operating over the KB: 

(a) setup: create an instance X0 of the topic, i.e., 

assert isa(X0,topic) in the KB, then find its 

participants { y | participant(X0,y) }. Next, 

bind one of the variables in the LF to a partici-

pant that the variable's word might denote. 

(b) query: for each clause in the LF with at least 

one bound variable, iteratively query the KB to 

see if some interpretation of those clauses are 

provable i.e., already known. 

In this example, for setup (a) the system first cre-

ates an instance X0 of prophase, i.e., asserts 

isa(X0,Prophase) in the KB, then finds its partici-

pants Y0,...,Yn by querying for participant(X0,y). 

The participants Y0,Y1,… will be instances of ob-

jects and events known (in the KB) to be present in 

prophase, e.g., instances of Move, Centrosome, 

Elongate, Mitotic-Spindle, etc. The system then 

instantiates a variable in the LF, e.g., s in "mitotic-

spindle"(s) with a participant that "mitotic spindle"  

might refer to, e.g., Y4, if Y4 is an instance of Mi-

totic-Spindle. The resulting LF looks: 

LF:"mitotic-spindle"(Y4),"consist"(c),"hollow"(h), 

"microtubule"(m), subject(c,Y4), "of"(c,m), 

modifier(m,h). 

For querying (b), the system uses the algorithm as 

follows (on the next page): 

Y4:Mitotic-Spindle
X0:Prophase

Y0:Move Y1:Centrosome

Y7:Microtubule

Y3:Elongate Y5:Pole

subevent 

has-part has-region 
object

object

Y8:Hollow
shape 

isa(Y4,Mitotic-Spindle), isa(Y8,Hollow), isa(Y7,Microtubule), has-part(Y4,Y7), shape(Y7,Y8).

"mitotic-spindle"(s), "consist"(c), "hollow"(h), "microtubule"(m), subject(c,s), "of"(c,m), modifier(m,h). 

isa(Y4,Mitotic-Spindle), "consist"(c), "hollow"(h), "microtubule"(m), subject(c,Y4), "of"(c,m), modifier(m,h) 

isa(Y4,Mitotic-Spindle), "hollow"(h), isa(Y7,Microtubule), has-part(Y4,Y7), modifier(Y7,h). 

isa(Y4,Mitotic-Spindle), “part"(p), "hollow"(h), "microtubule"(m), subject(p,Y4), "of"(p,m), modifier(m,h). 

(a)

(b)

(c)

(d)

(Graphical depiction of) (part of) the representation of Prophase:

LF interpretation: New Knowledge 

has-part 
Y6:Create

…

Recognized Old Knowledge 

Figure 2: The path found through the search space for an interpretation of the example sentence. (a) setup 

(b) paraphrase substitution (c) interpretation of {subject-of(Y4,p),“part”(p),“of”(p,m)} as has-part(Y4,m), 

preferred as it is provable from the KB, resulting in m=Y7 (d) interpretation of new knowledge (standard 

WSD and SRL tools). 

destination 

Y2:Eukaryotic-Cell 

…

5



repeat

select a clause chain Cu of “syntactic” clauses 

                 in the LF with at least 1 bound variable 

Cu = {p(x,y)} or {w(x)} or 

                                {p1(x,z), w(z), p2(z,y)}

select some interpretation C of Cu where: 

          C is a possible interpretation of Cu

          or C'u is a possible paraphrase for Cu and 

                  C is a possible interpretation of C'u
try prove C[bindings]   new-bindings 

   If success: 

replace Cu with C 

add new-bindings to bindings 

until

    as many clauses proved as possible 

where:

# A syntactic clause is a clause whose predicate 

is a word or syntactic role (subject, object, 

modifier, etc.) All clauses in the initial LF are 

syntactic clauses. 

# A clause chain is a set of "syntactic" clauses in 

the LF of the form {p(x,y)} or {w(x)} or 

{p1(x,z), w(z), p2(z,y)}, where pi, w are words 

or syntactic roles (subject, modifier, etc). 

# A possible paraphrase is a possible substitu-

tion of one syntactic clause chain with another, 

listed in the DIRT paraphrase database. 

# A possible interpretation of the singleton syn-

tactic clause chain {w(x)} is isa(x,class), 

where class is a possible sense of word w. 

# A possible interpretation of a syntactic clause 

chain {p(x,y)} or {p1(x,z),w(z),p2(z,y)} is 

r(x,y), where r is a semantic relation corre-

sponding to syntactic relation p (e.g., "in"(x,y) 

  is-inside(x,y)) or word w (e.g., {subject-

of(e,h), "have"(h), "of"(h,n)}   has-part(e,n)). 

Possible word-to-class and word-to-predicate map-

pings are specified in the KB.

As there are several points of non-determinism in 

the algorithm, including the setup (e.g., which 

clauses to select, which interpretation to explore), 

it is a search process. Our current implementation 

uses most-instantiated-first query ordering plus 

breadth-first search, although other implementa-

tions could traverse the space in other ways. 

Figure 2 illustrates this procedure for the example 

sentence. The procedure iteratively replaces syn-

tactic clauses with semantic clauses that corre-

spond to an interpretation that is provable from the 

KB. If all the clauses are proved, then the original 

text T is redundant; there exists an interpretation 

under which it can be proved from the KB, and we 

assume under the benevolent user assumption that 

this is the interpretation that the user intended.  

If some syntactic clauses remain unproved, then 

they correspond to new knowledge, and a standard 

NLP pipeline is then used to interpret them. In this 

example (Figure 2), the "hollow" modifier to the 

microtubule Y7 was unproved, and was subse-

quently interpreted by the NLP pipeline as the 

shape of the microtubule. This new clause is con-

verted into a (potential) addition to the KB by 

identifying an axiom that concluded one of  the 

known  connected facts (here, has-part(Y4,Y7)), 

and then proposing the new clause as an additional 

conclusion of that axiom. If there are no connected 

clauses, it is instead proposed as a new axiom 

about prophase. The user can verify/reject that 

proposal as he/she desires. 

5 Illustration 

An illustration of the system’s typical processing 

of a paragraph is shown in Figure 3. As in Figure 

1, normal font shows facts recognized as already 

known, and bold shows new knowledge. Again 

note that the output facts are not a simple recitation 

of the input, but have been interpreted with respect 

to the KB. For example, in (e), Create is the pre-

ferred interpretation of "form", and in (d), has-part 

is the preferred interpretation of "consisting of", as 

these result in the interpretation being provable 

from the KB. Also note that new knowledge is an-

chored to old, e.g., in (d), proteins are posited as an 

additional part of the mitotic spindle participant of 

prophase.

There are several errors and meaningless state-

ments in the output also. For example, "something 

signals" is not particularly helpful, and "the chro-

mosome moves" is, although biologically correct, a 

misinterpretation of the original English "the 

chromosome is seen as...", with Move being a pos-

sible interpretation of "see" (as in "I'll see you to 

the door"). In addition some sentences were mis-

parsed or unparsed, and some interpretations were 

discarded as they involved non-biological con-

cepts. Many representational issues have been 

skirted also, discussed shortly. 
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Topic: prophase

Input Paragraph:
4

During prophase, chromosomes become visible, 

the nucleolus disappears, the mitotic spindle forms, 

and the nuclear envelope disappears. Chromo-

somes become more coiled and can be viewed un-

der a light microscope. Each duplicated 

chromosome is seen as a pair of sister chromatids 

joined by the duplicated but unseparated centro-

mere. The nucleolus disappears during prophase. 

In the cytoplasm, the mitotic spindle, consisting of 

microtubules and other proteins, forms between the 

two pairs of centrioles as they migrate to opposite 

poles of the cell. The nuclear envelope disappears 

at the end of prophase. This signals the beginning 

of the substage called prometaphase. 

Output Axioms: (expressed in English) 

In all prophase events: 

d. The chromosome moves.

e. The chromatids are attached by the centro-

mere. 

f. The nucleolus disappears during the pro-

phase.

g. The mitotic spindle has parts the microtubule 

and the protein. 

h. The mitotic spindle is created between the 

centrioles in the cytoplasm.

i. The centrioles move to the poles.

j. The nuclear envelope disappears at the end. 

k. Something signals. 

Figure 3: Illustration of the System’s Behavior 

6 Preliminary Evaluation 

To make a preliminary assessment of how much 

useful information the system is producing, we 

conducted a small study. 10 paragraphs about pro-

phase (from different Web sources) were run 

through the system (110 sentences in total). The 

system extracted 114 statements of which 23 

(20%) were interpreted as fully known (i.e., al-

ready in the KB), 27 (24%) as partially new 

knowledge, and 64 (56%) as completely new 

knowledge. The extracted statements were then 

scored by a biologist as one of:  

c = correct; useful knowledge that should be in 

the KB 

                                                          
4 From http://www.phschool.com/science/biology_place/ bio-

coach/mitosisisg/prophase.html 

q = questionable; not useful knowledge (mean-

ingless, overly general, vague) 

i  =  incorrect 

The results are shown in Table 1. 

Statements that are: 

Fully 

known

Mixture of 

known & new

Fully 

new

Correct 22 19 25

Questionable 1 8 38

Incorrect 0 0 1

Table 1: Correctness of axioms proposed by the 

system. 

For the statements that mix old and new knowl-

edge, 70% were judged correct, and for completely 

new statements, 39% were judged correct.5 This 

suggests the system is at least producing some use-

ful suggestions, and for the statements that mix old 

and new knowledge, has identified the connection 

points in the KB for the new facts. Although this 

level of accuracy is too low for automation, it sug-

gests the system might be a useful tool for helping 

a knowledge engineer check that he/she has fully 

encoded the contents of a passage when building 

the KB, and performing those approved additions 

automatically. 

7 Discussion and Conclusion 

We have described a method for reading "at the 

fringe" of what is known, leveraging existing 

knowledge to help in the reading process by treat-

ing text interpretation as partial question answer-

ing. This approach is appropriate for situations in 

which a reasonable proportion of the text's content 

is already known to (represented in) the KB. Our 

evaluation suggests that the approach has merit, at 

least as an interactive knowledge acquisition tool. 

As we have suggested, existing knowledge can 

help guide and anchor interpretation, but to what 

extent might it stifle the system from learning 

genuinely new knowledge? At present, our system 

is unable to extend its own ontology (it can only 

learns axioms expressed using its existing ontol-

ogy), and thus will skim over unrecognized words 

                                                          
5 For the 1 statement already fully known but judged as ques-

tionable, the score appears to be due to poor rendering in Eng-

lish, the axiom being rendered as "The membrane break 

down." rather than "The membrane breaks down.". 
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even if those words reflect something new (with 

respect to the KB) and important about the domain. 

The system is thus biased towards texts about con-

cepts that it has at least heard of before (even if it 

knows little about them), expecting small, incre-

mental additions of knowledge, rather than work-

ing hard to untangle information about completely 

novel topics. It can learn about concepts it has al-

ready heard of, but not, at present, learn new con-

cepts. While it would be simple to modify the 

system to treat any new word as a new concept, 

this may potentially overwhelm the system, and so 

such extensions would need to be made carefully. 

This is an area for future work. 

How large must the starting KB be? Although it 

can be missing (possibly many) axioms, we implic-

itly assume that at least the basic ontology and the 

mapping from words to concepts is reasonably 

complete (for the types of texts being considered), 

i.e., there is a good "skeleton" KB to add axioms 

to. Thus, methodologically, a first step for using 

our system would be to create the initial ontology 

and lexical mappings, e.g., via corpus analysis or 

using an ontology learning tool  (Gomez-Perez and 

Manzano-Macho, 2003). Beyond that, the more 

axioms the starting KB has the better, as each 

axiom can potentially guide the interpretation of a 

new sentence. In the limiting case, where there are 

no axioms (only the ontology and lexical map-

pings), our system's behavior reverts to that of a 

normal, pipelined NLP interpreter (with the normal 

associated problems). 

This work is still preliminary, and there are nu-

merous other issues and limitations that need to be 

addressed also. Three notable issues are as follows: 

# Syntactic ambiguity: While we defer WSD 

and SRL commitment, our system is eagerly 

committing to a single parse during initial lan-

guage processing, and that parse may be 

wrong. An obvious extension is to similarly 

defer some syntactic commitments until se-

mantic interpretation, for example using an 

underspecified or packed logical form (e.g., 

Bobrow et al, 2005) or exploring alternative 

parses.

# Interpretation of new knowledge: While our 

approach leverages the KB to interpret state-

ments about known facts, and thus help find 

the anchor points for new facts, those state-

ments of new facts are still interpreted using a 

traditional pipelined approach, with all its as-

sociated brittlenesses (as evidenced in the last 

column in Table 1). Creative ways for using 

the KB to similarly help guide new fact inter-

pretation are needed, for example searching the 

KB for generalizations or variants of those 

facts, and then preferring the interpretations 

they suggest. 

# Representational adequacy: Our work so far 

has assumed a simple, deductive representa-

tional framework of individual objects and 

events, and correspondingly assumes the same 

individuality in language. However the world, 

and language used to describe it, often goes 

beyond this to include a miriad of representa-

tionally difficult phenomena (sets, pairs, ag-

gregates, conditionality, plausibility, 

constraints, etc.). Our system largely skips 

over such aspects, as it is unable to represent 

them. 

Despite these limitations, the picture of text inter-

pretation as partial question-answering appears to 

be a useful one, as it suggests a means by which 

language and knowledge can be connected. We are 

optimistic that it can be further developed and im-

proved for better machine reading in the future. 
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Abstract

We previously proposed a packed graphical
representation to succinctly represent a huge
number of alternative semantic representa-
tions of a given sentence. We also showed that
this representation could improve text inter-
pretation accuracy considerably because the
system could postpone resolving ambiguity
until more evidence accumulates. This paper
discusses our plan to build an end-to-end text
reading system based on our packed represen-
tation.

1 Introduction

Our goal is to build an end-to-end text understanding
system by assembling together existing components
for parsing, semantic interpretation, co-reference
resolution and so on. Commonly, these components
are combined in a pipeline in which each one passes
forward asinglebest interpretation (see (a) in fig. 1).
Although this approach is relatively straightforward,
it can suffer from overly aggressive pruning; a com-
ponent might prune those interpretations that down-
stream components might have been able to recog-
nize as correct. Similarly, a component might prune
an interpretation that would be validated by reading
subsequent texts. The system’s accuracy would al-
most certainly improve if it were able to delay prun-
ing until sufficient evidence accumulates to make a
principled commitment.

There is a näıve way of delaying pruning deci-
sions in a pipelined architecture: each component
passes forward not just a single interpretation, but

multiple alternatives, thereby creating multiple in-
terpretation paths (see (b) in fig 1). Then, the system
might choose the best interpretation at the last step
of the pipeline. However, this approach is intractable
due to the combinatorial explosion in the number of
interpretation paths.

In previous work (Kim et al., 2010), we pro-
posed an alternative approach in which each compo-
nent passes forward multiple interpretations which
are compressed into an intensional representation
that we call apacked graphical (PG) representation
(see (c) in fig. 1). Our experiment showed that the
approach could improve the interpretation accuracy
considerably by delaying ambiguity resolution while
avoiding combinatorial explosion.

In this paper, we discuss our plan to build an end-
to-end text understanding system using the PG rep-
resentation. We first introduce the language inter-
pretation system we are currently building, which
produces a PG representation from the parse of each
sentence. Then, we propose an architecture for an
end-to-end reading system that is based on the PG
representation. The architecture allows the system
to improve as it acquires knowledge from reading
texts.

In the following sections, we briefly describe the
PG representation and its disambiguation algorithm
(see (Kim et al., 2010) for details). Then, we present
the plan and the current status in the development of
an end-to-end text understanding system.

2 Packed graphical representation

The PG representation compresses a huge number
of alternative interpretations by locally represent-
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Parser WSD SI

(a) single interpretation, single component

Parser
WSD SI

WSD

WSD

…

SI

SI

SI
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…

(b) single interpretation, multiple components

Parser WSD SI

(c) single PG representation, single component
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Figure 1: The three different architectures for text understanding system: In (a), each component passes forward a
single interpretation. (b) can improve (a) by considering multiple interpretation paths, but suffers from combinatorial
explosion. (c) is our approach in which the system considersmultiple alternative interpretations (in contrast to (a))
while avoiding combinatorial explosion by packing the alternatives (in contrast to (b)).

ing common types of ambiguities and other types
of constraints among the interpretations. Section 2.1
presents these ambiguity and constraint representa-
tions. Section 2.2 introduces an algorithm which
aims to resolve the ambiguities captured in a PG rep-
resentation.

2.1 Representation

Fig. 2 shows a PG representation produced from the
interpretation of the following sentence:

S1 : The engine ignites the gasoline with its spark
plug.

With this example, we will explain the ambigu-
ity representations and the other types of constraints
expressed in the PG representation.

Type ambiguity. Ambiguity in the assignment of
a type for a word. In PG1, for example, the node
engine-2a (corresponding to the word “engine”) has
type annotation [LIVING -ENTITY .3 | DEVICE .7].
It means that the two types are candidates for the
type of engine-2a and their probabilities are respec-
tively .3 (Living-Entity) and .7 (Device) .

Relational ambiguity. Ambiguity in the assign-
ment of semantic relation between nodes. The edge
from ignite-3 to engine-2a in PG1 has relation anno-
tation<agent .6| location .4>. It means that engine-
2a is eitheragent(probability .6) orlocation (prob-
ability .4) of ignite-3.

Structural ambiguity. It represents structural al-
ternatives in different interpretations. In PG1, for
example, D and E represent an ambiguity of prepo-
sitional phrase attachment for “with its spark plug”;

Figure 2: The PG representation for S1 (PG1)

the phrase can be attached to “ignites” (D) or “spark
plug” (E). The annotation{D .3 | E .7} means either
D or E (not both) is correct and the probability of
each choice is respectively .3 and .7.

Co-reference ambiguity. A “co-reference” edge
represents a possibility of co-reference between two
nodes. For example, the edge labeled<coref .7>
represents that the probability of engine-2a and its-
7a being co-referent is .7.

Besides ambiguity representations above, the
PG representation can also represent dependencies
among different interpretations.

Simple dependency. It represents that the ex-
istence of one interpretation depends on the exis-
tence of another. For example, A→ C means that
if L IVING -ENTITY is found to be a wrong type for
engine-2a (by subsequent evidence), the agent rela-
tion should be discarded, too.

Mutual dependency. It represents that the in-
terpretations in a mutual dependency set depend
on one another – if any interpretation in the set is
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found to be wrong or correct (by subsequent evi-
dence), the others should also be rejected or con-
firmed. For example, the box labeled B means that
if either (engine-2a type DEVICE) or (ignite-3a lo-
cation engine-2a) is confirmed or rejected, the other
interpretation should be confirmed or rejected.

Formally, the PG representation can be repre-
sented as a list of

• semantic triples– e.g., (ignite-3a type BURN),
(ignite-3a instrument spark-plug-9a)

• macros– e.g., the symbol A refers to (ignite-3a
agent engine-2a)

• constraints– e.g., A depends on C,
D (.3) is exclusive to E (.7)

2.2 Disambiguating ambiguities in a PG
representations

In this section, we briefly explain how our disam-
biguating algorithm resolves ambiguities in a PG
representation. For details, please see (Kim et al.,
2010).

The PG representation allows the system to de-
lay commitment to an interpretation (by explicitly
representing ambiguities) until enough evidence ac-
crues to disambiguate. One source of such evidence
is the other texts with redundant content. For a sen-
tence which is hard to interpret, there may be other
texts which describe the same content, but in ways
that the system can better interpret. These new reli-
able interpretations can be used to disambiguate the
original unreliable interpretations. Our algorithm is
based on this approach of combining multiple PG
representations to resolve their ambiguities.

The disambiguation algorithm uses graph match-
ing. The algorithm aligns two PG representations to
identify their redundant subgraphs (redundant por-
tions of the interpretations), then increases the con-
fidence scores of these subgraphs because the same
interpretation was derived from two independent
sentences (on the same topic). When the confidence
scores reach a high or low threshold, the associated
interpretations are confirmed or pruned. Confirming
or pruning one interpretation may lead to confirming
or pruning others. For example, the dependents of a
pruned interpretation should also be pruned.

Figure 3: The PG representation for S2 (PG2),“The en-
gine’s spark plug combusts gasoline”

To illustrate the algorithm, we will show how PG1
(fig. 2) is merged with PG2 (fig. 3) to resolve their
ambiguities.

1. engine-2 in PG1 is aligned with engine-1 in
PG2. This operation chooses Device as the type
of engine-2 (i.e., it discards Living-Entity) be-
cause Device is favored in both nodes

2. Deleting LIVING -ENTITY causes deletion of
the agentedge between ignite-3a and engine-
2a due to the dependency constraint A→ C,
(meaningagent(in A) depends on the existence
of L IVING -ENTITY (in C)).

3. Co-reference between engine-2a and its-7a is
greedily confirmed because merging the two
nodes enables the alignment of (its-7a has-part
spark-plug-8a) with (Engine-1b has-part spark-
plug-3b).

4. The algorithm aligns (ignite-3a instrument
spark-plug-8a) with (combust-5b instru-
ment spark-plug-3b), because ignite-3a and
combust-5b share the same type, [BURN].
This operation increases the score of D (the
structure corresponding to PP attachment of
“with its spark plug” to “ignite”) over E (the
structure corresponding to attachment of “with
its spark plug” to “gasoline”).

3 Taking advantage of the PG
representation in an end-to-end system

Our experiment showed that, for ten texts with re-
dundant content, our approach improved the inter-
pretation accuracy by 10% (Kim et al., 2010). En-
couraged by this result, we present our on-going
work and future plans.
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3.1 Producing PG representation

We are currently constructing a fully automated lan-
guage interpretation system to produce PG represen-
tations from English sentences. The system will be
able to maintain all possible interpretations gener-
ated at each step (including parsing, word sense dis-
ambiguation (WSD) and semantic relation assign-
ment) and represent them using the PG representa-
tion. This is straightforward for WSD and semantic
relation assignment because most off-the-shelf soft-
ware (e.g., (Patwardhan et al., 2005) (Punyakanok
et al., 2005)) outputs a list of candidate choices and
confidence scores for type and relational ambigui-
ties. (Kim et al., 2010) describes a prototype system
implemented with these WSD and semantic assign-
ment components.

However, ambiguities in parsing are more dif-
ficult because it is hard to efficiently identify
structural differences among various parses. We
are currently developing an algorithm (similar to
(Schiehlen, 1996)) which converts a parse forest (the
ambiguity-preserving chart built during PCFG pars-
ing) (Tomita, 1986) into the syntactic-level PG rep-
resentation (as shown in fig. 4). We plan to imple-
ment this algorithm in the Stanford Parser (Klein and
Manning, 2003) and to evaluate it along the follow-
ing dimensions.

First, we will measure the improvement in parsing
accuracy that results from delaying commitment to
a single best parse.

Second, even though the PG representation
achieves substantial compression, its size is still
bounded. The parser might generate more interpre-
tations than will fit within the bound. We plan to
handle this problem in the following way. When a
PG representation grows to the bound, the system
applies the components downstream of the parser to
the candidate parses. Because these components use
additional sources of knowledge, including knowl-
edge derived from previous reading (Clark and Har-
rison, 2009), they might be able to prune some can-
didate interpretations. In this way, a part of a sen-
tence may be processed early while the other parts
are left unprocessed, in contrast with the traditional
approach of fully processing each sentence before
starting with the next.

Figure 4: Syntactic-level PG representation for S1: the
structural ambiguity represents an ambiguity of attaching
the preposition, “with its spark plug”.

3.2 System Architecture

The PG representation and its disambiguating algo-
rithm allow an interesting property in a text under-
standing system: the system’s interpretation capa-
bility could increase as it acquires knowledge from
texts. This property can be shown in two ways. First,
the ambiguities of the current text could be resolved
later when the system reads subsequent texts. Sec-
ond, the knowledge acquired from the prior texts
could be used to resolve the ambiguities of the cur-
rent text. Fig. 5 shows an architecture that exhibits
this property.

Given a text, or a set of texts on the same topic,
the language interpreter generates a PG representa-
tion. Then, the knowledge integration component
(KI) adds the PG representation into the knowledge
base. For a first text, the PG representation is simply
put into the knowledge base. For subsequent texts,
KI merges the subsequent PG representations with
the PG representation in the knowledge base. This
step may resolve ambiguities in the PG representa-
tion maintained in the knowledge base.

When the language interpreter confronts an ambi-
guity, it has two choices: it either (a) locally repre-
sents the ambiguity in the PG representation or (b)
asks the RESOLVER to resolve the ambiguity. When
the RESOLVER is called, it searches the knowledge
base for information to resolve the ambiguity. If
this is unsuccessful, it uses the information retrieval
module (TEXT M INER) to find relevant documents
from external sources which might resolve the am-
biguity. The documents are added in the Text Queue
to be read subsequently. In the near future, we plan
to evaluate the ability of the KI and Resolver mod-
ules to resolve ambiguities as the system reads more
texts.
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Semantic

Interpreter

Knowledge 

Base
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Figure 5: Architecture

4 Summary

In this paper, we discuss the development of an end-
to-end text understanding system based on a packed
representation. With this representation, the system
can delay ambiguity resolution while avoiding com-
binatorial explosion, thereby effectively improving
the accuracy of text interpretation.
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Abstract

Texts are replete with gaps, information omit-

ted since authors assume a certain amount of 

background knowledge.  We describe the kind 

of information (the formalism and methods to 

derive the content) useful for automated fill-

ing of such gaps.  We describe a stepwise pro-

cedure with a detailed example.   

1 Introduction 

Automated understanding of connected text re-

mains an unsolved challenge in NLP.  In contrast 

to systems that harvest information from large col-

lections of text, or that extract only certain pre-

specified kinds of information from single texts, 

the task of extracting and integrating all informa-

tion from a single text, and building a coherent and 

relatively complete representation of its full con-

tent, is still beyond current capabilities.   

A significant obstacle is the fact that text always 

omits information that is important, but that people 

recover effortlessly. Authors leave out information 

that they assume is known to their readers, since its 

inclusion (under the Gricean maxim of minimality) 

would carry an additional, often pragmatic, import. 

The problem is that systems cannot perform the 

recovery since they lack the requisite background 

knowledge and inferential machinery to use it.   

In this research we address the problem of 

automatically recovering such omitted information 

to ‘plug the gaps’ in text.  To do so, we describe 

the background knowledge required as well as a 

procedure for recognizing where gaps exist and 

determining which kinds of background knowl-

edge are needed.   

We are looking for the synchronization between 

the text representation achievable by current NLP 

and a knowledge representation (KR) scheme that 

can permit further inference for text interpretation.   

1.1 Vision

Clearly, producing a rich text interpretation re-

quires both NLP and KR capabilities.  The strategy 

we explore is the enablement of bidirectional 

communication between the two sides from the 

very beginning of the text processing. We assume 

that the KR system doesn’t require a full represen-

tation of the text meaning, but can work with a par-

tial interpretation, namely of the material explicitly 

present in the text, and can then flesh out this in-

terpretation as required for its specific task. Al-

though the NLP system initially provides simpler 

representations (even possibly ambiguous or 

wrong ones), the final result contains the semantics 

of the text according to the working domain.  

In this model, the following questions arise: 

How much can we simplify our initial text repre-

sentation and still permit the attachment of back-

ground knowledge for further inference and 

interpretation?  How should background knowl-

edge be represented for use by the KR system?  

How can the incompleteness and brittleness typical 

of background knowledge (its representational in-

flexibility, or limitation to a single viewpoint or 

expressive phrasing) (Barker 2007) be overcome?  

In what sequence can a KR system enrich an initial 

and/or impoverished reading, and how can the en-

richment benefit subsequent text processing?   

1.2 Approach

Although we are working toward it, we do not yet 

have such a system.  The aim of our current work 

is to rapidly assemble some necessary pieces and 

explore how to (i) attach background knowledge to 

flesh out a simple text representation and (ii) there 

by make explicit the meanings attached to some of 

its syntactic relations.  We begin with an initial 

simple text representation, a background knowl-

edge base corresponding to the text, and a simple 
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formalized procedure to attach elements from the 

background knowledge to the entities and implicit 

relations present in the initial text representation.   

Surprisingly, we find that some quite simple 

processing can be effective if we are able to con-

textualize the text under interpretation. 

For our exploratory experiments, we are work-

ing with a collection of 30,000 documents in the 

domain of US football. We parsed the collection 

using a standard dependency parser (Marneffe and 

Manning, 2008; Klein and Maning, 2003) and, af-

ter collapsing some syntactic dependencies, ob-

tained the simple textual representations shown in 

Section 2. From them, we built a Background 

Knowledge Base by automatically harvesting 

propositions expressed in the collection (Section 

3). Their frequency in the collection lead the en-

richment process: given a new text in the same 

domain, we build exactly the same kind of repre-

sentation, and attach the background knowledge 

propositions as related to the text (Section 4).  

Since this is an exploratory sketch, we cannot 

provide a quantitative evaluation yet, but the quali-

tative study over some examples suggest that this 

simple framework is promising enough to start a 

long term research (Section 5). Finally, we con-

clude with the next steps we want to follow and the 

kind of evaluation we plan to do.  

2 Text Representation 

The starting text representation must capture the 

first shot of what’s going on in the text, taking 

some excerpts into account and (unfortunately) 

losing others. After the first shot, in accord with 

the purpose of the reading, we will “contextualize” 

each sentence, expanding its initial representation 

with the relevant related background knowledge in 

our base. 

During this process of making explicit the im-

plicit semantic relations (which we call contextu-

alization or interpretation) it will become apparent 

whether we need to recover some of the discarded 

elements, whether we need to expand some others, 

etc. So the process of interpretation is identified 

with the growing of the context (according to the 

KB) until the interpretation is possible. This is re-

lated to some well-known theories such as the 

Theory of Relevance (Sperber and Wilson, 1995). 

The particular method we envisage is related to 

Interpretation as Abduction (Hobbs et al. 1993). 

How can the initial information be represented 

so as to enable the context to grow into an interpre-

tation? We hypothesize that: 

1. Behind certain syntactic dependencies there 

are semantic relations. 

2. In the case of dependencies between nouns, 

this semantic relation can be made more ex-

plicit using verbs and/or prepositions. The 

knowledge base must help us find them. 

We look for a semantic representation close 

enough to the syntactic representation we can ob-

tain from the dependency graph. The main syntac-

tic dependencies we want to represent in order to 

enable enrichment are: 

1. Dependencies between nouns such as noun-

noun compounds (nn) or possessive (poss). 

2. Dependencies between nouns and verbs, 

such as subject and object relations. 

3. Prepositions having two nouns as argu-

ments. Then the preposition becomes the la-

bel for the relation between the two nouns, 

being the object of the preposition the target 

of the relation. 

For these selected elements, we produce two very 

simple transformations of the syntactic dependency 

graph:

1. Invert the direction of the syntactic depend-

ency for the modifiers. Since we work with 

the hypothesis that behind a syntactic de-

pendency there is a semantic relation, we re-

cord the direction of the semantic relation. 

2. Collapse the syntactic dependencies be-

tween verb, subject, and object into a single 

semantic relation. Since we are assuming 

that the verb is the more explicit expression 

of a semantic relation, we fix this in the ini-

tial representation. The subject will be the 

source of the relation and the object will be 

the target of the relation. When the verb has 

more arguments we consider its expansion 

as a new node as referred in Section 4.4.  

Figure 1 shows the initial minimal representa-

tion for the sentence we will use for our discus-

sion:
San_Francisco's Eric_Davis intercepted 

a Steve_Walsh pass on the next series to 
set_up a seven-yard Young touchdown pass 

to Brent_Jones.

Notice that some pieces of the text are lost in the 

initial representation of the text as for example “on 

the next series” or “seven-yard”.
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3    Background Knowledge Base  

The Background Knowledge Base (BKB) is built 

from a collection in the domain of the texts we 

want to semanticize. The collection consists of 

30,826 New York Times news about American 

football, similar to the kind of texts we want to 

interpret. The elements in the BKB (3,022,305 in 

total) are obtained as a result of applying general 

patterns over dependency trees. We take advantage 

of the typed dependencies (Marneffe and Manning, 

2008) produced by the Stanford parser (Klein and 

Maning, 2003). 

3.1 Types of elements in the BKB 

We distinguish three elements in our Background 

Knowledge Base: Entities, Propositions, and Lexi-

cal relations. All of them have associated their fre-

quency in the reference collection. 

Entities

We distinguish between entity classes and entity 

instances:

1. Entity classes: Entity classes are denoted by 

the nouns that participate in a copulative rela-

tion or as noun modifier. In addition, we intro-

duce two special classes: Person and Group. 

These two classes are related to the use of pro-

nouns in text. Pronouns “I”, “he” and “she” are 

linked to class Person. Pronouns “we” and 

“they” are linked to class Group. For example, 

the occurrence of the pronoun “he” in “He 

threw a pass” would produce an additional 

count of the proposition “person:throw:pass”. 

2. Entity Instances: Entity instances are indicated 

by proper nouns. Proper nouns are identified 

by the part of speech tagging. Some of these 

instances will participate in the “has-instance” 

relation (see below).   When they participate in 

a proposition they produce proposition in-

stances.

Figure 1. Representation of the sentence: San_Francisco's Eric_Davis intercepted a Steve_Walsh
pass on the next series to set_up a seven-yard Young touchdown pass to Brent_Jones. 

Propositions

Following Clark and Harrison (2009) we call 

propositions the tuples of words that have some 

determined pattern of syntactic relations among 

them. We focus on NVN, NVNPN and NPN 

proposition types. For example, a NVNPN propo-

sition is a full instantiation of: 
Subject:Verb:Object:Prep:Complement

The first three elements are the subject, the verb 

and the direct object. Fourth is the preposition that 

attaches the PP complement to the verb. For sim-

plicity, indirect objects are considered as a Com-

plement with the preposition “to”. 

The following are the most frequent NVN 

propositions in the BKB ordered by frequency. 
NVN 2322 'NNP':'beat':'NNP' 

NVN 2231 'NNP':'catch':'pass' 

NVN 2093 'NNP':'throw':'pass' 

NVN 1799 'NNP':'score':'touchdown' 

NVN 1792 'NNP':'lead':'NNP' 

NVN 1571 'NNP':'play':'NNP' 

NVN 1534 'NNP':'win':'game' 

NVN 1355 'NNP':'coach':'NNP' 

NVN 1330 'NNP':'replace':'NNP' 

NVN 1322 'NNP':'kick':'goal' 

NVN 1195 'NNP':'win':'NNP' 

NVN 1155 'NNP':'defeat':'NNP' 

NVN 1103 'NNP':'gain':'yard' 

The ‘NNP’ tag replaces specific proper nouns 

found in the proposition.  

When a sentence has more than one comple-

ment, a new occurrence is counted for each com-

plement. For example, given the sentence 
“Steve_Walsh threw a pass to Brent_Jones 

in the first quarter”, we would add a count to 

each of the following propositions: 
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Steve_Walsh:throw:pass
Steve_Walsh:throw:pass:to:Brent_Jones
Steve_Walsh:throw:pass:in:quarter

Notice that right now we include only the heads 

of the noun phrases in the propositions. 

We call proposition classes the propositions that 

only involve instance classes (e.g., “per-

son:throw:pass”), and proposition instances

those that involve at least one entity instance (e.g., 

“Steve_Walsh:throw:pass”).

Proposition instances are useful for the tracking 

of a entity instance. For example, 

“'Steve_Walsh':'supplant':'John_Fourcade':

'as':'quarterback'”. When a proposition in-

stance is found, it is stored also as a proposition 

class replacing the proper nouns by a special word 

(NNP) to indicate the presence of a entity instance. 

The enrichment of the text is based on the use of 

most frequent proposition classes.  

Lexical relations 

At the moment, we make use of the copulative 

verbs (detected by the Stanford’s parser) in order 

to extract “is”, and “has-instance” relations: 

1. Is: between two entity classes. They denote a 

kind of identity between both entity classes, 

but not in any specific hierarchical relation 

such as hyponymy. Neither is a relation of 

synonymy. As a result, is somehow a kind of 

underspecified relation that groups those more 

specific. For example, if we ask the BKB what 

a “receiver” is, the most frequent relations are: 
290 'person':is:'receiver' 

29 'player':is:'receiver' 

16 'pick':is:'receiver' 

15 'one':is:'receiver' 

14 'receiver':is:'target' 

8 'end':is:'receiver' 

7 'back':is:'receiver' 

6 'position':is:'receiver' 

The number indicates the number of times the 

relation appears explicitly in the collection. 

2. Has-instance: between an entity class and an 

entity instance. For example, if we ask for in-

stances of team, the top 10 instances with more 

support in the collection are: 
192 'team':has-instance:'Jets' 

189 'team':has-instance:'Giants' 

43 'team':has-instance:'Eagles' 

40 'team':has-instance:'Bills' 

36 'team':has-instance:'Colts' 

35 'team':has-instance:'Miami' 

35 'team':has-instance:'Vikings' 

34 'team':has-instance:'Cowboys' 

32 'team':has-instance:'Patriots' 

31 'team':has-instance:'Dallas' 

But we can ask also for the possible classes of 

an instance. For example, all the entity classes for 

“Eric_Davis” are: 
12 'cornerback':has-instance:'Eric_Davis' 

1 'hand':has-instance:'Eric_Davis' 

1 'back':has-instance:'Eric_Davis'  

There are other lexical relations as “part-of” and 

“is-value-of” in which we are still working. For 

example, the most frequent “is-value-of” relations 

are:
5178 '[0-9]-[0-9]':is-value-of:'lead' 

3996 '[0-9]-[0-9]':is-value-of:'record' 

2824 '[0-9]-[0-9]':is-value-of:'loss' 

1225 '[0-9]-[0-9]':is-value-of:'season' 

4 Enrichment procedure 

The goal of the enrichment procedure is to deter-

mine what kind of events and entities are involved 

in the text, and what semantic relations are hidden 

by some syntactic dependencies such as noun-noun 

compound or some prepositions. 

4.1 Fusion of nodes 

Sometimes, the syntactic dependency ties two or 

more words that form a single concept. This is the 

case with multiword terms such as “tight end”, 

“field goal”, “running back”, etc. In these cases, 

the meaning of the compound is beyond the syn-

tactic dependency. Thus, we shouldn’t look for its 

explicit meaning. Instead, we activate the fusion of 

the nodes into a single one. 

However, there are some open issues related to 

the cases were fusion is not preferred. Otherwise, 

the process could be done with standard measures 

like mutual information, before the parsing step 

(and possibly improving its results). 

The question is whether the fusion of the words 

into a single expression allows or not the consid-

eration of possible paraphrases. For example, in 

the case of “field:nn:goal”, we don’t find other 

ways to express the concept in the BKB. However, 

in the case of “touchdown:nn:pass” we can find, 

for example, “pass:for:touchdown” a significant 

amount of times, and we want to identify them as 

equivalent expressions. For this reason, we find not 

convenient to fuse these cases. 
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4.2 Building context for instances 

Suppose we wish to determine what kind of entity 

“Steve Walsh” is in the context of the syntactic 

dependency “Steve_Walsh:nn:pass”. First, we 

look into the BKB for the possible entity classes of 

Steve_Walsh previously found in the collection. In 

this particular case, the most frequent class is 

“quarterback”:
40 'quarterback':has-instance:'Steve_Walsh' 

2 'junior':has-instance:'Steve_Walsh' 

But, what happens if we see “Steve_Walsh” for 

the first time? Then we need to find evidence from 

other entities in the same syntactic context. We 

found that “Marino”, “Kelly”, “Elway”,

“Dan_Marino”, etc. appear in the same kind of 

proposition (“N:nn:pass”) where we found 

“Steve_Walsh”, each of them supported by 24, 17, 

15 and 10 occurrences respectively. However, 

some of the names can be ambiguous. For exam-

ple, searching for “Kelly” in our BKB yields: 
153 'quarterback':has-instance:'Jim_Kelly' 

19 'linebacker':has-instance:'Joe_Kelly' 

17 'quarterback':has-instance:'Kelly' 

14 'quarterback':has-instance:'Kelly_Stouffer' 

10 'quarterback':has-instance:'Kelly_Ryan' 

8 'quarterback':has-instance:'Kelly_Holcomb' 

7 'cornerback':has-instance:'Brian_Kelly'  

Whereas others are not so ambiguous: 
113 'quarterback':has-instance:'Dan_Marino' 

6 'passer':has-instance:'Dan_Marino' 

5 'player':has-instance:'Dan_Marino'  

Taking this into account, we are able to infer that 

the most plausible class for an entity involved in a 

“NNP:nn:pass” proposition is a quarterback. 

4.3 Building context for dependencies 

Now we want to determine the meaning behind 

such syntactic dependencies as 

“Steve_Walsh:nn:pass”, “touchdown:nn:pass“, 

“Young:nn:pass” or “pass:to:Brent_Jones”. 

We have two ways for adding more meaning to 

these syntactic dependencies: find the most appro-

priate prepositions to describe them, and find the 

most appropriate verbs. Whether one, the other or 

both is more useful has to be determined during the 

reasoning system development. 

Finding the prepositions 

There are several types of propositions in the 

BKB that involve prepositions. The most relevant 

are NPN and NVNPN. In the case of “touch-

down:nn:pass”, preposition “for” is clearly the best 

interpretation for the “nn” dependency: 
NPN 712 'pass':'for':'touchdown' 

NPN 24 'pass':'include':'touchdown' 

NPN 3 'pass':'with':'touchdown' 

NPN 2 'pass':'of':'touchdown' 

NPN 1 'pass':'in':'touchdown' 

NPN 1 'pass':'follow':'touchdown' 

NPN 1 'pass':'to':'touchdown' 

In the case of “Steve_Walsh:nn:pass” and 

“Young:nn:pass”, assuming they are quarterbacks, 

we can ask for all the prepositions between “pass” 

and “quarterback”: 
NPN 23 'pass':'from':'quarterback' 

NPN 14 'pass':'by':'quarterback' 

NPN 2 'pass':'of':'quarterback' 

NPN 1 'pass':'than':'quarterback' 

NPN 1 'pass':'to':'quarterback' 

Notice how lower frequencies involve more 

noisy options. 

If we don’t have any evidence on the instance 

class, and we know only that they are instances, 

the pertinent query to the BKB obtains: 
NPN 1305 'pass':'to':'NNP' 

NPN 1085 'pass':'from':'NNP' 

NPN 147 'pass':'by':'NNP' 

NPN 144 'pass':'for':'NNP' 

In the case of “Young:nn:pass” (in “Young 

pass to Brent Jones”), there exists already the 

preposition “to” (“pass:to:Brent_Jones”), so the 

most promising choice become the second, 

“pass:from:Young”, which has one order of magni-

tude more occurrences than the following. 

In the case of “Steve_Walsh:nn:pass” (in “Eric 

Davis intercepted a Steve Walsh pass”) we can use 

additional information: we know that 

“Eric_Davis:intercept:pass”. So, we can try to 

find the appropriate preposition using NVNPN 

propositions in the following way: 
Eric_Davis:intercept:pass:P:Steve_Walsh”

Asking the BKB about the propositions that in-

volve two instances with “intercept” and “pass” we 

get:
NVNPN 48 'NNP':'intercept':'pass':'by':'NNP' 

NVNPN 26 'NNP':'intercept':'pass':'at':'NNP' 

NVNPN 12 'NNP':'intercept':'pass':'from':'NNP' 

We could also query the BKB with the classes 

we already found for “Eric_Davis” (cornerback, 

player, person): 
NVNPN 11 'person':'intercept':'pass':'by':'NNP' 

NVNPN 4 'person':'intercept':'pass':'at':'NNP' 

NVNPN 2 'person':'intercept':'pass':'in':'NNP' 
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NVNPN 2 'person':'intercept':'pass':'against':'NNP' 

NVNPN 1 'cornerback':'intercept':'pass':'by':'NNP' 

All these queries accumulate evidence over a cor-

rect preposition “by” (“pass:by:Steve_Walsh”). 

However, an explicit entity classification would 

make the procedure more robust. 

Finding the verbs 

Now the exercise is to find a verb able to give 

meaning to the syntactic dependencies such as 

“Steve_Walsh:nn:pass”, “touchdown:nn:pass“, 

“Young:nn:pass” or “pass:to:Brent_Jones”.

We can ask the BKB what instances (NNP) do 

with passes. The most frequent propositions are: 
NVN 2241 'NNP':'catch':'pass' 

NVN 2106 'NNP':'throw':'pass' 

NVN 844 'NNP':'complete':'pass' 

NVN 434 'NNP':'intercept':'pass' 

NVNPN 758 'NNP':'throw':'pass':'to':'NNP' 

NVNPN 562 'NNP':'catch':'pass':'for':'yard' 

NVNPN 338 'NNP':'complete':'pass':'to':'NNP' 

NVNPN 255 'NNP':'catch':'pass':'from':'NNP' 

Considering the evidence of “Brent_Jones” be-

ing instance of “end” (tight end), if we ask the 

BKB about the most frequent relations between 

“end” and “pass” we find: 
NVN 28 'end':'catch':'pass' 

NVN 6 'end':'drop':'pass' 

So, in this case, the BKB suggests that the syn-

tactic dependency “pass:to:Brent_Jones” means 

“Brent_Jones is an end catching a pass”. Or in 

other words, that “Brent_Jones” has a role of 

“catch-ER” with respect to “pass”. 

If we want to accumulate more evidence on this 

we can consider NVNPN propositions including 

touchdown. We only find evidence for the most 

general classes (NNP and person): 
NVNPN 189 'NNP':'catch':'pass':'for':'touchdown' 

NVNPN 26 'NNP':'complete':'pass':'for':'touchdown' 

NVNPN 84 'person':'catch':'pass':'for':'touchdown' 

NVNPN 18 'person':'complete':'pass':'for':'touchdown' 

This means, that when we have “touchdown”, 

we don’t have counting for the second option 

“Brent_Jones:drop:pass”, while “catch” becomes 

stronger.

In the case of “Steve_Walsh:nn:pass” we hy-

pothesize that “Steve_Walsh” is a quarterback. 

Asking the BKB about the most plausible relation 

between a quarterback and a pass we find: Figure 2. Graphical representation of the enriched 

text.
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NVN 98 'quarterback':'throw':'pass' 

NVN 27 'quarterback':'complete':'pass' 

Again, if we take into account that it is a 

“touchdown:nn:pass”, then only the second op-

tion “Steve_Walsh:complete:pass” is consistent 

with the NVNPN propositions. 

So, in this case, the BKB suggests that the syn-

tactic dependency “Steve_Walsh:nn:pass” means 

“Steve_Walsh is a quarterback completing a pass”. 

Finally, with respect to “touchdown:nn:pass“, 

we can ask about the verbs that relate them: 
NVN 14 'pass':'set_up':'touchdown' 

NVN 6 'pass':'score':'touchdown' 

NVN 5 'pass':'produce':'touchdown' 

Figure 2 shows the graphical representation of 

the sentence after some enrichment. 

4.4 Expansion of relations 

Sometimes, the sentence shows a verb with several 

arguments. In our example, we have 

“Eric_David:intercept:pass:on:series”. In 

these cases, the relation can be expanded and be-

come a node. 

In our example, the new node is the eventuality 

of “intercept” (let’s say “intercept-ION”), 

“Eric_Davis” is the “intercept-ER” and “pass” is 

the “intercept-ED”. Then, we can attach the miss-

ing information to the new node (see Figure 3).  

Figure 3. Expansion of the "intercept" relation.  

In addition, we can proceed with the expansion 

of the context considering this new node. For ex-

ample, we are working with the hypothesis that 

“Steve_Walsh” is an instance of quarterback and 

thus, its most plausible relations with pass are 

“throw” and “complete”. However, now we can 

ask about the most frequent relation between 

“quarterback” and “interception”. The most fre-

quent is “quarterback:throw:interception”

supported 35 times in the collection. From this, 

two actions can be done: reinforce the hypothesis 

of “throw:pass” instead of “complete:pass”, and 

add the hypothesis that 

“Steve_Walsh:throw:interception”.

Finally, notice that since “set_up” doesn’t need 

to accommodate more arguments, we can maintain 

the collapsed edge. 

4.5 Constraining the interpretations 

Some of the inferences being performed are local 

in the sense that they involve only an entity and a 

relation. However, these local inferences must be 

coherent both with the sentence and the complete 

document. 

To ensure this coherence we can use additional 

information as a way to constrain different hy-

potheses. In section 4.3 we showed the use of 

NVNPN propositions to constrain NVN ones. 

 Another example is the case of 

“Eric_Davis:intercept:pass”. We can ask the 

BKB for the entity classes that participate in such 

kind of proposition: 

NVN 75 'person':'intercept':'pass' 

NVN 14 'cornerback':'intercept':'pass' 

NVN 11 'defense':'intercept':'pass' 

NVN 8 'safety':'intercept':'pass' 

NVN 7 'group':'intercept':'pass' 

NVN 5 'linebacker':'intercept':'pass' 

So the local inference for the kind of entity 

“Eric_Davis” is (cornerback) must be coherent 

with the fact that it intercepted a pass. In this case 

“cornerback” and “person” are properly reinforced. 

In some sense, we are using these additional con-

strains as shallow selectional preferences. 

5 Evaluation

The evaluation of the enrichment process is a chal-

lenge by itself. Eventually, we will use extrinsic 

measures such as system performance on a QA 

task, applied first after reading a text, and then a 

second time after the enrichment process. This will 

measure the ability of the system to absorb and use 

knowledge across texts to enrich the interpretation 

of the target text.  In the near term, however, it re-

mains unclear which intrinsic evaluation measures 

to apply.  It is not informative simply to count the 

number of additional relations one can attach to 

representation elements, or to count the increase in 

degree of interlinking of the nodes in the represen-

tation of a paragraph.   
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6 Related Work 

To build the knowledge base we take an approach 

closely related to DART (Clark and Harrison, 

2009) which in turn is related to KNEXT (Van 

Durme and Schubert, 2008). It is also more dis-

tantly related to TextRunner (Banko et al. 2007). 

Like DART, we make use of a dependency 

parser instead of partial parsing. So we capture 

phrase heads instead complete phrases. The main 

differences between the generation of our BKB 

and the generation of DART are: 

1. We use the dependencies involving copula-

tive verbs as a source of evidence for “is” 

and “has-instance” relations. 

2. Instead of replacing proper nouns by “per-

son”, “place”, or “organization”, we con-

sider all of them just as instances in our 

BKB. Furthermore, when a proposition con-

tains a proper noun, we count it twice: one 

as the original proposition instance, and a 

second replacing the proper nouns with a 

generic tag indicating that there was a name. 

3. We make use of the modifiers that involve 

an instance (proper noun) to add counting to 

the “has-instance” relation. 

4. Instead of replacing pronouns by “person” 

or “thing”, we replace them by “person”, 

“group” or “thing”, taking advantage of the 

preposition number. This is particular useful 

for the domain of football where players and 

teams are central. 

5. We add a new set of propositions that relate 

two clauses in the same sentence (e.g., 

Floyd:break:takle:add:touchdown). We 

tagged these propositions NVV, NVNV, 

NVVN and NVNVN. 

6. Instead of an unrestricted domain collection, 

we consider documents closely related to the 

domain in which we want to interpret texts. 

The consideration of a specific domain collec-

tion seems a very powerful option. Ambiguity is 

reduced inside a domain so the counting for propo-

sitions is more robust. Also frequency distribution 

of propositions is different from one domain into 

another. For example, the list of the most frequent 

NVN propositions in our BKB (see Section 3.1) is, 

by itself, an indication of the most salient and im-

portant events in the American football domain. 

7 Conclusion and Future Work

The task of inferring omitted but necessary infor-

mation is a significant part of automated text inter-

pretation. In this paper we show that even simple 

kinds of information, gleaned relatively straight-

forwardly from a parsed corpus, can be quite use-

ful.  Though they are still lexical and not even 

starting to be semantic, propositions consisting of 

verbs as relations between nouns seem to provide a 

surprising amount of utility.  It remains a research 

problem to determine what kinds and levels of 

knowledge are most useful in the long run.   

In the paper, we discuss only the propositions 

that are grounded in instantial statements about 

players and events.  But for true learning by read-

ing, a system has to be able to recognize when the 

input expresses general rules, and to formulate 

such input as axioms or inferences.  In addition, 

augmenting that is the significant challenge of 

generalizing certain kinds of instantial propositions 

to produce inferences.  At which point, for exam-

ple, should the system decide that “all football 

players have teams”, and how should it do so? 

How to do so remains a topic for future work.   

A further topic of investigation is the time at 

which expansion should occur.  Doing so at ques-

tion time, in the manner of traditional task-oriented 

back-chaining inference, is the obvious choice, but 

some limited amount of forward chaining at read-

ing time seems appropriate too, especially if it can 

significantly assist with text processing tasks, in 

the manner of expectation-driven understanding.    

Finally, as discussed above, the evaluation of 

our reading augmentation procedures remains to be 

developed.
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Abstract

We present a technique for reading sentences

and producing sets of hypothetical relations

that the sentence may be expressing. The

technique uses large amounts of instance-level

background knowledge about the relations in

order to gather statistics on the various ways

the relation may be expressed in language, and

was inspired by the observation that half of the

linguistic forms used to express relations oc-

cur very infrequently and are simply not con-

sidered by systems that use too few seed ex-

amples. Some very early experiments are pre-

sented that show promising results.

1 Introduction

We are building a system that learns to read in a new

domain by applying a novel combination of natural

language processing, machine learning, knowledge

representation and reasoning, information retrieval,

data mining, etc. techniques in an integrated way.

Central to our approach is the view that all parts of

the system should be able to interact during any level

of processing, rather than a pipeline view in which

certain parts of the system only take as input the re-

sults of other parts, and thus cannot influence those

results. In this paper we discuss a particular case

of that idea, using large knowledge bases hand in

hand with natural language processing to improve

the quality of relation detection. Ultimately we de-

fine reading as representing natural language text in

∗ Research supported in part by DARPA MRP Grant

FA8750-09-C0172

a way that integrates background knowledge and in-

ference, and thus are doing the relation detection

to better integrate text with pre-existing knowledge,

however that should not (and does not) prevent us

from using what knowledge we have to influence

that integration along the way.

2 Background

The most obvious points of interaction between NLP

and KR systems are named entity tagging and other

forms of type instance extraction. The second ma-

jor point of interaction is relation extraction, and

while there are many kinds of relations that may

be detected (e.g. syntactic relations such as modi-

fiers and verb subject/object, equivalence relations

like coreference or nicknames, event frame relations

such as participants, etc.), the kind of relations that

reading systems need to extract to support domain-

specific reasoning tasks are relations that are known

to be expressed in supporting knowledge-bases. We

call these relations semantic relations in this paper.

Compared to entity and type detection, extraction

of semantic relations is significantly harder. In our

work on bridging the NLP-KR gap, we have ob-

served several aspects of what makes this task dif-

ficult, which we discuss below.

2.1 Keep reading

Humans do not read and understand text by first rec-

ognizing named entities, giving them types, and then

finding a small fixed set of relations between them.

Rather, humans start with the first sentence and build

up a representation of what they read that expands

and is refined during reading. Furthermore, humans
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do not “populate databases” by reading; knowledge

is not only a product of reading, it is an integral part

of it. We require knowledge during reading in order

to understand what we read.

One of the central tenets of our machine reading

system is the notion that reading is not performed on

sentences in isolation. Often, problems in NLP can

be resolved by simply waiting for the next sentence,

or remembering the results from the previous, and

incorporating background or domain specific knowl-

edge. This includes parse ambiguity, coreference,

typing of named entities, etc. We call this the Keep

Reading principle.

Keep reading applies to relation extraction as

well. Most relation extraction systems are imple-

mented such that a single interpretation is forced

on a sentence, based only on features of the sen-

tence itself. In fact, this has been a shortcoming

of many NLP systems in the past. However, when

you apply the Keep Reading principle, multiple hy-

potheses from different parts of the NLP pipeline are

maintained, and decisions are deferred until there is

enough evidence to make a high confidence choice

between competing hypotheses. Knowledge, such

as those entities already known to participate in a

relation and how that relation was expressed, can

and should be part of that evidence. We will present

many examples of the principle in subsequent sec-

tions.

2.2 Expressing relations in language

Due to the flexibility and expressive power of nat-

ural language, a specific type of semantic relation

can usually be expressed in language in a myriad

of ways. In addition, semantic relations are of-

ten implied by the expression of other relations.

For example, all of the following sentences more

or less express the same relation between an actor

and a movie: (1) “Elijah wood starred in Lord of

the Rings: The Fellowship of the Ring”, (2) “Lord

of the Rings: The Fellowship of the Ring’s Elijah

Wood, ...”, and(3) “Elijah Wood’s coming of age

was clearly his portrayal of the dedicated and noble

hobbit that led the eponymous fellowship from the

first episode of the Lord of the Rings trilogy.” No

human reader would have any trouble recognizing

the relation, but clearly this variability of expression

presents a major problem for machine reading sys-

tems.

To get an empirical sense of the variability of nat-

ural language used to express a relation, we stud-

ied a few semantic relations and found sentences

that expressed that relation, extracted simple pat-

terns to account for how the relation is expressed

between two arguments, mainly by removing the re-

lation arguments (e.g. “Elijah Wood” and “Lord of

the Rings: The Fellowship of the Ring” above) and

replacing them with variables. We then counted the

number of times each pattern was used to express

the relation, producing a recognizable very long tail

shown in Figure 1 for the top 50 patterns expressing

the acted-in-movie relation in 17k sentences. More

sophisticated pattern generalization (as discussed in

later sections) would significantly fatten the head,

bringing it closer to the traditional 50% of the area

under the curve, but no amount of generalization

will eliminate the tail. The patterns become increas-

ingly esoteric, such as “The movie Death Becomes

Her features a brief sequence in which Bruce Willis

and Goldie Hawn’s characters plan Meryl Streep’s

character’s death by sending her car off of a cliff

on Mulholland Drive,” or “The best known Hawk-

sian woman is probably Lauren Bacall, who iconi-

cally played the type opposite Humphrey Bogart in

To Have and Have Not and The Big Sleep.”

2.3 What relations matter

We do not consider relation extraction to be an end

in and of itself, but rather as a component in larger

systems that perform some task requiring interoper-

ation between language- and knowledge-based com-

ponents. Such larger tasks can include question

answering, medical diagnosis, intelligence analysis,

museum curation, etc. These tasks have evaluation

criteria that go beyond measuring relation extraction

results. The first step in applying relation detection

to these larger tasks is analysis to determine what

relations matter for the task and domain.

There are a number of manual and semi-automatic

ways to perform such analysis. Repeating the

theme of this paper, which is to use pre-existing

knowledge-bases as resources, we performed this

analysis using freebase and a set of 20k question-

answer pairs representing our task domain. For each

question, we formed tuples of each entity name in

the question (QNE) with the answer, and found all
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Figure 1: Pattern frequency for acted-in-movie relation for 17k sentences.
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Figure 2: Relative frequency for top 50 relations in 20K question-answer pairs.

the relations in the KB connecting the entities. We

kept a count for each relation of how often it con-

nected a QNE to an answer. Of course we don’t ac-

tually know for sure that the relation is the one being

asked, but the intuition is that if the amount of data

is big enough, you will have at least a ranked list of

which relations are the most frequent.

Figure 2 shows the ranking for the top 50 rela-

tions. Note that, even when restricted to the top 50

relations, the graph has no head, it is basically all

tail; The top 50 relations cover about 15% of the do-

main. In smaller, manual attempts to determine the

most frequent relations in our domain, we had a sim-

ilar result. What this means is that supporting even

the top 50 relations with perfect recall covers about

15% of the questions. It is possible, of course, to

narrow the domain and restrict the relations that can

be queried–this is what database systems do. For

reading, however, the results are the same. A read-

ing system requires the ability to recognize hundreds

of relations to have any significant impact on under-

standing.

2.4 Multi-relation learning on many seeds

The results shown in Figure 1 and Figure 2 con-

firmed much of the analysis and experiences we’d

had in the past trying to apply relation extraction in

the traditional way to natural language problems like
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question answering, building concept graphs from

intelligence reports, semantic search, etc. Either by

training machine learning algorithms on manually

annotated data or by manually crafting finite-state

transducers, relation detection is faced by this two-

fold problem: the per-relation extraction hits a wall

around 50% recall, and each relation itself occurs

infrequently in the data.

This apparent futility of relation extraction led us

to rethink our approach. First of all, the very long

tail for relation patterns led us to consider how to

pick up the tail. We concluded that to do so would

require many more examples of the relation, but

where can we get them? In the world of linked-data,

huge instance-centered knowledge-bases are rapidly

growing and spreading on the semantic web1. Re-

sources like DBPedia, Freebase, IMDB, Geonames,

the Gene Ontology, etc., are making available RDF-

based data about a number of domains. These

sources of structured knowledge can provide a large

number of seed tuples for many different relations.

This is discussed further below.

Furthermore, the all-tail nature of relation cover-

age led us to consider performing relation extraction

on multiple relations at once. Some promising re-

sults on multi-relation learning have already been re-

ported in (Carlson et al., 2009), and the data sources

mentioned above give us many more than just the

handful of seed instances used in those experiments.

The idea of learning multiple relations at once also

fits with our keep reading principle - multiple rela-

tion hypotheses may be annotated between the same

arguments, with further evidence helping to disam-

biguate them.

3 Approach

One common approach to relation extraction is to

start with seed tuples and find sentences that con-

tain mentions of both elements of the tuple. From

each such sentence a pattern is generated using at

minimum universal generalization (replace the tuple

elements with variables), though adding any form of

generalization here can significantly improve recall.

Finally, evaluate the patterns by applying them to

text and evaluating the precision and recall of the tu-

ples extracted by the patterns. Our approach, called

1http://linkeddata.org/

Large Scale Relation Detection (LSRD), differs in

three important ways:

1. We start with a knowledge-base containing a

large number (thousands to millions) of tuples

encoding relation instances of various types.

Our hypothesis is that only a large number of

examples can possibly account for the long tail.

2. We do not learn one relation at a time, but

rather, associate a pattern with a set of relations

whose tuples appear in that pattern. Thus, when

a pattern is matched to a sentence during read-

ing, each relation in its set of associated rela-

tions is posited as a hypothetical interpretation

of the sentence, to be supported or refuted by

further reading.

3. We use the knowledge-base as an oracle to de-

termine negative examples of a relation. As

a result the technique is semi-supervised; it

requires no human intervention but does re-

quire reliable knowledge-bases as input–these

knowledge-bases are readily available today.

Many relation extraction techniques depend on a

prior step of named entity recognition (NER) and

typing, in order to identify potential arguments.

However, this limits recall to the recall of the NER

step. In our approach patterns can match on any

noun phrase, and typing of these NPs is simply an-

other form of evidence.

All this means our approach is not relation extrac-

tion per se, it typically does not make conclusions

about a relation in a sentence, but extracts hypothe-

ses to be resolved by other parts of our reading sys-

tem.

In the following sections, we elaborate on the

technique and some details of the current implemen-

tation.

3.1 Basic pipeline

The two principle inputs are a corpus and a

knowledge-base (KB). For the experiments below,

we used the English Gigaword corpus2 extended

with Wikipedia and other news sources, and IMDB,

DBPedia, and Freebase KBs, as shown. The intent is

2http://www.ldc.upenn.edu/Catalog/

CatalogEntry.jsp?catalogId=LDC2003T05
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to run against a web-scale corpus and larger linked-

data sets.

Input documents are sentence delimited, tok-

enized and parsed. The technique can benefit dra-

matically from coreference resolution, however in

the experiments shown, this was not present. For

each pair of proper names in a sentence, the names

are looked up in the KB, and if they are related,

a pattern is extracted from the sentence. At min-

imum, pattern extraction should replace the names

with variables. Depending on how patterns are ex-

tracted, one pattern may be extracted per sentence,

or one pattern may be extracted per pair of proper

names in the sentence. Each pattern is associated

with all the relations known in the KB between the

two proper names. If the pattern has been extracted

before, the two are merged by incrementing the as-

sociated relation counts. This phase, called pattern

induction, is repeated for the entire corpus, resulting

in a large set of patterns, each pattern associated with

relations. For each ¡pattern, relation¿ pair, there is a

count of the number of times that pattern appeared

in the corpus with names that are in the relation ac-

cording to the KB.

The pattern induction phase results in positive

counts, i.e. the number of times a pattern appeared

in the corpus with named entities known to be re-

lated in the KB. However, the induction phase does

not exhaustively count the number of times each pat-

tern appears in the corpus, as a pattern may appear

with entities that are not known in the KB, or are not

known to be related. The second phase, called pat-

tern training, goes through the entire corpus again,

trying to match induced patterns to sentences, bind-

ing any noun phrase to the pattern variables. Some

attempt is made to resolve the noun phrase to some-

thing (most obviously, a name) that can be looked

up in the KB, and for each relation associated with

the pattern, if the two names are not in the relation

according to the KB, the negative count for that re-

lation in the matched pattern is incremented. The

result of the pattern training phase is an updated set

of ¡pattern, relation¿ pairs with negative counts.

The following example illustrates the basic pro-

cessing. During induction, this sentence is encoun-

tered:

Tom Cruise and co-star Nicole Kidman

appeared together at the premier.

The proper names “Tom Cruise” and “Nicole Kid-

man” are recognized and looked up in the KB. We

find instances in the KB with those names, and the

following relations: coStar(Tom Cruise,

Nicole Kidman); marriedTo(Tom

Cruise, Nicole Kidman). We extract a

pattern p1: ?x and co-star ?y appeared

together at the premier in which all the

names have been replace by variables, and the

associations <p1, costar, 1, 0> and <p1,

marriedTo, 1, 0> with positive counts and

zero negative counts. Over the entire corpus, we’d

expect the pattern to appear a few times and end

up with final positive counts like <p1, coStar,

14, 0> and <p1, marriedTo, 2, 0>, in-

dicating the pattern p1 appeared 14 times in the

corpus between names known to participate in the

coStar relation, and twice between names known

to participate in the marriedTo relation. During

training, the following sentence is encountered that

matches p1:

Tom Hanks and co-star Daryl Hannah ap-

peared together at the premier.

The names “Tom Hanks” and “Daryl Hannah”

are looked up in the KB and in this case only

the relation coStar is found between them, so the

marriedTo association is updated with a negative

count: <p1, marriedTo, 2, -1>. Over the

entire corpus, we’d expect the counts to be some-

thing like <p1, costar, 14, -6> and <p1,

marriedTo, 2, -18>.

This is a very simple example and it is difficult to

see the value of the pattern training phase, as it may

appear the negative counts could be collected during

the induction phase. There are several reasons why

this is not so. First of all, since the first phase only

induces patterns between proper names that appear

and are related within the KB, a sentence in the cor-

pus matching the pattern would be missed if it did

not meet that criteria but was encountered before the

pattern was induced. Secondly, for reasons that are

beyond the scope of this paper, having to do with

our Keep Reading principle, the second phase does

slightly more general matching: note that it matches

noun phrases instead of proper nouns.
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3.2 Candidate-instance matching

An obvious part of the process in both phases is

taking strings from text and matching them against

names or labels in the KB. We refer to the strings in

the sentences as candidate arguments or simply can-

didates, and refer to instances in the KB as entities

with associated attributes. For simplicity of discus-

sion we will assume all KBs are in RDF, and thus

all KB instances are nodes in a graph with unique

identifiers (URIs) and arcs connecting them to other

instances or primitive values (strings, numbers, etc.).

A set of specially designated arcs, called labels, con-

nect instances to strings that are understood to name

the instances. The reverse lookup of entity identi-

fiers via names referred to in the previous section

requires searching for the labels that match a string

found in a sentence and returning the instance iden-

tifier.

This step is so obvious it belies the difficultly of

the matching process and is often overlooked, how-

ever in our experiments we have found candidate-

instance matching to be a significant source of error.

Problems include having many instances with the

same or lexically similar names, slight variations in

spelling especially with non-English names, inflex-

ibility or inefficiency in string matching in KB im-

plementations, etc. In some of our sources, names

are also encoded as URLs. In the case of movie

and book titles-two of the domains we experimented

with-the titles seem almost as if they were designed

specifically to befuddle attempts to automatically

recognize them. Just about every English word is a

book or movie title, including “It”, “Them”, “And”,

etc., many years are titles, and just about every num-

ber under 1000. Longer titles are difficult as well,

since simple lexical variations can prevent matching

from succeeding, e.g. the Shakespeare play, A Mid-

summer Night’s Dream appears often as Midsummer

Night’s Dream, A Midsummer Night Dream, and oc-

casionally, in context, just Dream. When titles are

not distinguished or delimited somehow, they can

confuse parsing which may fail to recognize them as

noun phrases. We eventually had to build dictionar-

ies of multi-word titles to help parsing, but of course

that was imperfect as well.

The problems go beyond the analogous ones in

coreference resolution as the sources and technology

themselves are different. The problems are severe

enough that the candidate-instance matching prob-

lem contributes the most, of all components in this

pipeline, to precision and recall failures. We have

observed recall drops of as much as 15% and preci-

sion drops of 10% due to candidate-instance match-

ing.

This problem has been studied somewhat in the

literature, especially in the area of database record

matching and coreference resolution (Michelson and

Knoblock, 2007), but the experiments presented be-

low use rudimentary solutions and would benefit

significantly from improvements; it is important to

acknowledge that the problem exists and is not as

trivial as it appears at first glance.

3.3 Pattern representation

The basic approach accommodates any pattern rep-

resentation, and in fact we can accommodate non

pattern-based learning approaches, such as CRFs, as

the primary hypothesis is principally concerned with

the number of seed examples (scaling up initial set

of examples is important). Thus far we have only

experimented with two pattern representations: sim-

ple lexical patterns in which the known arguments

are replaced in the sentence by variables (as shown

in the example above), and patterns based on the

spanning tree between the two arguments in a de-

pendency parse, again with the known arguments re-

placed by variables. In our initial design we down-

played the importance of the pattern representation

and especially generalization, with the belief that

very large scale would remove the need to general-

ize. However, our initial experiments suggest that

good pattern generalization would have a signifi-

cant impact on recall, without negative impact on

precision, which agrees with findings in the litera-

ture (Pantel and Pennacchiotti, 2006). Thus, these

early results only employ rudimentary pattern gen-

eralization techniques, though this is an area we in-

tend to improve. We discuss some more details of

the lack of generalization below.

4 Experiment

In this section we present a set of very early proof of

concept experiments performed using drastic simpli-

fications of the LSRD design. We began, in fact, by
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Relation Prec Rec F1 Tuples Seeds

imdb:actedIn 46.3 45.8 0.46 9M 30K

frb:authorOf 23.4 27.5 0.25 2M 2M

imdb:directorOf 22.8 22.4 0.22 700K 700K

frb:parentOf 68.2 8.6 0.16 10K 10K

Table 1: Precision and recall vs. number of tuples used

for 4 freebase relations.

using single-relation experiments, despite the cen-

trality of multiple hypotheses to our reading system,

in order to facilitate evaluation and understanding of

the technique. Our main focus was to gather data

to support (or refute) the hypothesis that more re-

lation examples would matter during pattern induc-

tion, and that using the KB as an oracle for training

would work. Clearly, no KB is complete to begin

with, and candidate-instance matching errors drop

apparent coverage further, so we intended to explore

the degree to which the KB’s coverage of the relation

impacted performance. To accomplish this, we ex-

amined four relations with different coverage char-

acteristics in the KB.

4.1 Setup and results

The first relation we tried was the acted-in-show

relation from IMDB; for convenience we refer to

it as imdb:actedIn. An IMDB show is a movie,

TV episode, or series. This relation has over 9M

<actor, show> tuples, and its coverage was

complete as far as we were able to determine. How-

ever, the version we used did not have a lot of name

variations for actors. The second relation was the

author-of relation from Freebase (frb:authorOf ),

with roughly 2M <author, written-work>

tuples. The third relation was the director-of-

movie relation from IMDB (imdb:directorOf ), with

700k <director,movie> tuples. The fourth

relation was the parent-of relation from Free-

base (frb:parentOf ), with roughly 10K <parent,

child> tuples (mostly biblical and entertainment).

Results are shown in Table 1.

The imdb:actedIn experiment was performed on

the first version of the system that ran on 1 CPU and,

due to resource constraints, was not able to use more

than 30K seed tuples for the rule induction phase.

However, the full KB (9M relation instances) was

available for the training phase. With some man-

ual effort, we selected tuples (actor-movie pairs) of

popular actors and movies that we expected to ap-

pear most frequently in the corpus. In the other ex-

periments, the full tuple set was available for both

phases, but 2M tuples was the limit for the size of

the KB in the implementation. With these promising

preliminary results, we expect a full implementation

to accommodate up to 1B tuples or more.

The evaluation was performed in decreasing de-

grees of rigor. The imdb:actedIn experiment was run

against 20K sentences with roughly 1000 actor in

movie relations and checked by hand. For the other

three, the same sentences were used, but the ground

truth was generated in a semi-automatic way by re-

using the LSRD assumption that a sentence con-

taining tuples in the relation expresses the relation,

and then spot-checked manually. Thus the evalua-

tion for these three experiments favors the LSRD ap-

proach, though spot checking revealed it is the pre-

cision and not the recall that benefits most from this,

and all the recall problems in the ground truth (i.e.

sentences that did express the relation but were not

in the ground truth) were due to candidate-instance

matching problems. An additional idiosyncrasy in

the evaluation is that the sentences in the ground

truth were actually questions, in which one of the

arguments to the relation was the answer. Since

the patterns were induced and trained on statements,

there is a mismatch in style which also significantly

impacts recall. Thus the precision and recall num-

bers should not be taken as general performance, but

are useful only relative to each other.

4.2 Discussion

The results are promising, and we are continuing the

work with a scalable implementation. Overall, the

results seem to show a clear correlation between the

number of seed tuples and relation extraction recall.

However, the results do not as clearly support the

many examples hypothesis as it may seem. When

an actor and a film that actor starred in are men-

tioned in a sentence, it is very often the case that the

sentence expresses that relation. However, this was

less likely in the case of the parent-of relation, and

as we considered other relations, we found a wide

degree of variation. The borders relation between

two countries, for example, is on the other extreme

from actor-in-movie. Bordering nations often wage
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war, trade, suspend relations, deport refugees, sup-

port, oppose, etc. each other, so finding the two na-

tions in a sentence together is not highly indicative

of one relation or another. The director-of-movie re-

lation was closer to acted-in-movie in this regard,

and author-of a bit below that. The obvious next step

to gather more data on the many examples hypoth-

esis is to run the experiments with one relation, in-

creasing the number of tuples with each experiment

and observing the change in precision and recall.

The recall results do not seem particularly strik-

ing, though these experiments do not include pat-

tern generalization (other than what a dependency

parse provides) or coreference, use a small corpus,

and poor candidate-instance matching. Further, as

noted above there were other idiosyncrasies in the

evaluation that make them only useful for relative

comparison, not as general results.

Many of the patterns induced, especially for

the acted-in-movie relation, were highly lexical,

using e.g. parenthesis or other punctuation to

signal the relation. For example, a common

pattern was actor-name (movie-name), or

movie-name: actor-name, e.g. “Leonardo

DiCaprio (Titanic) was considering accepting the

role as Anakin Skywalker,” or “Titanic: Leonardo

DiCaprio and Kate Blanchett steam up the silver

screen against the backdrop of the infamous disas-

ter.” Clearly patterns like this rely heavily on the

context and typing to work. In general the pattern

?x (?y) is not reliable for the actor-in-movie re-

lation unless you know ?x is an actor and ?y is a

movie. However, some patterns, like ?x appears

in the screen epic ?y is highly indicative

of the relation without the types at all - in fact it is

so high precision it could be used to infer the types

of ?x and ?y if they were not known. This seems

to fit extremely well in our larger reading system,

in which the pattern itself provides one form of evi-

dence to be combined with others, but was not a part

of our evaluation.

One of the most important things to general-

ize in the patterns we observed was dates. If

patterns like, actor-name appears in the

1994 screen epic movie-name could have

been generalized to actor-name appears in

the date screen epic movie-name, re-

call would have been boosted significantly. As it

stood in these experiments, everything but the argu-

ments had to match. Similarly, many relations often

appear in lists, and our patterns were not able to gen-

eralize that away. For example the sentence, “Mark

Hamill appeared in Star Wars, Star Wars: The Em-

pire Strikes Back, and Star Wars: The Return of the

Jedi,” causes three patterns to be induced; in each,

one of the movies is replaced by a variable in the

pattern and the other two are required to be present.

Then of course all this needs to be combined, so that

the sentence, “Indiana Jones and the Last Crusade is

a 1989 adventure film directed by Steven Spielberg

and starring Harrison Ford, Sean Connery, Denholm

Elliott and Julian Glover,” would generate a pattern

that would get the right arguments out of “Titanic

is a 1997 epic film directed by James Cameron and

starring Leonardo DiCaprio, Kate Winslett, Kathy

Bates and Bill Paxon.” At the moment the former

sentence generates four patterns that require the di-

rector and dates to be exactly the same.

Some articles in the corpus were biographies

which were rich with relation content but also with

pervasive anaphora, name abbreviations, and other

coreference manifestations that severely hampered

induction and evaluation.

5 Related work

Early work in semi-supervised learning techniques

such as co-training and multi-view learning (Blum

and Mitchell, 1998) laid much of the ground work

for subsequent experiments in bootstrapped learn-

ing for various NLP tasks, including named entity

detection (Craven et al., 2000; Etzioni et al., 2005)

and document classification (Nigam et al., 2006).

This work’s pattern induction technique also repre-

sents a semi-supervised approach, here applied to

relation learning, and at face value is similar in mo-

tivation to many of the other reported experiments

in large scale relation learning (Banko and Etzioni,

2008; Yates and Etzioni, 2009; Carlson et al., 2009;

Carlson et al., 2010). However, previous techniques

generally rely on a small set of example relation in-

stances and/or patterns, whereas here we explicitly

require a larger source of relation instances for pat-

tern induction and training. This allows us to better

evaluate the precision of all learned patterns across

multiple relation types, as well as improve coverage
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of the pattern space for any given relation.

Another fundamental aspect of our approach lies

in the fact that we attempt to learn many relations

simultaneously. Previously, (Whitelaw et al., 2008)

found that such a joint learning approach was use-

ful for large-scale named entity detection, and we

expect to see this result carry over to the relation ex-

traction task. (Carlson et al., 2010) also describes

relation learning in a multi-task learning framework,

and attempts to optimize various constraints posited

across all relation classes.

Examples of the use of negative evidence

for learning the strength of associations between

learned patterns and relation classes as proposed

here has not been reported in prior work to our

knowledge. A number of multi-class learning tech-

niques require negative examples in order to prop-

erly learn discriminative features of positive class

instances. To address this requirement, a number of

approaches have been suggested in the literature for

selection or generation of negative class instances.

For example, sampling from the positive instances

of other classes, randomly perturbing known pos-

itive instances, or breaking known semantic con-

straints of the positive class (e.g. positing multiple

state capitols for the same state). With this work,

we treat our existing RDF store as an oracle, and as-

sume it is sufficiently comprehensive that it allows

estimation of negative evidence for all target relation

classes simultaneously.

The first (induction) phase of LSRD is very simi-

lar to PORE (Wang et al., 2007) (Dolby et al., 2009;

Gabrilovich and Markovitch, 2007) and (Nguyen

et al., 2007), in which positive examples were ex-

tracted from Wikipedia infoboxes. These also bear

striking similarity to (Agichtein and Gravano, 2000),

and all suffer from a significantly smaller number of

seed examples. Indeed, its not using a database of

specific tuples that distinguishes LSRD, but that it

uses so many; the scale of the induction in LSRD

is designed to capture far less frequent patterns by

using significantly more seeds

In (Ramakrishnan et al., 2006) the same intu-

ition is captured that knowledge of the structure of

a database should be employed when trying to inter-

pret text, though again the three basic hypotheses of

LSRD are not supported.

In (Huang et al., 2004), a similar phenomenon to

what we observed with the acted-in-movie relation

was reported in which the chances of a protein in-

teraction relation being expressed in a sentence are

already quite high if two proteins are mentioned in

that sentence.

6 Conclusion

We have presented an approach for Large Scale Re-

lation Detection (LSRD) that is intended to be used

within a machine reading system as a source of hy-

pothetical interpretations of input sentences in natu-

ral language. The interpretations produced are se-

mantic relations between named arguments in the

sentences, and they are produced by using a large

knowledge source to generate many possible pat-

terns for expressing the relations known by that

source.

We have specifically targeted the technique at the

problem that the frequency of patterns occurring in

text that express a particular relation has a very long

tail (see Figure 1), and without enough seed exam-

ples the extremely infrequent expressions of the re-

lation will never be found and learned. Further, we

do not commit to any learning strategy at this stage

of processing, rather we simply produce counts, for

each relation, of how often a particular pattern pro-

duces tuples that are in that relation, and how of-

ten it doesn’t. These counts are simply used as ev-

idence for different possible interpretations, which

can be supported or refuted by other components in

the reading system, such as type detection.

We presented some very early results which while

promising are not conclusive. There were many

idiosyncrasies in the evaluation that made the re-

sults meaningful only with respect to other experi-

ments that were evaluated the same way. In addi-

tion, the evaluation was done at a component level,

as if the technique were a traditional relation extrac-

tion component, which ignores one of its primary

differentiators–that it produces sets of hypothetical

interpretations. Instead, the evaluation was done

only on the top hypothesis independent of other evi-

dence.

Despite these problems, the intuitions behind

LSRD still seem to us valid, and we are investing in a

truly large scale implementation that will overcome

the problems discussed here and can provide more
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valid evidence to support or refute the hypotheses

LSRD is based on:

1. A large number of examples can account for the

long tail in relation expression;

2. Producing sets of hypothetical interpretations

of the sentence, to be supported or refuted by

further reading, works better than producing

one;

3. Using existing, large, linked-data knowledge-

bases as oracles can be effective in relation de-

tection.
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Abstract

This paper presents preliminary work to ex-

tract script-like structures, called events and

event sets, from collections of web docu-

ments. Our approach, contrary to existing

methods, is topic-driven in the sense that event

sets are extracted for a specified topic. We

introduce an iterative system architecture and

present methods to reduce noise problems

with web corpora. Preliminary results show

that LSA-based event relatedness yields bet-

ter event sets from web corpora than previous

methods.

1 Introduction

In this paper, we present a preliminary system to ex-

tract script-like structures in a goal-directed fashion

from the web. For language processing purposes,

humans appear to have knowledge of many stylized

situations, such as what typically happens when go-

ing to a restaurant or riding a bus. This knowledge

is shared among a large part of the population and

lets us predict the next step in a sequence in a fa-

miliar situation, allows us to act appropriately, and

enables us to omit details when communicating with

others while ensuring common ground is maintained

between communication partners. It seems we have

such knowledge for a vast variety of situations and

scenarios, and thus natural language processing sys-

tems need access to equivalent information if they

are to understand, converse, or reason about these

situations.

These knowledge structures, comparable to

scripts (Schank and Abelson, 1977) or narrative

chains (Chambers and Jurafsky, 2008), describe typ-

ical sequences of events in a particular context.

Given the number of potential scripts, their develop-

ment by hand becomes a resource intensive process.

In the past, some work has been devoted to automat-

ically construct script-like structures from compiled

corpora (Fujiki et al., 2003) (Chambers and Juraf-

sky, 2008). Such approaches, however, only produce

scripts that are directly related to the topics repre-

sented in such corpora. Therefore, newspaper cor-

pora (e.g., the Reuters Corpus) are likely to contain

scripts relating to government, crime and financials,

but neglect other subject areas. We present a system

that extracts scripts from the web and removes the

constraints of specialized corpora and domain lim-

itations. We hope our iterative technique will pro-

duce scripts for a vast variety of topics, and has the

potential to produce more complete scripts.

Another drawback of existing approaches lies

with their passive extraction mechanisms. A

user/system does not have the ability to obtain

scripts for a specific topic, but rather is bound to

obtain the most prevalent scripts for the underlying

corpus. Furthermore, scripts derived in this fashion

lack an absolute labeling or description of their top-

ics. This can be problematic when a user/system is

looking for specific scripts to apply to a given sce-

nario. In contrast, our system facilitates the search

for scripts given a topic. This goal oriented approach

is superior in that (1) scripts are labeled by a de-

scriptive topic and can be organized, accessed and

searched by topic, (2) scripts can be constructed by

topic and are not reliant on existing and potentially

limiting corpora and (3) script coarseness and de-
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tail can be be controlled through iterative script im-

provement and augmentation based on additional in-

formation retrieved from the web.

2 Related Work

Lin and Pantel describe an unsupervised algorithm

for discovering inference rules from text (DIRT)

(Lin and Pantel, 2001a) (Lin and Pantel, 2001b). In-

ference rules are derived from paths in dependency

trees. If two paths occur in similar contexts (i.e., the

words/fillers of their slots are distributionally simi-

lar) then the meaning of the paths is similar. Ver-

bOcean (Chklovski and Pantel, 2004) is a resource

of strongly associated verb pairs and their semantic

relationship. Verbs are considered strongly associ-

ated if DIRT deems dependency paths, which con-

tain the verbs, as being similar. A form of mutual

information between verb pairs and lexico-syntactic

patterns indicative of semantic relationship types is

used to categorize the verb pairs according to sim-

ilarity, strength, antonymy, happens-before and en-

ablement.

(Fujiki et al., 2003) describe a method to ex-

tract script knowledge from the first paragraph of

Japanese newspaper articles. The first paragraph of

such articles is assumed to narrate its contents in

temporal order. This circumvents the need to order

events as they can be extracted in presumed order.

Events are defined in terms of actions, where an ac-

tion consists of a tuple composed of a transitive verb

and its subject and object. The method’s goal is to

find sequences of pairs of actions by (1) using co-

occurrence of subjects and objects in neighboring

sentences, (2) locating sentences where two verbs

share the same subject and (3) identifying sentences

where two verbs share the same object. Once pairs

of events are extracted, their subject and objects are

generalized into semantic entities similar to seman-

tic roles.

(Chambers and Jurafsky, 2008) attempt to identify

narrative chains in newspaper corpora. They utilize

the notion of protagonist overlap or verbs sharing

co-referring arguments to establish semantic coher-

ence in a story. Co-referring arguments are taken

as indicators of a common discourse structure. This

assumption is used to find pairwise events in an un-

supervised fashion. Point wise mutual information

(PMI) is used to indicate the relatedness between

event pairs. A global narrative score, aiming to max-

imize the PMI of a set of events is utilized to gener-

ate a ranked list of events most likely to participate

in the narrative chain. Temporal order is established

by labeling events with temporal attributes and us-

ing those labels, along with other linguistic features,

to classify the relationship (before or other) between

two events.

For the purposes of our work, finding documents

related to a term and identifying similar terms is an

important step in the script creation process. (Deer-

wester et al., 1990) describe Latent Semantic Anal-

ysis/Indexing (LSA) as a technique superior to term

matching document retrieval. LSA aims to facili-

tate document retrieval based on the conceptual con-

tent of documents, thereby avoiding problems with

synonomy and polysemy of individual search terms

(or in documents). LSA employs singular-value-

decomposition (SVD) of a term-by-document ma-

trix to construct a “semantic space” in which related

documents and terms are clustered together.

3 Approach

In this work we aim to extract scripts from the

web. We define a script as a collection of typi-

cally related events that participate in temporal re-

lationships amongst each other. For example, e1

happens-before e2 denotes a relationship such

that event e1 occurs prior to event e2. An event is de-

fined as a tuple consisting of a verb, a grammatical

function and a set of arguments (i.e., words) which

act out the grammatical function in relation to the

verb. Figure 1 shows the structure of events.

e [verb, grammatical function, {set of arguments}]

Figure 1: The structure of an event. An event is a tuple

consisting of a verb, a grammatical function and a set of

arguments (i.e., instances of words filling the grammati-

cal function).

The set of arguments represents actual instances

found during the script extraction process. Figure 2

illustrates an incomplete script for the topic eating

at a restaurant.

3.1 The Task

We define the task of goal driven script extraction as:

(1) given a topic, compile a “relevant” corpus of doc-
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e1 [ enter, nsubj, {customer, John}) ]

e2 [ enter, dobj, {restaurant} ]

e3 [ order, nsubj, {customer} ]

e4 [ order, dobj, {food} ]

e5 [ eat, nsubj, {customer} ]

e6 [ eat, dobj, {food} ]

e7 [ pay, nsubj, {customer} ]

e8 [ pay, dobj, {bill} ]

e9 [ leave, nsubj, {customer} ]

e10 [ leave, dobj, {restaurant} ]

Temporal Ordering = e1 < e2 < e3 < e4

e4 < e5 < e6 < e7 < e8 < e9 < e10

Figure 2: An excerpt of a script for the topic eating at

a restaurant. The script denotes the stylized actions of a

customer dining at a restaurant. The < relation denotes

event ei happens before event ej .

uments from a subset of documents on the web, (2)

extract events relevant for the topic, (3) (optional)

refine the topic and restart at 1, and (4) establish a

temporal ordering for the events.

We currently impose restrictions on the form of

acceptable topics. For our purposes, a topic is a short

description of a script, and contains at least a verb

and a noun from the script’s intended domain. For

example, the topic for a passenger’s typical actions

while using public transportation (i.e. a bus) can be

described by the topic riding on a bus.

3.2 System Architecture

The script extraction system consists of a variety of

modules where each module is responsible for a cer-

tain task. Modules are combined in a mixed fash-

ion such that sequential processing is combined with

an iterative improvement procedure. Figure 3 illus-

trates the system architecture and flow of informa-

tion between modules. The following sections de-

scribe each module in detail.

3.2.1 Document Retrieval

Our system utilizes the web as its underlying in-

formation source to circumvent domain limitations

of fixed corpora. However, using the entire web to

extract a script for a specific topic is, on one hand,

infeasible due to the size of the web and, on the

other hand, impractical in term of document rele-

vancy. Since only a subset of pages is potentially

Figure 3: System Architecture and flow of information.

relevant to a given topic, the web needs to be filtered

such that mostly relevant web pages are retrieved.

The document retrieval module makes use of exist-

ing search engines for this purpose.1

The document retrieval module is presented with

the topic for a script and issues this topic as a query

to the search engines. The search engines produce a

relevancy ranked list of documents/URLs (Brin and

Page, 1998) which, in turn, are downloaded. The

number of downloaded pages depends on the cur-

rent iteration number of the system (i.e., how often

the retrieval-analysis cycle has been executed for a

given topic2).

The document retrieval module is also responsi-

ble for cleaning the documents. The cleaning pro-

cess aims to remove “boilerplate” elements such as

navigational menus and advertising from web pages

while preserving content elements.3 The collection

of cleaned documents for a given topic is considered

to be a topic-specific corpus.

3.2.2 Latent Semantic Analysis (LSA)

The aim of the LSA module is to identify words

(verbs, nouns and adjectives) that are closely related

1The Google and Yahoo API’s are used to establish commu-

nication with these search engines.
2At the first iteration, we have arbitrarily choosesn to re-

trieve the first 1000 unduplicated documents.
3The Special Interest Group of the ACL on Web as Cor-

pus (SIGWAC) is interested in web cleaning methods for corpus

construction. Our web page cleaner uses a support vector ma-

chine to classify blocks of a web page as content or non-content.

The cleaner achieves ≈ 85% F1 on a random set of web pages.
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to the topic presented to the document retrieval mod-

ule. To find such words, the topic-specific corpus is

(1) part-of-speech tagged and (2) transformed into

a term-document matrix. Each cell represents the

log-entropy for its respective term in a document.

Note that we consider a term to be a tuple consist-

ing of a word and its POS. The advantage of us-

ing word-POS tag combinations over words only is

the ability to query LSA’s concept space for words

by their word class. A concept space is created by

applying SVD to the term-document matrix, reduc-

ing the dimensionality of the scaling matrix and re-

constructing the term-document matrix using the re-

duced scaling matrix.

Once the concept space is constructed, the space

is searched for all terms having a high correlation

with the original topic. Terms from the original topic

are located in the concept space (i.e., term vectors

are located) and other term vectors with high co-

sine similarity are retrieved from the space. A list of

n = 50 terms4 for each word class ∈ {verb, noun,

adjective} is obtained and filtered using a stop list.

The stop list currently contains the 100 most com-

mon words in the English language. The idea behind

the stop list is to remove low content words from the

list. The resulting set of words is deemed to have

high information content with respect to the topic.

This set is used for two purposes: (1) to augment

the original topic and to restart the document col-

lection process using the augmented topic and (2)

identify event pairs constructed by the event finding

module which contain these highly correlated terms

(either as events or event arguments). The first pur-

pose aims to use an iterative process to construct a

higher quality topic-specific corpus. A new corpus

created in this fashion presumably represents docu-

ments that are richer and more relevant to the aug-

mented topic. The second purpose steers the extrac-

tion of events towards events containing those con-

stituents judged most relevant. This fact can be in-

corporated into a maximization calculation based on

pointwise mutual information to find highly corre-

lated events.

4The number was chosen experimentally and is based on

the correlation score (cosine similarity) between word vectors.

After about 50 words, the correlation score begins to drop sig-

nificantly indicating weaker relatedness.

3.2.3 Event Finding

The collection of documents (or topic-specific

corpus) is then processed to facilitate finding event

pairs. Finding event pairs involves the notion of

verb argument overlap using the assumption that two

events in a story are related if they share at least

one semantic argument across grammatical func-

tions. This virtue of discourse structure of coherent

stories has been described in (Trabasso et al., 1984)

and applied by (Fujiki et al., 2003) as subject and ob-

ject overlap and by (Chambers and Jurafsky, 2008)

as following a common protagonist in a story. For

example, in the sentences “John ordered a drink. He

enjoyed it very much.” we can establish that events

order and enjoy are part of a common theme because

the arguments (or loosely semantic roles) of order

and enjoy refer to the same entities, that is John =

He and a drink = it.

Figure 4: Example processing of the sentences “Yester-

day, Joe ordered coffee. It was so hot, he couldn’t drink

it right away”. The output after dependency parsing, ref-

erence resolution and event finding is a set of event pairs.
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To identify such pairs, the topic specific corpus

is (1) co-reference resolved5 and (2) dependency

parsed6. Sentences containing elements referring

to the same mention of an element are inspected

for verb argument overlap. Figure 4 illustrates this

procedure for the sentences “Yesterday, Joe ordered

coffee. It was so hot, he couldn’t drink it right

away”.

Co-reference resolution tells us that mention he

refers to Joe and mention(s) it refer to coffee. By

our previous assumption of discourse coherence, it

is possible to deduce that events was and drink are

associated with event order. In a similar fashion,

event drink is associated with event was. This is

due to the fact that all events share at least one ar-

gument (in the case of events order and drink two

arguments are shared). For each pair of events shar-

ing arguments in a particular grammatic function, an

event pair is generated indicating where the overlap

occurred.

3.2.4 Constructing Event Sets

Sets of events representing script-like structures

are constructed through the use of pointwise mutual

information in combination with the lists of related

words found by Latent Semantic Analysis. We uti-

lize the definition of PMI described in (Chambers

and Jurafsky, 2008). For two events e1 and e2

pmi(e1, e2) = log
P (e1, e2)

P (e1)P (e2)
(1)

where

P (e1, e2) =
C(e1, e2)

∑

i,j C(ei, ej)
(2)

and C(e1, e2) is the number of times events e1 and

e2 had coreferring arguments.

We extend the definition of PMI between events to

assign more weight to events whose constituents are

contained in the list of words (verbs, nouns and ad-

jectives) judged by Latent Semantic Analysis to be

most relevant to the topic. For notational purposes,

these lists are denoted L. Thus, we can calculate the

weighted LSA PMI LP (e1, e2) as follows:

LP (e1, e2) = P (e1, e2) + LSA(e1, e2) (3)

5OpenNLP’s Co-Reference Engine is utilized http://

opennlp.sourceforge.net/.
6The Stanford Parser is utilized http://nlp.

stanford.edu/software/lex-parser.shtml

where

LSA(e1, e2) = α ∗ (E(e1) + E(e2)) (4)

α =

{

2 if e1verb
∈ L and e2verb

∈ L

1 otherwise
(5)

E(e) = (||everb ∩ L||+ 1)

∗ (
||eArgs∩L||
||eArgs||

+ 1)
(6)

To construct the set of n events related to the

topic, the LP scores are first calculated for each

event pair in the corpus. The set can then be con-

structed by maximizing:

max
i<k≤n

k−1
∑

i=0

LP (ei, ek) (7)

Therefore, events that share a larger number of

constituents with the LSA relevancy list are pre-

ferred for inclusion in the event set. This prac-

tice distributes the relatedness weight among the fre-

quency of events and LSA. The noisy nature of our

proposed corpus generation method makes such a

technique essential as we will see in section 4.3.

3.2.5 Ordering Events

At this time, we only establish a naive temporal

ordering on the events. The ordering process simply

assumes that an event appearing in the corpus prior

to another event also occurs earlier in time. We re-

alize that this assumption does not always hold, but

delay a more sophisticated ordering process as fu-

ture work.

4 Experiments

This section describes experimental results, obsta-

cles we have encountered, various approaches to

overcome these obstacles and lessons learned from

our work. Unless mentioned otherwise, the results

pertain to the topic eating at a restaurant. This topic

has been chosen for our investigation since previ-

ous work (Schank and Abelson, 1977) establishes a

comprehensive reference as to what a script for this

domain may entail.

4.1 Domain Richness

The first step in our work was to confirm the no-

tion that the web can be used as the underlying in-

formation source for topic-specific script extraction.
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The overall goal was to investigate whether a topic-

specific corpus contains sufficiently useful informa-

tion which is conducive to the script extraction task.

Latent Semantic Analysis was performed on the

Part-of-Speech tagged topic specific corpus. The

semantic space was queried using the main con-

stituents of the original topic. Hence, this resulted in

two queries, namely eating and restaurant. For each

query, we identified the most related verbs, nouns

and adjectives/adverbs and placed them in respec-

tive lists. Lists are then combined according to word

class, lemmatized, and pruned. Auxiliary verbs such

as be, do and have consistently rank in the top 10

most similar words in the un-pruned lists. This re-

sult is expected due to the frequency distribution

of auxiliaries in the English language. It is a nat-

ural conclusion to exclude auxiliaries from further

consideration since their information content is rela-

tively low. Furthermore, we extend this notion to ex-

clude the 100 most frequent words in English from

these lists using the same justification. By the in-

verse reasoning, it is desirable to include words in

further processing that occur infrequently in natural

language. We can hypothesize that such words are

significant to a given script because their frequency

appears to be elevated in the corpus. Table 1 (left)

shows the resulting word class lists for both queries.

Duplicates (i.e., words with identical lemma) have

been removed.

The table reveals that some words also appear

in the restaurant script as suggested by (Schank

and Abelson, 1977). In particular, bold verbs re-

semble Schank’s scenes and bold nouns resemble

his props. We can also see that the list of ad-

verbs/adjectives appear to not contribute any signif-

icant information. Note that any bold words have

been hand selected using a human selector’s subjec-

tive experience about the eating at a restaurant do-

main. Furthermore, while some script information

appears to be encoded in these lists, there is a signif-

icant amount of noise, i.e., normal font words that

are seemingly unimportant to the script at hand.

For our purposes, we aim to model this noise so

that it can be reduced or removed to some degree.

Such a model is based on the notion of overlap of

noisy terms in the LSA lists derived from indepen-

dent topic related corpora for the main constituents

of the original topic. For example, for the topic eat-

eating at a restaurant Overlap removed

Verbs Nouns A&A Verbs Nouns A&A

keep home own order home fry

need place still set hand amaze

help table last expect bowl green

dine lot open share plate grill

love part full drink cook chain

order hand off try fish diet

feel reason long cut soup clean

avoid course fat decide service smart

add side right watch break total

let number down process drink relate

stay experience busy save cheese worst

include water fast offer rice black

tend point single provide serve fit

set dish low hear chance light

tell bowl free fill portion exist

found plate white forget body empty

bring bite wrong write party live

locate cook ready follow rest

eat fish true travel cream

leave soup close taste

Table 1: (Left) 20 most relevant terms (after pruning)

for LSA queries eating and restaurant on the eating at

a restaurant corpus. (Right) Terms remaining after noise

modeling and overlap removal. Bold terms in the table

were manually judged by a human to be relevant.

ing at a restaurant, we obtain two additional corpora

using the method described in Section 3.2.1, i.e., one

corpus for constituent eating and another for the sec-

ond main constituent of the original topic, restau-

rant. Both corpora are subjected to LSA analysis

from which two (one for each corpus) LSA word

lists are obtained. Each list was created using the

respective corpus query as the LSA query. The as-

sumption is made that words which are shared (pair-

wise) between all three lists (i.e., the two new LSA

lists and the LSA list for topic eating at a restaurant)

are noisy due to the fact that they occur independent

of the original topic.

Table 1 (right) illustrates the LSA list for topic

eating at a restaurant after removing overlapping

terms with the two other LSA lists. Bold words were

judged by a human selector to be relevant to the in-

tended script. From the table we can observe that:

1. A significant amount of words have been re-

moved. The original table contains 50 words

for each word class. The overlap reduced table

contains only 19 verbs, 29 nouns, and 17 adjec-

tives, a reduction of what we consider noise by
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≈ 57%

2. More words (bold) were judged to be related to

the script (e.g., 6 vs. 5 relevant verbs, 12 vs. 9

nouns, and 3 vs. 0 adjectives/adverbs)

3. More relevant words appear in the top part of

the list (words in the list are ordered by rele-

vancy)

4. Some words judged to be relevant were re-

moved (e.g., dine, bring, eat).

Using the information from the table (left and

right) and personal knowledge about eating at a

restaurant, a human could re-arrange the verbs and

nouns into a partial script-like format of the form7:

e1 [ offer, nsubj, {waiter}) ]

e2 [ offer, dobj, {drink}) ]

Example: waiter offers a drink

e2 [ order, nsubj, {customer} ]

e3 [ order, dobj, {fish, soup, rice} ]

Example: customer orders fish

e4 [ serve/bring, nsubj, {waiter} ]

e5 [ serve/bring, nsubj, {bowl, plate} ]

Example: waiter serves/bings the bowl, plate

e6 [ eat, nsubj, {customer} ]

e7 [ eat, dobj, {portion, cheese} ]

Example: customer eats the portion, cheese

e8 [ leave, nsubj, {customer} ]

e9 [ leave, dobj, {table} ]

Example: customer leaves the table

Note that this script-like information was not ob-

tained by direct derivation from the information in

the table. It is merely an illustration that some script

information is revealed by LSA. Table 1 neither im-

plies any ordering nor suggest semantic arguments

for a verb. However, the analysis confirms that the

web contains information that can be used in the

script extraction process.

4.2 Processing Errors

As mentioned in section 3.2.3, events with co-

referring arguments are extracted in a pairwise fash-

ion. In the following section we describe observa-

tions about the characteristics of events extracted
7Bold terms do not appear in the LSA lists, but were added

for readability.

this way. However, we note that each step in our

system architecture is imperfect, meaning that er-

rors are introduced in each module as the result of

processing. We have already seen such errors in

the form of words with incorrect word class in the

LSA lists as the result of incorrect POS tagging.

Such errors are amplified through imprecise pars-

ing (syntactic and dependency parsing). Other er-

rors, such as omissions, false positives and incor-

rect class detection, are introduced by the named en-

tity recognizer and the co-reference module. With

this in mind, it comes as no surprise that some ex-

tracted events, as seen later, are malformed. For

example, human analysis reveals that the verb slot

of these events are sometimes “littered” with words

from other word classes, or that the arguments of a

verb were incorrectly detected. A majority of these

errors can be attributed to ungrammatical sentences

and phrases in the topic-specific corpus, the remain-

der is due to the current state of the art of the parsers

and reference resolution engine.

4.3 Observations about events

To compare relations between events, we looked at

three different metrics. The first metric M1 simply

observes the frequency counts of pairwise events in

the corpus. The second metric M2 utilizes point

wise mutual information as defined in (Chambers

and Jurafsky, 2008). The third metric M3 is our

LSA based PMI calculation as defined in section

3.2.4.

M1 reveals that uninformative event pairs tend

to have a high number of occurrences. These pairs

are composed of low content, frequently occurring

events. For example, event pair [e [ have, nsubj,{} ],

e [ say, nsubj, {} ]] occurred 123 times in our topic-

specific corpus. More sophisticated metrics, such as

M2, consider the frequency distributions of individ-

ual events and allocate more weight to co-occurring

events with lower frequency counts of their individ-

ual events.

In this fashion, M2 is capable of identifying

strongly related events. For example, Table 2 lists

the five pairwise events with highest PMI for our

topic-specific corpus.

From Table 2, it is apparent that these pairs partic-

ipate in mostly meaningful (in terms of human com-

prehensibility) relationships. For example, it does
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Event Pairs

e[sack, dobj, {the, employees}] e[reassign, dobj, {them}]

e[identify, nsubj, {we, Willett}] e[assert, nsubj, {Willett}]

e[pour, dobj, {a sweet sauce}] e[slide, dobj, {the eggs}]

e[walk, nsubj, {you, his sister}] e[fell, nsubj, {Daniel}]

e[use, nsubj, {the menu}] e[access, dobj, {you}]

Table 2: Pairwise events with highest PMI according to

Equation 1.

not require a leap of faith to connect that sacking

employees is related to reassigning them in the con-

text of a corporate environment.

e(eat, nsubj), e(gobble, nsubj), e(give, nsubj),

e(live, nsubj), e(know, nsubj), e(go, nsubj),

e(need, nsubj), e(buy, nsubj), e(have, nsubj),

e(make, nsubj), e(say, nsubj), e(work, nsubj),

e(try, nsubj), e(like, nsubj), e(tell, dobj),

e(begin, nsubj), e(think, nsubj), e(tailor, nsubj),

e(take, nsubj), e(open, nsubj),e(be, nsubj)

Figure 5: An event set obtained through metric M2 (us-

ing the PMI between events). Temporal ordering is not

implied. Event arguments are omitted. Bold events indi-

cate subjectively judged strong relatedness to the eating

at a restaurant topic.

Figure 5 shows a set of events for our topic. The

set was created by greedily adding event en such

that for all events e1, e2, ...en−1 already in the set

∀n−1

i pmi(ei, en) is largest (see (Chambers and Ju-

rafsky, 2008)). The topic constituent eating (i.e.,

eat) was used as the initial event in the set. If this

set is intended to approximate a script for the eating

at a restaurant domain, then it is easy to see that vir-

tually no information from Schank’s restaurant ref-

erence script is represented. Furthermore, by human

standards, the presented set appears to be incoherent.

From this observation, we can conclude that M2 is

unsuitable for topic-specific script extraction.

Figure 6 illustrates an event set constructed using

metric M3. Note that the sets in Figures 5 and 6

do not imply any ordering on the events. The bold

events indicate events that appear in our reference

script or were judged by a human evaluator to be

logically coherent with the eating at a restaurant do-

main. The evaluation was conducted using the eval-

uators personal experience of the domain. In the fu-

ture, we intend to formalize this evaluation process.

Figure 6 signifies an improvement of the results of

e(eat, nsubj), e(wait, dobj), e(total, nsubj)

e(write, dobj), e(place, dobj), e(complete, dobj)

e(exist, nsubj), e(include, dobj), e(top, nsubj)

e(found, dobj), e(keep, dobj), e(open, dobj)

e(offer, dobj), e(average, nsubj), e(fill, dobj)

e(taste, nsubj), e(drink, dobj), e(cook, dobj)

e(read, dobj), e(enjoy, dobj),e(buy, dobj)

Figure 6: An event set obtained through metric M3
(weighing PMI and LSA between events). Temporal or-

dering is not implied. Event arguments are omitted. Bold

events indicate subjectively judged strong relatedness to

the eating at a restaurant topic.

Figure 5 in terms of the number of events judged to

belong to the restaurant script. This leads us to the

conclusion that a metric based on scaled PMI and

LSA appears more suitable for the web based topic

driven script extraction task. Once a temporal order

is imposed on the events in Figure 6, these events

could, by themselves, serve as a partial event set for

their domain.

5 Discussion and Future Work

We have presented preliminary work on extracting

script-like information in a topic driven fashion from

the web. Our work shows promise to identify script

knowledge in a topic-specific corpus derived from

an unordered collection of web pages. We have

shown that while web documents contain signifi-

cant amounts of noise (both boilerplate elements and

topic unrelated content), a subset of content can be

identified as script-like knowledge.

Latent Semantic Analysis allows for the filter-

ing and pruning of lists of related words by word

classes. LSA furthermore facilitates noise removal

through overlap detection of word class list elements

between independent corpora of topic constituents.

Our method of weighted LSA and PMI for event re-

latedness produces more promising partial event sets

than existing metrics.

For future work, we leave the automated evalua-

tion of partial sets and the establishing of temporal

relations between events in a set. Our system archi-

tecture features an iterative model to event set im-

provement. We hope that this approach will allow

us to improve upon the quality of event sets by us-

ing extracted sets from one iteration to bootstrap a

new iteration of event extraction.
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Abstract

We present a method of extracting open-

domain commonsense knowledge by apply-

ing discourse parsing to a large corpus of per-

sonal stories written by Internet authors. We

demonstrate the use of a linear-time, joint syn-

tax/discourse dependency parser for this pur-

pose, and we show how the extracted dis-

course relations can be used to generate open-

domain textual inferences. Our evaluations

of the discourse parser and inference models

show some success, but also identify a num-

ber of interesting directions for future work.

1 Introduction

The acquisition of open-domain knowledge in sup-

port of commonsense reasoning has long been a

bottleneck within artificial intelligence. Such rea-

soning supports fundamental tasks such as textual

entailment (Giampiccolo et al., 2008), automated

question answering (Clark et al., 2008), and narra-

tive comprehension (Graesser et al., 1994). These

tasks, when conducted in open domains, require vast

amounts of commonsense knowledge pertaining to

states, events, and their causal and temporal relation-

ships. Manually created resources such as FrameNet

(Baker et al., 1998), WordNet (Fellbaum, 1998), and

Cyc (Lenat, 1995) encode many aspects of com-

monsense knowledge; however, coverage of causal

and temporal relationships remains low for many do-

mains.

Gordon and Swanson (2008) argued that the

commonsense tasks of prediction, explanation, and

imagination (collectively called envisionment) can

be supported by knowledge mined from a large cor-

pus of personal stories written by Internet weblog

authors.1 Gordon and Swanson (2008) identified

three primary obstacles to such an approach. First,

stories must be distinguished from other weblog

content (e.g., lists, recipes, and reviews). Second,

stories must be analyzed in order to extract the im-

plicit commonsense knowledge that they contain.

Third, inference mechanisms must be developed that

use the extracted knowledge to perform the core en-

visionment tasks listed above.

In the current paper, we present an approach to

open-domain commonsense inference that addresses

each of the three obstacles identified by Gordon and

Swanson (2008). We built on the work of Gordon

and Swanson (2009), who describe a classification-

based approach to the task of story identification.

The authors’ system produced a corpus of approx-

imately one million personal stories, which we used

as a starting point. We applied efficient discourse

parsing techniques to this corpus as a means of ex-

tracting causal and temporal relationships. Further-

more, we developed methods that use the extracted

knowledge to generate textual inferences for de-

scriptions of states and events. This work resulted

in an end-to-end prototype system capable of gen-

erating open-domain, commonsense inferences us-

ing a repository of knowledge extracted from un-

structured weblog text. We focused on identifying

1We follow Gordon and Swanson (2009) in defining a story

to be a “textual discourse that describes a specific series of

causally related events in the past, spanning a period of time

of minutes, hours, or days, where the author or a close associate

is among the participants.”
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strengths and weaknesses of the system in an effort

to guide future work.

We structure our presentation as follows: in Sec-

tion 2, we present previous research that has inves-

tigated the use of large web corpora for natural lan-

guage processing (NLP) tasks. In Section 3, we de-

scribe an efficient method of automatically parsing

weblog stories for discourse structure. In Section 4,

we present a set of inference mechanisms that use

the extracted discourse relations to generate open-

domain textual inferences. We conclude, in Section

5, with insights into story-based envisionment that

we hope will guide future work in this area.

2 Related work

Researchers have made many attempts to use the

massive amount of linguistic content created by

users of the World Wide Web. Progress and chal-

lenges in this area have spawned multiple workshops

(e.g., those described by Gurevych and Zesch (2009)

and Evert et al. (2008)) that specifically target the

use of content that is collaboratively created by In-

ternet users. Of particular relevance to the present

work is the weblog corpus developed by Burton et

al. (2009), which was used for the data challenge

portion of the International Conference on Weblogs

and Social Media (ICWSM). The ICWSM weblog

corpus (referred to here as Spinn3r) is freely avail-

able and comprises tens of millions of weblog en-

tries posted between August 1st, 2008 and October

1st, 2008.

Gordon et al. (2009) describe an approach to

knowledge extraction over the Spinn3r corpus using

techniques described by Schubert and Tong (2003).

In this approach, logical propositions (known as fac-

toids) are constructed via approximate interpreta-

tion of syntactic analyses. As an example, the sys-

tem identified a factoid glossed as “doors to a room

may be opened”. Gordon et al. (2009) found that

the extracted factoids cover roughly half of the fac-

toids present in the corresponding Wikipedia2 arti-

cles. We used a subset of the Spinn3r corpus in

our work, but focused on discourse analyses of en-

tire texts instead of syntactic analyses of single sen-

tences. Our goal was to extract general causal and

temporal propositions instead of the fine-grained

2http://en.wikipedia.org

properties expressed by many factoids extracted by

Gordon et al. (2009).

Clark and Harrison (2009) pursued large-scale

extraction of knowledge from text using a syntax-

based approach that was also inspired by the work

of Schubert and Tong (2003). The authors showed

how the extracted knowledge tuples can be used

to improve syntactic parsing and textual entailment

recognition. Bar-Haim et al. (2009) present an ef-

ficient method of performing inference with such

knowledge.

Our work is also related to the work of Persing

and Ng (2009), in which the authors developed a

semi-supervised method of identifying the causes of

events described in aviation safety reports. Simi-

larly, our system extracts causal (as well as tem-

poral) knowledge; however, it does this in an open

domain and does not place limitations on the types

of causes to be identified. This greatly increases

the complexity of the inference task, and our results

exhibit a corresponding degradation; however, our

evaluations provide important insights into the task.

3 Discourse parsing a corpus of stories

Gordon and Swanson (2009) developed a super-

vised classification-based approach for identifying

personal stories within the Spinn3r corpus. Their

method achieved 75% precision on the binary task

of predicting story versus non-story on a held-out

subset of the Spinn3r corpus. The extracted “story

corpus” comprises 960,098 personal stories written

by weblog users. Due to its large size and broad

domain coverage, the story corpus offers unique op-

portunities to NLP researchers. For example, Swan-

son and Gordon (2008) showed how the corpus can

be used to support open-domain collaborative story

writing.3

As described by Gordon and Swanson (2008),

story identification is just the first step towards com-

monsense reasoning using personal stories. We ad-

dressed the second step - knowledge extraction -

by parsing the corpus using a Rhetorical Structure

Theory (Carlson and Marcu, 2001) parser based on

the one described by Sagae (2009). The parser

performs joint syntactic and discourse dependency

3The system (called SayAnything) is available at

http://sayanything.ict.usc.edu
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parsing using a stack-based, shift-reduce algorithm

with runtime that is linear in the input length. This

lightweight approach is very efficient; however, it

may not be quite as accurate as more complex, chart-

based approaches (e.g., the approach of Charniak

and Johnson (2005) for syntactic parsing).

We trained the discourse parser over the causal

and temporal relations contained in the RST corpus.

Examples of these relations are shown below:

(1) [cause Packages often get buried in the load]
[result and are delivered late.]

(2) [before Three months after she arrived in L.A.]
[after she spent $120 she didn’t have.]

The RST corpus defines many fine-grained rela-

tions that capture causal and temporal properties.

For example, the corpus differentiates between re-

sult and reason for causation and temporal-after and

temporal-before for temporal order. In order to in-

crease the amount of available training data, we col-

lapsed all causal and temporal relations into two

general relations causes and precedes. This step re-

quired normalization of asymmetric relations such

as temporal-before and temporal-after.

To evaluate the discourse parser described above,

we manually annotated 100 randomly selected we-

blog stories from the story corpus produced by Gor-

don and Swanson (2009). For increased efficiency,

we limited our annotation to the generalized causes

and precedes relations described above. We at-

tempted to keep our definitions of these relations

in line with those used by RST. Following previous

discourse annotation efforts, we annotated relations

over clause-level discourse units, permitting rela-

tions between adjacent sentences. In total, we an-

notated 770 instances of causes and 1,009 instances

of precedes.

We experimented with two versions of the RST

parser, one trained on the fine-grained RST rela-

tions and the other trained on the collapsed relations.

At testing time, we automatically mapped the fine-

grained relations to their corresponding causes or

precedes relation. We computed the following ac-

curacy statistics:

Discourse segmentation accuracy For each pre-

dicted discourse unit, we located the reference

discourse unit with the highest overlap. Accu-

racy for the predicted discourse unit is equal to

the percentage word overlap between the refer-

ence and predicted discourse units.

Argument identification accuracy For each dis-

course unit of a predicted discourse relation,

we located the reference discourse unit with the

highest overlap. Accuracy is equal to the per-

centage of times that a reference discourse rela-

tion (of any type) holds between the reference

discourse units that overlap most with the pre-

dicted discourse units.

Argument classification accuracy For the subset

of instances in which a reference discourse re-

lation holds between the units that overlap most

with the predicted discourse units, accuracy is

equal to the percentage of times that the pre-

dicted discourse relation matches the reference

discourse relation.

Complete accuracy For each predicted discourse

relation, accuracy is equal to the percentage

word overlap with a reference discourse rela-

tion of the same type.

Table 1 shows the accuracy results for the fine-

grained and collapsed versions of the RST discourse

parser. As shown in Table 1, the collapsed version

of the discourse parser exhibits higher overall ac-

curacy. Both parsers predicted the causes relation

much more often than the precedes relation, so the

overall scores are biased toward the scores for the

causes relation. For comparison, Sagae (2009) eval-

uated a similar RST parser over the test section of

the RST corpus, obtaining precision of 42.9% and

recall of 46.2% (F1 = 44.5%).

In addition to the automatic evaluation described

above, we also manually assessed the output of the

discourse parsers. One of the authors judged the

correctness of each extracted discourse relation, and

we found that the fine-grained and collapsed ver-

sions of the parser performed equally well with a

precision near 33%; however, throughout our exper-

iments, we observed more desirable discourse seg-

mentation when working with the collapsed version

of the discourse parser. This fact, combined with the

results of the automatic evaluation presented above,
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Fine-grained RST parser Collapsed RST parser

Accuracy metric causes precedes overall causes precedes overall

Segmentation 36.08 44.20 36.67 44.36 30.13 43.10

Argument identification 25.00 33.33 25.86 26.15 23.08 25.87

Argument classification 66.15 50.00 64.00 79.41 83.33 79.23

Complete 22.20 28.88 22.68 31.26 21.21 30.37

Table 1: RST parser evaluation. All values are percentages.

led us to use the collapsed version of the parser in

all subsequent experiments.

Having developed and evaluated the discourse

parser, we conducted a full discourse parse of the

story corpus, which comprises more than 25 million

sentences split into nearly 1 million weblog entries.

The discourse parser extracted 2.2 million instances

of the causes relation and 220,000 instances of the

precedes relation. As a final step, we indexed the

extracted discourse relations with the Lucene infor-

mation retrieval engine.4 Each discourse unit (two

per discourse relation) is treated as a single docu-

ment, allowing us to query the extracted relations

using information retrieval techniques implemented

in the Lucene toolkit.

4 Generating textual inferences

As mentioned previously, Gordon and Swan-

son (2008) cite three obstacles to performing com-

monsense reasoning using weblog stories. Gordon

and Swanson (2009) addressed the first (story col-

lection). We addressed the second (story analysis)

by developing a discourse parser capable of extract-

ing causal and temporal relations from weblog text

(Section 3). In this section, we present a prelimi-

nary solution to the third problem - reasoning with

the extracted knowledge.

4.1 Inference method

In general, we require an inference method that takes

as input the following things:

1. A description of the state or event of interest.

This is a free-text description of any length.

2. The type of inference to perform, either causal

or temporal.

4Available at http://lucene.apache.org

3. The inference direction, either forward or back-

ward. Forward causal inference produces the

effects of the given state or event. Backward

causal inference produces causes of the given

state or event. Similarly, forward and back-

ward temporal inferences produce subsequent

and preceding states and events, respectively.

As a simple baseline approach, we implemented the

following procedure. First, given a textual input de-

scription d, we query the extracted discourse units

using Lucene’s modified version of the vector space

model over TF-IDF term weights. This produces a

ranked list Rd of discourse units matching the input

description d. We then filterRd, removing discourse

units that are not linked to other discourse units by

the given relation and in the given direction. Each el-

ement of the filtered Rd is thus linked to a discourse

unit that could potentially satisfy the inference re-

quest.

To demonstrate, we perform forward causal infer-

ence using the following input description d:

(3) John traveled the world.

Below, we list the three top-ranked discourse units

that matched d (left-hand side) and their associated

consequents (right-hand side):

1. traveling the world→ to murder

2. traveling from around the world to be there →
even though this crowd was international

3. traveled across the world→ to experience it

In a naı̈ve way, one might simply choose the top-

ranked clause in Rd and select its associated clause

as the answer to the inference request; however, in

the example above, this would incorrectly generate

“to murder” as the effect of John’s traveling (this is
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more appropriately viewed as the purpose of trav-

eling). The other effect clauses also appear to be

incorrect. This should not come as much of a sur-

prise because the ranking was generated soley from

the match score between the input description and

the causes in Rd, which are quite relevant.

One potential problem with the naı̈ve selection

method is that it ignores information contained in

the ranked list R′

d of clauses that are associated with

the clauses in Rd. In our experiments, we often

observed redundancies in R
′

d that captured general

properties of the desired inference. Intuitively, con-

tent that is shared across elements ofR′

d could repre-

sent the core meaning of the desired inference result.

In what follows, we describe various re-rankings

of R
′

d using this shared content. For each model

described, the final inference prediction is the top-

ranked element of R
′

d.

Centroid similarity To approximate the shared

content of discourse units in R
′

d, we treat each

discourse unit as a vector of TF scores. We then

compute the average vector and re-rank all dis-

course units in R
′

d based on their cosine simi-

larity with the average vector. This favors infer-

ence results that “agree” with many alternative

hypotheses.

Description score scaling In this approach, we in-

corporate the score from Rd into the centroid

similarity score, multiplying the two and giving

equal weight to each. This captures the intu-

ition that the top-ranked element of R
′

d should

represent the general content of the list but

should also be linked to an element of Rd that

bears high similarity to the given state or event

description d.

Log-length scaling When working with the cen-

troid similarity score, we often observed top-

ranked elements of R
′

d that were only a few

words in length. This was typically the case

when components from sparse TF vectors in

R
′

d matched well with components from the

centroid vector. Ideally, we would like more

lengthy (but not too long) descriptions. To

achieve this, we multiplied the centroid simi-

larity score by the logarithm of the word length

of the discourse unit in R
′

d.

Description score/log-length scaling In this ap-

proach, we combine the description score scal-

ing and log-length scaling, multiplying the cen-

troid similarity by both and giving equal weight

to all three factors.

4.2 Evaluating the generated textual inferences

To evaluate the inference re-ranking models de-

scribed above, we automatically generated for-

ward/backward causal and temporal inferences for

five documents (265 sentences) drawn randomly

from the story corpus. For simplicity, we gener-

ated an inference for each sentence in each docu-

ment. Each inference re-ranking model is able to

generate four textual inferences (forward/backward

causal/temporal) for each sentence. In our experi-

ments, we only kept the highest-scoring of the four

inferences generated by a model. One of the authors

then manually evaluated the final predictions for cor-

rectness. This was a subjective process, but it was

guided by the following requirements:

1. The generated inference must increase the lo-

cal coherence of the document. As described

by Graesser et al. (1994), readers are typically

required to make inferences about the text that

lead to a coherent understanding thereof. We

required the generated inferences to aid in this

task.

2. The generated inferences must be globally

valid. To demonstrate global validity, consider

the following actual output:

(4) I didn’t even need a jacket (until I got

there).

In Example 4, the system-generated forward

temporal inference is shown in parentheses.

The inference makes sense given its local con-

text; however, it is clear from the surround-

ing discourse (not shown) that a jacket was not

needed at any point in time (it happened to be

a warm day). As a result, this prediction was

tagged as incorrect.

Table 2 presents the results of the evaluation. As

shown in the table, the top-performing models are

those that combine centroid similarity with one or

both of the other re-ranking heuristics.
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Re-ranking model Inference accuracy (%)

None 10.19

Centroid similarity 12.83

Description score scaling 17.36

Log-length scaling 12.83

Description score/log-length scaling 16.60

Table 2: Inference generation evaluation results.
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Figure 1: Inference rate versus accuracy. Values along the x-axis indicate that the top-scoring x% of all inferences

were evaluated. Values along the y-axis indicate the prediction accuracy.

The analysis above demonstrates the relative per-

formance of the models when making inferences for

all sentences; however it is probably the case that

many generated inferences should be rejected due to

their low score. Because the output scores of a single

model can be meaningfully compared across predic-

tions, it is possible to impose a threshold on the in-

ference generation process such that any prediction

scoring at or below the threshold is withheld. We

varied the prediction threshold from zero to a value

sufficiently large that it excluded all predictions for

a model. Doing so demonstrates the trade-off be-

tween making a large number of textual inferences

and making accurate textual inferences. Figure 1

shows the effects of this variable on the re-ranking

models. As shown in Figure 1, the highest infer-

ence accuracy is reached by the re-ranker that com-

bines description score and log-length scaling with

the centroid similarity measure. This accuracy is at-

tained by keeping the top 25% most confident infer-

ences.

5 Conclusions

We have presented an approach to commonsense

reasoning that relies on (1) the availability of a large

corpus of personal weblog stories and (2) the abil-

ity to analyze and perform inference with these sto-

ries. Our current results, although preliminary, sug-

gest novel and important areas of future exploration.

We group our observations according to the last two

problems identified by Gordon and Swanson (2008):

story analysis and envisioning with the analysis re-

sults.

5.1 Story analysis

As in other NLP tasks, we observed significant per-

formance degradation when moving from the train-

ing genre (newswire) to the testing genre (Internet
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weblog stories). Because our discourse parser relies

heavily on lexical and syntactic features for classi-

fication, and because the distribution of the feature

values varies widely between the two genres, the

performance degradation is to be expected. Recent

techniques in parser adaptation for the Brown corpus

(McClosky et al., 2006) might be usefully applied to

the weblog genre as well.

Our supervised classification-based approach to

discourse parsing could also be improved with ad-

ditional training data. Causal and temporal relations

are instantiated a combined 2,840 times in the RST

corpus, with a large majority of these being causal.

In contrast, the Penn Discourse TreeBank (Prasad et

al., 2008) contains 7,448 training instances of causal

relations and 2,763 training instances of temporal

relations. This represents a significant increase in

the amount of training data over the RST corpus. It

would be informative to compare our current results

with those obtained using a discourse parser trained

on the Penn Discourse TreeBank.

One might also extract causal and temporal rela-

tions using traditional semantic role analysis based

on FrameNet (Baker et al., 1998) or PropBank

(Kingsbury and Palmer, 2003). The former defines a

number of frames related to causation and temporal

order, and roles within the latter could be mapped to

standard thematic roles (e.g., cause) via SemLink.5

5.2 Envisioning with the analysis results

We believe commonsense reasoning based on we-

blog stories can also be improved through more so-

phisticated uses of the extracted discourse relations.

As a first step, it would be beneficial to explore alter-

nate input descriptions. As presented in Section 4.2,

we make textual inferences at the sentence level for

simplicity; however, it might be more reasonable to

make inferences at the clause level, since clauses are

the basis for RST and Penn Discourse TreeBank an-

notation. This could result in the generation of sig-

nificantly more inferences due to multi-clause sen-

tences; thus, more intelligent inference filtering will

be required.

Our models use prediction scores for the tasks

of rejecting inferences and selecting between mul-

tiple candidate inferences (i.e., forward/backward

5Available at http://verbs.colorado.edu/semlink

causal/temporal). Instead of relying on prediction

scores for these tasks, it might be advantageous to

first identify whether or not envisionment should be

performed for a clause, and, if it should, what type

and direction of envisionment would be best. For

example, consider the following sentence:

(5) [clause1 John went to the store] [clause2

because he was hungry].

It would be better - from a local coherence perspec-

tive - to infer the cause of the second clause instead

of the cause of the first. This is due to the fact that a

cause for the first clause is explicitly stated, whereas

a cause for the second clause is not. Inferences made

about the first clause (e.g., that John went to the store

because his dog was hungry), are likely to be unin-

formative or in conflict with explicitly stated infor-

mation.

Example 5 raises the important issue of context,

which we believe needs to be investigated further.

Here, context refers to the discourse that surrounds

the clause or sentence for which the system is at-

tempting to generate a textual inference. The con-

text places a number of constraints on allowable in-

ferences. For example, in addition to content-based

constraints demonstrated in Example 5, the context

limits pronoun usage, entity references, and tense.

Violations of these constraints will reduce local co-

herence.

Finally, the story corpus, with its vast size, is

likely to contain a significant amount of redundancy

for common events and states. Our centroid-based

re-ranking heuristics are inspired by this redun-

dancy, and we expect that aggregation techniques

such as clustering might be of some use when ap-

plied to the corpus as a whole. Having identified

coherent clusters of causes, it might be easier to find

a consequence for a previously unseen cause.

In summary, we have presented preliminary re-

search into the task of using a large, collaboratively

constructed corpus as a commonsense knowledge

repository. Rather than relying on hand-coded on-

tologies and event schemas, our approach relies on

the implicit knowledge contained in written natu-

ral language. We have demonstrated the feasibility

of obtaining the discourse structure of such a cor-

pus via linear-time parsing models. Furthermore,
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we have introduced inference procedures that are ca-

pable of generating open-domain textual inferences

from the extracted knowledge. Our evaluation re-

sults suggest many opportunities for future work in

this area.
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Abstract

Open Information Extraction is a recent

paradigm for machine reading from arbitrary

text. In contrast to existing techniques, which

have used only shallow syntactic features, we

investigate the use of semantic features (se-

mantic roles) for the task of Open IE. We com-

pare TEXTRUNNER (Banko et al., 2007), a

state of the art open extractor, with our novel

extractor SRL-IE, which is based on UIUC’s

SRL system (Punyakanok et al., 2008). We

find that SRL-IE is robust to noisy heteroge-

neous Web data and outperforms TEXTRUN-

NER on extraction quality. On the other

hand, TEXTRUNNER performs over 2 orders

of magnitude faster and achieves good pre-

cision in high locality and high redundancy

extractions. These observations enable the

construction of hybrid extractors that output

higher quality results than TEXTRUNNER and

similar quality as SRL-IE in much less time.

1 Introduction

The grand challenge of Machine Reading (Etzioni

et al., 2006) requires, as a key step, a scalable

system for extracting information from large, het-

erogeneous, unstructured text. The traditional ap-

proaches to information extraction (e.g., (Soderland,

1999; Agichtein and Gravano, 2000)) do not oper-

ate at these scales, since they focus attention on a

well-defined small set of relations and require large

amounts of training data for each relation. The re-

cent Open Information Extraction paradigm (Banko

et al., 2007) attempts to overcome the knowledge

acquisition bottleneck with its relation-independent

nature and no manually annotated training data.

We are interested in the best possible technique

for Open IE. The TEXTRUNNER Open IE system

(Banko and Etzioni, 2008) employs only shallow

syntactic features in the extraction process. Avoid-

ing the expensive processing of deep syntactic anal-

ysis allowed TEXTRUNNER to process at Web scale.

In this paper, we explore the benefits of semantic

features and in particular, evaluate the application of

semantic role labeling (SRL) to Open IE.

SRL is a popular NLP task that has seen sig-

nificant progress over the last few years. The ad-

vent of hand-constructed semantic resources such as

Propbank and Framenet (Martha and Palmer, 2002;

Baker et al., 1998) have resulted in semantic role la-

belers achieving high in-domain precisions.

Our first observation is that semantically labeled

arguments in a sentence almost always correspond

to the arguments in Open IE extractions. Similarly,

the verbs often match up with Open IE relations.

These observations lead us to construct a new Open

IE extractor based on SRL. We use UIUC’s publicly

available SRL system (Punyakanok et al., 2008) that

is known to be competitive with the state of the art

and construct a novel Open IE extractor based on it

called SRL-IE.

We first need to evaluate SRL-IE’s effectiveness

in the context of large scale and heterogeneous input

data as found on the Web: because SRL uses deeper

analysis we expect SRL-IE to be much slower. Sec-

ond, SRL is trained on news corpora using a re-

source like Propbank, and so may face recall loss

due to out of vocabulary verbs and precision loss due

to different writing styles found on the Web.

In this paper we address several empirical ques-
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tions. Can SRL-IE, our SRL based extractor,

achieve adequate precision/recall on the heteroge-

neous Web text? What factors influence the relative

performance of SRL-IE vs. that of TEXTRUNNER

(e.g., n-ary vs. binary extractions, redundancy, local-

ity, sentence length, out of vocabulary verbs, etc.)?

In terms of performance, what are the relative trade-

offs between the two? Finally, is it possible to design

a hybrid between the two systems to get the best of

both the worlds? Our results show that:

1. SRL-IE is surprisingly robust to noisy hetero-

geneous data and achieves high precision and

recall on the Open IE task on Web text.

2. SRL-IE outperforms TEXTRUNNER along di-

mensions such as recall and precision on com-

plex extractions (e.g., n-ary relations).

3. TEXTRUNNER is over 2 orders of magnitude

faster, and achieves good precision for extrac-

tions with high system confidence or high lo-

cality or when the same fact is extracted from

multiple sentences.

4. Hybrid extractors that use a combination of

SRL-IE and TEXTRUNNER get the best of

both worlds. Our hybrid extractors make effec-

tive use of available time and achieve a supe-

rior balance of precision-recall, better precision

compared to TEXTRUNNER, and better recall

compared to both TEXTRUNNER and SRL-IE.

2 Background

Open Information Extraction: The recently pop-

ular Open IE (Banko et al., 2007) is an extraction

paradigm where the system makes a single data-

driven pass over its corpus and extracts a large

set of relational tuples without requiring any hu-

man input. These tuples attempt to capture the

salient relationships expressed in each sentence. For

instance, for the sentence, “McCain fought hard

against Obama, but finally lost the election” an

Open IE system would extract two tuples <McCain,

fought (hard) against, Obama>, and <McCain, lost,

the election>. These tuples can be binary or n-ary,

where the relationship is expressed between more

than 2 entities such as <Gates Foundation, invested

(arg) in, 1 billion dollars, high schools>.

TEXTRUNNER is a state-of-the-art Open IE sys-

tem that performs extraction in three key steps. (1)

A self-supervised learner that outputs a CRF based

classifier (that uses unlexicalized features) for ex-

tracting relationships. The self-supervised nature al-

leviates the need for hand-labeled training data and

unlexicalized features help scale to the multitudes of

relations found on the Web. (2) A single pass extrac-

tor that uses shallow syntactic techniques like part of

speech tagging, noun phrase chunking and then ap-

plies the CRF extractor to extract relationships ex-

pressed in natural language sentences. The use of

shallow features makes TEXTRUNNER highly effi-

cient. (3) A redundancy based assessor that re-ranks

these extractions based on a probabilistic model of

redundancy in text (Downey et al., 2005). This ex-

ploits the redundancy of information in Web text and

assigns higher confidence to extractions occurring

multiple times. All these components enable TEX-

TRUNNER to be a high performance, general, and

high quality extractor for heterogeneous Web text.

Semantic Role Labeling: SRL is a common NLP

task that consists of detecting semantic arguments

associated with a verb in a sentence and their classi-

fication into different roles (such as Agent, Patient,

Instrument, etc.). Given the sentence “The pearls

I left to my son are fake” an SRL system would

conclude that for the verb ‘leave’, ‘I’ is the agent,

‘pearls’ is the patient and ‘son’ is the benefactor.

Because not all roles feature in each verb the roles

are commonly divided into meta-roles (A0-A7) and

additional common classes such as location, time,

etc. Each Ai can represent a different role based

on the verb, though A0 and A1 most often refer to

agents and patients respectively. Availability of lexi-

cal resources such as Propbank (Martha and Palmer,

2002), which annotates text with meta-roles for each

argument, has enabled significant progress in SRL

systems over the last few years.

Recently, there have been many advances in SRL

(Toutanova et al., 2008; Johansson and Nugues,

2008; Coppola et al., 2009; Moschitti et al., 2008).

We use UIUC-SRL as our base SRL system (Pun-

yakanok et al., 2008). Our choice of the system is

guided by the fact that its code is freely available and

it is competitive with state of the art (it achieved the

highest F1 score on the CoNLL-2005 shared task).

UIUC-SRL operates in four key steps: pruning,

argument identification, argument classification and
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inference. Pruning involves using a full parse tree

and heuristic rules to eliminate constituents that are

unlikely to be arguments. Argument identification

uses a classifier to identify constituents that are po-

tential arguments. In argument classification, an-

other classifier is used, this time to assign role labels

to the candidates identified in the previous stage. Ar-

gument information is not incorporated across argu-

ments until the inference stage, which uses an inte-

ger linear program to make global role predictions.

3 SRL-IE

Our key insight is that semantically labeled argu-

ments in a sentence almost always correspond to the

arguments in Open IE extractions. Thus, we can

convert the output of UIUC-SRL into an Open IE

extraction. We illustrate this conversion process via

an example.

Given the sentence, “Eli Whitney created the cot-

ton gin in 1793,” TEXTRUNNER extracts two tuples,

one binary and one n-ary, as follows:

binary tuple:

arg0 Eli Whitney

rel created

arg1 the cotton gin

n-ary tuple:

arg0 Eli Whitney

rel created (arg) in

arg1 the cotton gin

arg2 1793

UIUC-SRL labels constituents of a sentence with

the role they play in regards to the verb in the sen-

tence. UIUC-SRL will extract:

A0 Eli Whitney

verb created

A1 the cotton gin

temporal in 1793

To convert UIUC-SRL output to Open IE format,

SRL-IE treats the verb (along with its modifiers and

negation, if present) as the relation. Moreover, it

assumes SRL’s role-labeled arguments as the Open

IE arguments related to the relation. The arguments

here consist of all entities labeled Ai, as well as any

entities that are marked Direction, Location, or Tem-

poral. We order the arguments in the same order as

they are in the sentence and with regard to the re-

lation (except for direction, location and temporal,

which cannot be arg0 of an Open IE extraction and

are placed at the end of argument list). As we are

interested in relations, we consider only extractions

that have at least two arguments.

In doing this conversion, we naturally ignore part

of the semantic information (such as distinctions be-

tween various Ai’s) that UIUC-SRL provides. In

this conversion process an SRL extraction that was

correct in the original format will never be changed

to an incorrect Open IE extraction. However, an in-

correctly labeled SRL extraction could still convert

to a correct Open IE extraction, if the arguments

were correctly identified but incorrectly labeled.

Because of the methodology that TEXTRUNNER

uses to extract relations, for n-ary extractions of the

form <arg0, rel, arg1, ..., argN>, TEXTRUNNER

often extracts sub-parts <arg0, rel, arg1>, <arg0,

rel, arg1, arg2>, ..., <arg0, rel, arg1, ..., argN-1>.

UIUC-SRL, however, extracts at most only one re-

lation for each verb in the sentence. For a fair com-

parison, we create additional subpart extractions for

each UIUC-SRL extraction using a similar policy.

4 Qualitative Comparison of Extractors

In order to understand SRL-IE better, we first com-

pare with TEXTRUNNER in a variety of scenarios,

such as sentences with lists, complex sentences, sen-

tences with out of vocabulary verbs, etc.

Argument boundaries: SRL-IE is lenient in de-

ciding what constitutes an argument and tends to

err on the side of including too much rather than

too little; TEXTRUNNER is much more conservative,

sometimes to the extent of omitting crucial informa-

tion, particularly post-modifying clauses and PPs.

For example, TEXTRUNNER extracts <Bunsen, in-

vented, a device> from the sentence “Bunsen in-

vented a device called the Spectroscope”. SRL-IE

includes the entire phrase “a device called the Spec-

troscope” as the second argument. Generally, the

longer arguments in SRL-IE are more informative

than TEXTRUNNER’s succinct ones. On the other

hand, TEXTRUNNER’s arguments normalize better

leading to an effective use of redundancy in ranking.

Lists: In sentences with a comma-separated lists of

nouns, SRL-IE creates one extraction and treats the

entire list as the argument, whereas TEXTRUNNER

separates them into several relations, one for each

item in the list.

Out of vocabulary verbs: While we expected
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TEXTRUNNER to handle unknown verbs with lit-

tle difficulty due to its unlexicalized nature, SRL-

IE could have had severe trouble leading to a lim-

ited applicability in the context of Web text. How-

ever, contrary to our expectations, UIUC-SRL has

a graceful policy to handle new verbs by attempt-

ing to identify A0 (the agent) and A1 (the patient)

and leaving out the higher numbered ones. In prac-

tice, this is very effective – SRL-IE recognizes the

verb and its two arguments correctly in “Larry Page

googled his name and launched a new revolution.”

Part-of-speech ambiguity: Both SRL-IE and

TEXTRUNNER have difficulty when noun phrases

have an identical spelling with a verb. For example,

the word ‘write’ when used as a noun causes trouble

for both systems. In the sentence, “Be sure the file

has write permission.” SRL-IE and TEXTRUNNER

both extract <the file, write, permission>.

Complex sentences: Because TEXTRUNNER only

uses shallow syntactic features it has a harder time

on sentences with complex structure. SRL-IE,

because of its deeper processing, can better handle

complex syntax and long-range dependencies, al-

though occasionally complex sentences will create

parsing errors causing difficulties for SRL-IE.

N-ary relations: Both extractors suffer significant

quality loss in n-ary extractions compared to binary.

A key problem is prepositional phrase attachment,

deciding whether the phrase associates with arg1 or

with the verb.

5 Experimental Results

In our quantitative evaluation we attempt to answer

two key questions: (1) what is the relative difference

in performance of SRL-IE and TEXTRUNNER on

precision, recall and computation time? And, (2)

what factors influence the relative performance of

the two systems? We explore the first question in

Section 5.2 and the second in Section 5.3.

5.1 Dataset

Our goal is to explore the behavior of TEXTRUN-

NER and SRL-IE on a large scale dataset containing

redundant information, since redundancy has been

shown to immensely benefit Web-based Open IE ex-

tractors. At the same time, the test set must be a

manageable size, due to SRL-IE’s relatively slow

processing time. We constructed a test set that ap-

proximates Web-scale distribution of extractions for

five target relations – invent, graduate, study, write,

and develop.

We created our test set as follows. We queried a

corpus of 500M Web documents for a sample of sen-

tences with these verbs (or their inflected forms, e.g.,

invents, invented, etc.). We then ran TEXTRUNNER

and SRL-IE on those sentences to find 200 distinct

values of arg0 for each target relation, 100 from each

system. We searched for at most 100 sentences that

contain both the verb-form and arg0. This resulted

in a test set of an average of 6,000 sentences per re-

lation, for a total of 29,842 sentences. We use this

test set for all experiments in this paper.

In order to compute precision and recall on this

dataset, we tagged extractions by TEXTRUNNER

and by SRL-IE as correct or errors. A tuple is cor-

rect if the arguments have correct boundaries and

the relation accurately expresses the relationship be-

tween all of the arguments. Our definition of cor-

rect boundaries does not favor either system over

the other. For instance, while TEXTRUNNER ex-

tracts <Bunsen, invented, a device> from the sen-

tence “Bunsen invented a device called the Spectro-

scope”, and SRL-IE includes the entire phrase “a

device called the Spectroscope” as the second argu-

ment, both extractions would be marked as correct.

Determining the absolute recall in these experi-

ments is precluded by the amount of hand labeling

necessary and the ambiguity of such a task. Instead,

we compute pseudo-recall by taking the union of

correct tuples from both methods as denominator.1

5.2 Relative Performance

Table 1 shows the performance of TEXTRUNNER

and SRL-IE on this dataset. Since TEXTRUNNER

can output different points on the precision-recall

curve based on the confidence of the CRF we choose

the point that maximizes F1.

SRL-IE achieved much higher recall at substan-

tially higher precision. This was, however, at the

cost of a much larger processing time. For our

dataset, TEXTRUNNER took 6.3 minutes and SRL-

1Tuples from the two systems are considered equivalent if

for the relation and each argument, the extracted phrases are

equal or if one phrase is contained within the phrase extracted

by the other system.
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TEXTRUNNER SRL-IE

P R F1 P R F1

Binary 51.9 27.2 35.7 64.4 85.9 73.7

N-ary 39.3 28.2 32.9 54.4 62.7 58.3

All 47.9 27.5 34.9 62.1 79.9 69.9

Time 6.3 minutes 52.1 hours

Table 1: SRL-IE outperforms TEXTRUNNER in both re-

call and precision, but has over 2.5 orders of magnitude

longer run time.

IE took 52.1 hours – roughly 2.5 orders of magni-

tude longer. We ran our experiments on quad-core

2.8GHz processors with 4GB of memory.

It is important to note that our results for TEX-

TRUNNER are different from prior results (Banko,

2009). This is primarily due to a few operational

criteria (such as focusing on proper nouns, filtering

relatively infrequent extractions) identified in prior

work that resulted in much higher precision, proba-

bly at significant cost of recall.

5.3 Comparison under Different Conditions

Although SRL-IE has higher overall precision,

there are some conditions under which TEXTRUN-

NER has superior precision. We analyze the perfor-

mance of these two systems along three key dimen-

sions: system confidence, redundancy, and locality.

System Confidence: TEXTRUNNER’s CRF-based

extractor outputs a confidence score which can be

varied to explore different points in the precision-

recall space. Figure 1(a) and Figure 2(a) report the

results from ranking extractions by this confidence

value. For both binary and n-ary extractions the con-

fidence value improves TEXTRUNNER’s precision

and for binary the high precision end has approxi-

mately the same precision as SRL-IE. Because of

its use of an integer linear program, SRL-IE does

not associate confidence values with extractions and

is shown as a point in these figures.

Redundancy: In this experiment we use the re-

dundancy of extractions as a measure of confidence.

Here redundancy is the number of times a relation

has been extracted from unique sentences. We com-

pute redundancy over normalized extractions, ignor-

ing noun modifiers, adverbs, and verb inflection.

Figure 1(b) and Figure 2(b) display the results for

binary and n-ary extractions, ranked by redundancy.

We use a log scale on the x-axis since high redun-

dancy extractions account for less than 1% of the

recall. For binary extractions, redundancy improved

TEXTRUNNER’s precision significantly, but at a dra-

matic loss in recall. TEXTRUNNER achieved 0.8

precision with 0.001 recall at redundancy of 10 and

higher. For highly redundant information (common

concepts, etc.) TEXTRUNNER has higher precision

than SRL-IE and would be the algorithm of choice.

In n-ary relations for TEXTRUNNER and in binary

relations for SRL-IE, redundancy actually hurts

precision. These extractions tend to be so specific

that genuine redundancy is rare, and the highest fre-

quency extractions are often systematic errors. For

example, the most frequent SRL-IE extraction was

<nothing, write, home>.

Locality: Our experiments with TEXTRUNNER led

us to discover a new validation scheme for the ex-

tractions – locality. We observed that TEXTRUN-

NER’s shallow features can identify relations more

reliably when the arguments are closer to each other

in the sentence. Figure 1(c) and Figure 2(c) report

the results from ranking extractions by the number

of tokens that separate the first and last arguments.

We find a clear correlation between locality and

precision of TEXTRUNNER, with precision 0.77 at

recall 0.18 for TEXTRUNNER where the distance is

4 tokens or less for binary extractions. For n-ary re-

lations, TEXTRUNNER can match SRL-IE’s preci-

sion of 0.54 at recall 0.13. SRL-IE remains largely

unaffected by locality, probably due to the parsing

used in SRL.

6 A TEXTRUNNER SRL-IE Hybrid

We now present two hybrid systems that combine

the strengths of TEXTRUNNER (fast processing time

and high precision on a subset of sentences) with the

strengths of SRL-IE (higher recall and better han-

dling of long-range dependencies). This is set in a

scenario where we have a limited budget on com-

putational time and we need a high performance ex-

tractor that utilizes the available time efficiently.

Our approach is to run TEXTRUNNER on all sen-

tences, and then determine the order in which to pro-

cess sentences with SRL-IE. We can increase preci-

sion by filtering out TEXTRUNNER extractions that

are expected to have low precision.
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Figure 1: Ranking mechanisms for binary relations. (a) The confidence specified by the CRF improves TEXTRUN-

NER’s precision. (b) For extractions with highest redundancy, TEXTRUNNER has higher precision than SRL-IE. Note

the log scale for the x-axis. (c) Ranking by the distance between arguments gives a large boost to TEXTRUNNER’s

precision.
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Figure 2: Ranking mechanisms for n-ary relations. (a) Ranking by confidence gives a slight boost to TEXTRUNNER’s

precision. (b) Redundancy helps SRL-IE, but not TEXTRUNNER. Note the log scale for the x-axis. (c) Ranking by

distance between arguments raises precision for TEXTRUNNER and SRL-IE.

A naive hybrid will run TEXTRUNNER over all

the sentences and use the remaining time to run

SRL-IE on a random subset of the sentences and

take the union of all extractions. We refer to this

version as RECALLHYBRID, since this does not lose

any extractions, achieving highest possible recall.

A second hybrid, which we call PRECHYBRID,

focuses on increasing the precision and uses the fil-

ter policy and an intelligent order of sentences for

extraction as described below.

Filter Policy for TEXTRUNNER Extractions: The

results from Figure 1 and Figure 2 show that TEX-

TRUNNER’s precision is low when the CRF confi-

dence in the extraction is low, when the redundancy

of the extraction is low, and when the arguments are

far apart. Thus, system confidence, redundancy, and

locality form the key factors for our filter policy: if

the confidence is less than 0.5 and the redundancy

is less than 2 or the distance between the arguments

in the sentence is greater than 5 (if the relation is

binary) or 8 (if the relation is n-ary) discard this tu-

ple. These thresholds were determined by a param-

eter search over a small dataset.

Order of Sentences for Extraction: An optimal

ordering policy would apply SRL-IE first to the sen-

tences where TEXTRUNNER has low precision and

leave the sentences that seem malformed (e.g., in-

complete sentences, two sentences spliced together)

for last. As we have seen, the distance between the

first and last argument is a good indicator for TEX-

TRUNNER precision. Moreover, a confidence value

of 0.0 by TEXTRUNNER’s CRF classifier is good ev-

idence that the sentence may be malformed and is

unlikely to contain a valid relation.

We rank sentences S in the following way, with

SRL-IE processing sentences from highest ranking

to lowest: if CRF.confidence = 0.0 then S.rank = 0,

else S.rank = average distance between pairs of ar-

guments for all tuples extracted by TEXTRUNNER

from S.

While this ranking system orders sentences ac-

cording to which sentence is likely to yield maxi-

mum new information, it misses the cost of compu-

tation. To account for computation time, we also

estimate the amount of time SRL-IE will take to

process each sentence using a linear model trained

on the sentence length. We then choose the sentence
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that maximizes information gain divided by compu-

tation time.

6.1 Properties of Hybrid Extractors

The choice between the two hybrid systems is a

trade-off between recall and precision: RECALLHY-

BRID guarantees the best recall, since it does not lose

any extractions, while PRECHYBRID is designed to

maximize the early boost in precision. The evalua-

tion in the next section bears out these expectations.

6.2 Evaluation of Hybrid Extractors

Figure 3(a) and Figure 4(a) report the precision of

each system for binary and n-ary extractions mea-

sured against available computation time. PRECHY-

BRID starts at slightly higher precision due to our

filtering of potentially low quality extractions from

TEXTRUNNER. For binary this precision is even

better than SRL-IE’s. It gradually loses precision

until it reaches SRL-IE’s level. RECALLHYBRID

improves on TEXTRUNNER’s precision, albeit at a

much slower rate and remains worse than SRL-IE

and PRECHYBRID throughout.

The recall for binary and n-ary extractions are

shown in Figure 3(b) and Figure 4(b), again mea-

sured against available time. While PRECHYBRID

significantly improves on TEXTRUNNER’s recall, it

does lose recall compared to RECALLHYBRID, es-

pecially for n-ary extractions. PRECHYBRID also

shows a large initial drop in recall due to filtering.

Lastly, the gains in precision from PRECHYBRID

are offset by loss in recall that leaves the F1 mea-

sure essentially identical to that of RECALLHYBRID

(Figures 3(c),4(c)). However, for a fixed time bud-

get both hybrid F-measures are significantly bet-

ter than TEXTRUNNER and SRL-IE F-measures

demonstrating the power of the hybrid extractors.

Both methods reach a much higher F1 than TEX-

TRUNNER: a gain of over 0.15 in half SRL-IE’s

processing time and over 0.3 after the full process-

ing time. Both hybrids perform better than SRL-IE

given equal processing time.

We believe that most often constructing a higher

quality database of facts with a relatively lower

recall is more useful than vice-versa, making

PRECHYBRID to be of wider applicability than RE-

CALLHYBRID. Still the choice of the actual hybrid

extractor could change based on the task.

7 Related Work

Open information extraction is a relatively recent

paradigm and hence, has been studied by only a

small number of researchers. The most salient is

TEXTRUNNER, which also introduced the model

(Banko et al., 2007; Banko and Etzioni, 2008).

A version of KNEXT uses heuristic rules and syn-

tactic parses to convert a sentence into an unscoped

logical form (Van Durme and Schubert, 2008). This

work is more suitable for extracting common sense

knowledge as opposed to factual information.

Another Open IE system, Kylin (Weld et al.,

2008), suggests automatically building an extractor

for each relation using self-supervised training, with

training data generated using Wikipedia infoboxes.

This work has the limitation that it can only extract

relations expressed in Wikipedia infoboxes.

A paradigm related to Open IE is Preemptive IE

(Shinyama and Sekine, 2006). While one goal of

Preemptive IE is to avoid relation-specificity, Pre-

emptive IE does not emphasize Web scalability,

which is essential to Open IE.

(Carlson et al., 2009) presents a semi-supervised

approach to information extraction on the Web. It

learns classifiers for different relations and couples

the training of those classifiers with ontology defin-

ing constraints. While we attempt to learn unknown

relations, it learns a pre-defined set of relations.

Another related system is WANDERLUST (Akbik

and Broß, 2009). The authors of this system anno-

tated 10,000 sentences parsed with LinkGrammar,

resulting in 46 general linkpaths as patterns for rela-

tion extraction. With these patterns WANDERLUST

extracts binary relations from link grammar link-

ages. In contrast to our approaches, this requires a

large set of hand-labeled examples.

USP (Poon and Domingos, 2009) is based on

Markov Logic Networks and attempts to create a

full semantic parse in an unsupervised fashion. They

evaluate their work on biomedical text, so its appli-

cability to general Web text is not yet clear.

8 Discussion and Future Work

The Heavy Tail: It is well accepted that informa-

tion on the Web is distributed according to Zipf’s
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Figure 3: (a) Precision for binary extractions for PRECHYBRID starts higher than the precision of SRL-IE. (b) Recall

for binary extractions rises over time for both hybrid systems, with PRECHYBRID starting lower. (c) Hybrid extractors

obtain the best F-measure given a limited budget of computation time.
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Figure 4: (a) PRECHYBRID also gives a strong boost to precision for n-ary extractions. (b) Recall for n-ary extractions

for RECALLHYBRID starts substantially higher than PRECHYBRID and finally reaches much higher recall than SRL-

IE alone. (c) F-measure for n-ary extractions. The hybrid extractors outperform others.

Law (Downey et al., 2005), implying that there is a

heavy tail of facts that are mentioned only once or

twice. The prior work on Open IE ascribes prime

importance to redundancy based validation, which,

as our results show (Figures 1(b), 2(b)), captures a

very tiny fraction of the available information. We

believe that deeper processing of text is essential to

gather information from this heavy tail. Our SRL-

IE extractor is a viable algorithm for this task.

Understanding SRL Components: UIUC-SRL

as well as other SRL algorithms have different sub-

components – parsing, argument classification, joint

inference, etc. We plan to study the effective con-

tribution of each of these components. Our hope is

to identify the most important subset, which yields

a similar quality at a much reduced computational

cost. Another alternative is to add the best perform-

ing component within TEXTRUNNER.

9 Conclusions

This paper investigates the use of semantic features,

in particular, semantic role labeling for the task of

open information extraction. We describe SRL-IE,

the first SRL based Open IE system. We empirically

compare the performance of SRL-IE with TEX-

TRUNNER, a state-of-the-art Open IE system and

find that on average SRL-IE has much higher re-

call and precision, however, TEXTRUNNER outper-

forms in precision for the case of highly redundant

or high locality extractions. Moreover, TEXTRUN-

NER is over 2 orders of magnitude faster.

These complimentary strengths help us design hy-

brid extractors that achieve better performance than

either system given a limited budget of computation

time. Overall, we provide evidence that, contrary to

belief in the Open IE literature (Banko and Etzioni,

2008), semantic approaches have a lot to offer for

the task of Open IE and the vision of machine read-

ing.
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Abstract 

In this paper, we present empirical results on 

the challenge of learning to read. That is, giv-

en a handful of examples of the concepts and 

relations in an ontology and a large corpus, 

the system should learn to map from text to 

the concepts/relations of the ontology. In this 

paper, we report contrastive experiments on 

the recall, precision, and F-measure (F) of the 

mapping in the following conditions: (1) em-

ploying word-based patterns, employing se-

mantic structure, and combining the two; and 

(2) fully automatic learning versus allowing 

minimal questions of a human informant. 

1 Introduction 

This paper reports empirical results with an algo-

rithm that “learns to read” text and map that text 

into concepts and relations in an ontology specified 

by the user. Our approach uses unsupervised and 

semi-supervised algorithms to harness the diversity 
and redundancy of the ways concepts and relations 

are expressed in document collections. Diversity 

can be used to automatically generate patterns and 

paraphrases for new concepts and relations to 

boost recall. Redundancy can be exploited to au-

tomatically check and improve the accuracy of 

those patterns, allowing for system learning with-

out human supervision.  

For example, the system learns how to recog-

nize a new relation (e.g. invent), starting from 5-20 

instances (e.g. Thomas Edison + the light bulb). 

The system iteratively searches a collection of 

documents to find sentences where those instances 

are expressed (e.g. “Thomas Edison’s patent for 
the light bulb”), induces patterns over textual fea-

tures found in those instances (e.g. pa-

tent(possessive:A, for:B)), and repeats the cycle by 

applying the generated patterns to find additional 

instances followed by inducing more patterns from 

those instances. Unsupervised measures of redun-

dancy and coverage are used to estimate the relia-

bility of the induced patterns and learned instances; 

only the most reliable are added, which minimizes 

the amount of noise introduced at each step.  

There have been two approaches to evaluation 

of mapping text to concepts and relations: Auto-

matic Content Extraction (ACE)
1
 and Knowledge 

Base Population (KBP)
2
. In ACE, complete ma-

nual annotation for a small corpus (~25k words) 

was possible; thus, both recall and precision could 

be measured across every instance in the test set. 

This evaluation can be termed micro reading in 

that it evaluates every concept/relation mention in 

the corpus. In ACE, learning algorithms had 

roughly 300k words of training data.  

By contrast, in KBP, the corpus of documents 

in the test set was too large for a complete answer 

key. Rather than a complete answer key, relations 

were extracted for a list of entities; system output 

was pooled and judged manually. This type of 

reading has been termed macro reading3
, since 

finding any instance of the relation in the 1.3M 

document corpus is measured success, rather than 

finding every instance. Only 118 queries were pro-

vided, though several hundred were created and 

distributed by participants.  

In the study in this paper, recall, precision, and 

F are measured for 11 relations under the following 

contrastive conditions 

                                                          
1 http://www.nist.gov/speech/tests/ace/ 
2 http://apl.jhu.edu/~paulmac/kbp.html  
3 See http://rtw.ml.cmu.edu/papers/mitchell-iswc09.pdf   
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1. Patterns based on words vs. predicate-

argument structure vs. combining both. 

2. Fully automatic vs. a few periodic res-

ponses by humans to specific queries. 

Though many prior studies have focused on 

precision, e.g., to find any text justification to an-

swer a question, we focus equally on recall and 

report recall performance as well as precision. This 

addresses the challenge of finding information on 

rarely mentioned entities (no matter how challeng-

ing the expression). We believe the effect will be 

improved technology overall. We evaluate our sys-

tem in a micro-reading context on 11 relations. In a 

fully automatic configuration, the system achieves 

an F of .48 (Recall=.37, Precision=.68). With li-

mited human intervention, F rises to .58 (Re-

call=.49, Precision=.70). We see that patterns 

based on predicate-argument structure (text 

graphs) outperform patterns based on surface 

strings with respect to both precision and recall. 

Section 2 describes our approach; section 3, 

some challenges; section 4, the implementation; 

section 5, evaluation; section 6, empirical results 

on extraction type; section 7, the effect of periodic, 

limited human feedback; section 8, related work; 

and section 9, lessons learned and conclusions. 

2 Approach 

Our approach for learning patterns that can be used 

to detect relations is depicted in Figure 1. Initially, 

a few instances of the relation tuples are provided, 

along with a massive corpus, e.g., the web or the 

gigaword corpus from the Linguistic Data Consor-

tium (LDC). The diagram shows three inventor-

invention pairs, beginning with Thomas Edi-
son…light bulb. From these, we find candidate 

sentences in the massive corpus, e.g., Thomas Edi-
son invented the light bulb. Features extracted from 

the sentences retrieved, for example features of the 

text-graph (the predicate-argument structure con-

necting the two arguments), provide a training in-

stance for pattern induction. The induced patterns 

are added to the collection (database) of patterns.

Running the extended pattern collection over the 

corpus finds new, previously unseen relation 

tuples. From these new tuples, additional sentences 

which express those tuples can be retrieved, and 

the cycle of learning can continue. 

There is an analogous cycle of learning con-

cepts from instances and the large corpus; the ex-

periments in this paper do not report on that paral-

lel learning cycle. 

Figure 1: Approach to Learning Relations 

At the i
th
 iteration, the steps are 

1. Given the set of hypothesized instances of the 

relation (triples HTi), find instances of such 

triples in the corpus. (On the first iteration, 

“hypothesized” triples are manually-generated 

seed examples.) 

2. Induce possible patterns. For each proposed 

pattern P: 

a. Apply pattern P to the corpus to generate a 

set of triples TP

b. Estimate precision as the confidence-

weighted average of the scores of the 

triples in TP. Reduce precision score by the 

percentage of triples in TP that violate us-

er-specified relation constraints (e.g. arity 

constraints described in 4.3)  

c. Estimate recall as the confidence-weighted 

percentage of triples in HTi found by the 

pattern 

3. Identify a set of high-confidence patterns HPi

using cutoffs automatically derived from rank-

based curves for precision, recall, and F-

measure (α=0.7) 

4. Apply high-confidence patterns to a Web-scale 

corpus to hypothesize new triples. For each 

proposed triple T 

a. Estimate score(T) as the expected proba-

bility that T is correct, calculated by com-

bining the respective precision and recall 

scores of all of the patterns that did or did 

not return it (using the Naïve Bayes as-

sumption that all patterns are independent) 

b. Estimate confidence(T) as the percentage 

of patterns in HPi by which T was found 

5. Identify a set of high-confidence triples HTi+1
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using cutoffs automatically derived from rank

based curves; use these triples to begin the 

next iteration 

3 Challenges 

The iterative cycle of learning we describe above 

has most frequently been applied for 

reading tasks. However, here we are interested in 

measuring performance for micro-

are several reasons for wanting to measure perfo

mance in a micro-reading task:  

• For information that is rare (e.g. relations 

about infrequently mentioned entities), a m

cro-reading paradigm may more accurately 

predict results. 

• For some tasks or domains micro

be all that we can do-- the actual corpus of i

terest may not be macro-scaled.

• Macro-reading frequently utilizes statistics of 

extraction targets from the whole corpus to 

improve its precision. Therefore, i

micro-reading could improve the precision of 

macro-reading.  

• Because we are measuring performance in a 

micro-reading context, recall at the instance 

level is as important as precision.

ly, our learning system must learn to predict

patterns that incorporate nominal and pron

minal mentions.  

• Furthermore, while the approach we describe 

makes use of corpus-wide statistics during the 

learning process, during pattern application we 

limit ourselves to only information from within 

a single document (and in practice primarily 

within a single sentence). Our evaluation 

measures performance at the instance

4 Implementation 

4.1 Pattern Types 

Boschee et al.(2008) describes two types of pa

terns: patterns that rely on surface strings and pa

terns that rely only on two types of syntactic

structure. We diverge from that early work by a

                                                          
4Our evaluation measures only performance in extracti

relation: that is if the text of sentence implies to an annot

that the relation is present, then the annotator ha

structed to mark the sentence as correct (regardles

or not outside knowledge contradicts this fact).

using cutoffs automatically derived from rank-

rves; use these triples to begin the 

The iterative cycle of learning we describe above 

has most frequently been applied for macro-

However, here we are interested in 

-reading. There 

several reasons for wanting to measure perfor-

For information that is rare (e.g. relations 

about infrequently mentioned entities), a mi-

reading paradigm may more accurately 

For some tasks or domains micro-reading may 

the actual corpus of in-

scaled.

reading frequently utilizes statistics of 

targets from the whole corpus to 

Therefore, improving 

the precision of 

Because we are measuring performance in a 

reading context, recall at the instance 

level is as important as precision. Consequent-

learn to predict

patterns that incorporate nominal and prono-

Furthermore, while the approach we describe 

wide statistics during the 

learning process, during pattern application we 

limit ourselves to only information from within 

a single document (and in practice primarily 

Our evaluation 

measures performance at the instance-level
4
.  

two types of pat-

patterns that rely on surface strings and pat-

two types of syntactic-

early work by al-

ur evaluation measures only performance in extracting the 

that is if the text of sentence implies to an annotator 

that the relation is present, then the annotator has been in-

structed to mark the sentence as correct (regardless of whether 

contradicts this fact).  

lowing more expressive surface-string patterns: our 

surface-string patterns can include wild

lowing the system to make match

omitting words). For example for

tim), the system learns the pattern 

assassinated <VICTIM>, which correctly match

Booth, with hopes of a resurgent Confederacy in 

mind, cruelly assassinated Lincoln
We also diverge from the earlier 

making use of patterns based on the 

predicate-argument structure and not dependency 

parses. The normalized predicate

tures (text-graphs) are built by performing a set of 

rule-based transformations on the syntactic parse 

of a sentence. These transformations include fi

ing the logical subject and object for each verb, 

resolving some traces, identifying temporal arg

ments, and attaching other verb arguments with 

lexicalized roles (e.g. ‘of’ in Figure 

ing graphs allow both noun and verb predicates.

Manually created patterns using

have been successfully used for event detection 

and template-based question answering.

graph structures have also served as useful feature

in supervised, discriminative models for relation 

and event extraction. While 

the experiments described 

here do not include depen-

dency tree paths, we do 

allow arbitrarily large text 

graph patterns.  

4.2 Co-Reference 

Non-named mentions are essential for a

high instance-level recall. In certain cases, a 

tion is most clearly and frequently e

pronouns and descriptions (e.g 

relation child).5 Because non-named instances a

pear in different constructions than named i

stances, we need to learn patterns that will appear

in non-named contexts. Thus, c

mation is used during pattern induction to extract 

patterns from sentences where the hypothesized 

triples are not explicitly mentioned. In particular

any mention that is co-referent with the desired 

entity can be used to induce a pattern.

for 7 types of entities is produced by SERIF, a 

                                                          
5 The structure of our noun-predicates allows us to learn lex

calized patterns in cases like this. For her father 

induce the pattern n:father:<ref>PARENT, 

Figure 2: 

string patterns: our 

string patterns can include wild-cards (al-

matches which require 

for kill(agent, vic-

system learns the pattern <AGENT> <...> 
, which correctly matches 

Booth, with hopes of a resurgent Confederacy in 

mind, cruelly assassinated Lincoln.  

earlier work by only 

making use of patterns based on the normalized 

argument structure and not dependency 

parses. The normalized predicate-argument struc-

graphs) are built by performing a set of 

based transformations on the syntactic parse 

These transformations include find-

ing the logical subject and object for each verb, 

, identifying temporal argu-

ments, and attaching other verb arguments with 

Figure 2). The result-

ing graphs allow both noun and verb predicates.  

using this structure 

have been successfully used for event detection 

based question answering. The text 

graph structures have also served as useful features 

in supervised, discriminative models for relation 

named mentions are essential for allowing 

In certain cases, a rela-

tion is most clearly and frequently expressed with 

pronouns and descriptions (e.g her father for the 

named instances ap-

pear in different constructions than named in-

stances, we need to learn patterns that will appear 

. Thus, co-reference infor-

mation is used during pattern induction to extract 

patterns from sentences where the hypothesized 

triples are not explicitly mentioned. In particular, 

referent with the desired 

entity can be used to induce a pattern. Co-reference 

7 types of entities is produced by SERIF, a 

                  
predicates allows us to learn lexi-

her father we would 

:father:<ref>PARENT, <pos>CHILD. 

: Text Graph Pattern 
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state of the art information extraction engine.

manually determined confidence threshold is used 

to discard mentions where co-reference certainty is 

too low. 

During pattern matching, co-reference is used 

to find the “best string” for each element of the 

matched triple. In particular, pronouns and descri

tors are replaced by their referents; and abbreviat

names are replaced by full names.

cannot be resolved to a description or a name, or i

the co-reference threshold falls below a manually 

determined threshold, then the match is discarded.

Pattern scoring requires that we compare i

stances of triples across the whole corpus.  If the

instances were compared purely on the basis of 

strings, in many cases the same entity would a

pear as distinct (e.g. US, United States)
would interfere with the arity constraints describe

below.  To alleviate this challenge, we u

base of name strings that have been shown to be 

equivalent with a combination of edit

extraction statistics (Baron & Freedman

Thus, for triple(tP) and hypothesized triples (HT

if tP∉HTi, but can be mapped via the equivalent 

names database to some triple tP’

score and confidence are adjusted

tP’, weighted by the confidence of the equivalence.

4.3 Relation Set and Constraints

We ran experiments using 11 relation types. The 

relation types were selected as a subset of the rel

tions that have been proposed for DARPA’s m

chine reading program. In addition to seed 

examples, we provided the learning system with 

three types of constraints for each relation: 

Symmetry: For relations where R(X,Y)

R(Y,X), the learning (and scoring process), norm

lizes instances of the relation so that R(X,Y

R(Y,X) are equivalent.  

Arity: For each argument of the relation, pr

vide an expected maximum number of instances 

per unique instance of the other argument.

numbers are intentionally higher than the expected 

true value to account for co-referen

Patterns that violate the arity constraint (e.g 

v:accompanied(<obj>=<X>, <sub>=<Y>
pattern for spouse) are penalized.  This is one way 

of providing negative feedback during the uns

pervised training process.  

Argument Type: For each argument, specify 

state of the art information extraction engine. A 

manually determined confidence threshold is used 

reference certainty is 

reference is used 

nd the “best string” for each element of the 

In particular, pronouns and descrip-

tors are replaced by their referents; and abbreviated 

If any pronoun 

cannot be resolved to a description or a name, or if 

reference threshold falls below a manually 

determined threshold, then the match is discarded.

Pattern scoring requires that we compare in-

stances of triples across the whole corpus.  If these 

instances were compared purely on the basis of 

y cases the same entity would ap-

US, United States). This 

would interfere with the arity constraints described 

below.  To alleviate this challenge, we use a data-

name strings that have been shown to be 

tion of edit-distance and 

& Freedman, 2008). 

) and hypothesized triples (HTi), 

, but can be mapped via the equivalent 

’∈HTi, then its 

towards that of 

’, weighted by the confidence of the equivalence.

Relation Set and Constraints

We ran experiments using 11 relation types. The 

relation types were selected as a subset of the rela-

tions that have been proposed for DARPA’s ma-

program. In addition to seed 

examples, we provided the learning system with 

three types of constraints for each relation: 

: For relations where R(X,Y) = 

R(Y,X), the learning (and scoring process), norma-

lizes instances of the relation so that R(X,Y) and 

For each argument of the relation, pro-

vide an expected maximum number of instances 

per unique instance of the other argument. These 

numbers are intentionally higher than the expected 

reference mistakes. 

Patterns that violate the arity constraint (e.g 

v:accompanied(<obj>=<X>, <sub>=<Y> as a 

This is one way 

of providing negative feedback during the unsu-

For each argument, specify 

the expected class of entities for this argument.

Entity types are one of the 7 ACE types 

Organization, Geo-political entity, Location, Faci

ity, Weapon, Vehicle) or Date.

tem only allows instance proposals when the types 

are correct. Potentially, the system could use pa

tern matches that violate type constraints as an a

ditional type of negative example.

implementation would need to account for the fact 

that in some cases, potentially too general pa

are quite effective when the type constraints are 

met. For example, for the relation 

ployed(PERSON, ORGANIZATION)
<PER> is a fairly precise pattern, despite clearly 

being overly general without the type constraints.

In our relation set, only two relations (

and spouse) are symmetric. Table 

the other constraints. ACE types/dates are in co

umns labeled with the first letter of t

type (A is arity). We have only included those 

types that are an argument for some relation

Table 1: Argument types of the test relations

4.4 Corpus and Seed Examples

While many other experiments using this approach

have used web-scale corpora, we chose to include 

Wikipedia articles as well as Gigaword

vide additional instances of information (e.g. 

birthDate and sibling) that is uncommon in news.

For each relation type, 20 seed

selected randomly from the corpus by using a 

combination of keyword search and an ACE e

traction system to identify passages that were lik

ly to contain the relations of interest.

seed example was guaranteed to occur at least once 

in a context that indicated the relation was present.

5 Evaluation Framework

To evaluate system performance, we ran two sep

the expected class of entities for this argument.

Entity types are one of the 7 ACE types (Person, 

political entity, Location, Facil-

Currently the sys-

sals when the types 

are correct. Potentially, the system could use pat-

tern matches that violate type constraints as an ad-

ditional type of negative example. Any 

implementation would need to account for the fact 

too general patterns 

are quite effective when the type constraints are 

met. For example, for the relation em-

ployed(PERSON, ORGANIZATION), <ORG>’s
<PER> is a fairly precise pattern, despite clearly 

being overly general without the type constraints.   

only two relations (sibling

Table 1 below includes 

ACE types/dates are in col-

umns labeled with the first letter of the name of the 

. We have only included those 

types that are an argument for some relation. 

: Argument types of the test relations  

Corpus and Seed Examples

While many other experiments using this approach

scale corpora, we chose to include 

Wikipedia articles as well as Gigaword-3 to pro-

vide additional instances of information (e.g. 

is uncommon in news.

For each relation type, 20 seed-examples were 

from the corpus by using a 

combination of keyword search and an ACE ex-

traction system to identify passages that were like-

ly to contain the relations of interest. As such, each 

seed example was guaranteed to occur at least once 

he relation was present.  

performance, we ran two sepa-
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rate annotation-based evaluations, the first mea

ured precision, and the second measure

To measure overall precision, we ran each sy

tem’s patterns over the web-scale corpora, and 

randomly sampled 200 of the instances it found

These instances were then manually 

whether they conveyed the intended relation or not.

The system precision is simply the percentage of 

instances that were judged to be correct.

To measure recall, we began by randomly s

lecting 20 test-examples from the corpus, using the 

same process that we used to select the training 

seeds (but guaranteed to be distinct from the trai

ing seeds). We then searched the web

for sentences that might possibly link these test 

examples together (whether directly or via co

reference). We randomly sampled this set of se

tences, choosing 10 sentences for each test

example, to form a collection of 200 sentences 

which were likely to convey the desired relation.

These sentences were then manually annotated to 

indicate which sentences actually convey the d

sired relation; this set of sentences forms the 

test set. Once a recall set had been created for each 

relation, a system’s recall could be

running that system’s patterns over the documents 

in the recall set, and checking what percentage of 

the recall test sentences it correctly identified.

We intentionally chose to sample 10 sentences 

from each test example, rather than sampling from 

the set of all sentences found for any of the test

examples, in order to prevent one or two very 

common instances from dominating the recall set.

As a result, the recall test set is somewhat biased

away from “true” recall, since it places a higher 

weight on the “long tail” of instances.

we believe that this gives a more accurate indic

tion of the system’s ability to find novel instance

of a relation (as opposed to novel ways of talking 

about known instances).   

6 Effect of Pattern Type 

As described in 4.1, our system is capable of lear

ing two classes of patterns: surface

text-graphs. We measured our system’s perfo

mance on each of the relation types after twenty 

                                                          
6 While the system provides estimated precision for each pa

tern, we do not evaluate over the n-best matches. All patterns 

with estimated confidence above 50%  are treated eq

sample from the set of matches produced by these pa

based evaluations, the first meas-

precision, and the second measured recall.  

, we ran each sys-

scale corpora, and 

pled 200 of the instances it found
6
. 

These instances were then manually assessed as to 

the intended relation or not.

The system precision is simply the percentage of 

o be correct.

we began by randomly se-

examples from the corpus, using the 

same process that we used to select the training 

(but guaranteed to be distinct from the train-

We then searched the web-scale corpus 

for sentences that might possibly link these test 

examples together (whether directly or via co-

We randomly sampled this set of sen-

tences, choosing 10 sentences for each test-

example, to form a collection of 200 sentences 

convey the desired relation.

These sentences were then manually annotated to 

indicate which sentences actually convey the de-

set of sentences forms the recall 
Once a recall set had been created for each 

could be evaluated by 

running that system’s patterns over the documents 

in the recall set, and checking what percentage of 

the recall test sentences it correctly identified.

We intentionally chose to sample 10 sentences 

ple, rather than sampling from 

the set of all sentences found for any of the test

examples, in order to prevent one or two very 

common instances from dominating the recall set.

As a result, the recall test set is somewhat biased 

nce it places a higher 

weight on the “long tail” of instances. However, 

we believe that this gives a more accurate indica-

tion of the system’s ability to find novel instances 

(as opposed to novel ways of talking 

, our system is capable of learn-

surface-strings and 

graphs. We measured our system’s perfor-

ance on each of the relation types after twenty 

precision for each pat-

best matches. All patterns 

with estimated confidence above 50%  are treated equally. We  

sample from the set of matches produced by these patterns.  

iterations. In each iteration, the system can learn 

multiple patterns of either type.

no penalty for learning overlapping pattern types. 

For example, in the first iteration for the relation

killed(), the system learns both the surface

pattern <AGENT> killed <VICTIM
graph pattern: v:killed(<sub>=<AGENT>, 

<obj>=<VICTIM>). During decoding, if multiple 

patterns match the same relation instance, the sy

tem accepts the relation instance, but does not 

make use of the additional information that there 

were multiple supporting patterns. 

Figure 3: Precision of Pattern Types by Relation

Figure 4: Recall of Pattern Type by 

Figure 5: F-Score of Pattern Type by Relation

Figure 3, Figure 4, and Figure 5 plot precision, 

recall, and F-score for each of the 11 relations 

showing performance of all patterns vs. only text

graph patterns vs. only surface-string patterns.

• For most relations, the text-graph patterns pr

vide both higher precision and higher recall 

than the surface-string patterns. 

cision of the text-graph patterns for 

the result of the system learning a number of 

overly general patterns that correlate with a

tacks, but do not themselves indicate the pre

In each iteration, the system can learn 

There is currently 

no penalty for learning overlapping pattern types. 

or example, in the first iteration for the relation

(), the system learns both the surface-string 

<AGENT> killed <VICTIM> and the text-

v:killed(<sub>=<AGENT>, 

During decoding, if multiple 

patterns match the same relation instance, the sys-

n instance, but does not 

make use of the additional information that there 

were multiple supporting patterns. 

: Precision of Pattern Types by Relation

Relation

Score of Pattern Type by Relation

plot precision, 

score for each of the 11 relations 

mance of all patterns vs. only text-

string patterns.

graph patterns pro-

vide both higher precision and higher recall 

string patterns. The lower pre-

graph patterns for attackOn is 

the result of the system learning a number of 

overly general patterns that correlate with at-

tacks, but do not themselves indicate the pres-
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ence of an attack.  For instance, the system 

learns patterns with predicates said 

Certainly, governments often make statements 

on the date of an attack and troops arrive in a 

location before attacking, but both patterns will 

produce a large number of spurious instances.

• While text-graph patterns typically have

precision than the combined pattern set, su

face-string patterns provide enough improv

ment in recall that typically the all

score is higher than the text-graph F

Figure 6: Text-Graph and Surface-String 

A partial explanation for the higher recall and 

precision of the text-graph patterns is illustrated in 

Figure 6 which presents a simple surface

pattern and a simple text-graph pattern that appear 

to represent the same information. On the right of 

the figure are three sentences. The text

tern correctly identifies the agent
each sentence. However, the surface

misses the killed() relation in the first sentence and 

misidentifies the victim in the second sentence. The 

false-alarm in the second sentence would have

been avoided by a system that restricted itself to 

matching named instances, but as described above 

in section 4.2, for the micro-reading task described 

here, detecting relations with pronouns is critical. 

While we allowed the creation of text

patterns with arbitrarily long paths between the 

arguments, in practice, the system rarely learned 

such patterns. For the relation killed(Agent, Vi
tim), we learned 8 patterns that have more than one 

predicate (compared to 22 that only have a single 

predicate). For the relation 

tion(Victim, Location), the system learned 28 pa

terns with more than 1 predicate (compared with 

20 containing only 1 predicate). In

precision of the longer patterns was higher, but 

their recall was significantly lower.

killedInLocation, none of the longer path patterns 

matched any of the examples in our recall set.

One strength of text-graph patterns is

for intelligent omission of overly specific text

example, ignoring ‘during a buglary’

For instance, the system 

said and arrive.

Certainly, governments often make statements 

and troops arrive in a 

location before attacking, but both patterns will 

produce a large number of spurious instances.

graph patterns typically have higher 

precision than the combined pattern set, sur-

string patterns provide enough improve-

ment in recall that typically the all-pattern F-

graph F-score. 

String Patterns 

A partial explanation for the higher recall and 

graph patterns is illustrated in 

which presents a simple surface-string 

graph pattern that appear 

to represent the same information. On the right of 

the figure are three sentences. The text-graph pat-

agent and victim in 

each sentence. However, the surface-string pattern, 

() relation in the first sentence and 

in the second sentence. The 

alarm in the second sentence would have

been avoided by a system that restricted itself to 

matching named instances, but as described above 

reading task described 

ecting relations with pronouns is critical. 

While we allowed the creation of text-graph 

patterns with arbitrarily long paths between the 

arguments, in practice, the system rarely learned 

killed(Agent, Vic-
patterns that have more than one 

predicate (compared to 22 that only have a single 

predicate). For the relation killedInLoca-
, the system learned 28 pat-

more than 1 predicate (compared with 

In both cases, the 

precision of the longer patterns was higher, but 

their recall was significantly lower. In the case of 

none of the longer path patterns 

matched any of the examples in our recall set.  

graph patterns is allowing 

overly specific text, for 

during a buglary’ in Figure 6. 

Surface string patterns can include 

for surface string patterns, the omission

tactically defined. Approximately 30% of surface 

string patterns included one wild

tional 17% included two. Figure 

aged precision and recall for text

surface-string patterns. The final three columns 

break the surface-string patterns down by the nu

ber of wild-cards. It appears that with one, the pa

terns remain reasonably precise, but the addition o

a second wild-card drops precision by more than 

50%. The presence of wild-card

recall, but surface-string patterns do not reach the 

level of recall of text-graph patterns.
 Text Graph Surface String

All No

Precision 0.75 0.61 0.72

Recall 0.32 0.22 0.16

Figure 7: Performance by Number of 

7 Effect of Human Review

In addition to allowing the system to self

completely unsupervised manner, we ran a parallel 

set of experiments where the system was given 

limited human guidance. At the end of 

5, 10, and 20, a person provided 

of feedback (on average 5 minutes)

was presented with five patterns

matched instances for each pattern.

able to provide two types of feedback:

• The pattern is correct/incorrect (e.g. 

<EMPLOYEE> said <ORGANIZATION> is 

an incorrect pattern for employ(

• The matched instances are correct/incorrect 

(e.g. ‘Bob received a diploma from 

correct instance, even if the pattern that pr

duced it is debatable (e.g. v:<received> 
subj:PERSON, from:ORGANIZATION

rect instance can also produce a new

to-be correct seed.  

Pattern judgments are stored in the database and 

incorporated as absolute truth. Instance judgments 

provide useful input into pattern scoring.

were selected for annotation using 

combines their estimated f-measure; the

cy; and their dissimilarity to patterns that

previously chosen for annotation.

instances for each pattern are randomly sampled, to 

ensure that the resulting annotation 

derive an unbiased precision estima

include wild-cards, but 

the omission is not syn-

Approximately 30% of surface 

wild-card. An addi-

Figure 7 presents aver-

for text-graph and 

The final three columns 

string patterns down by the num-

It appears that with one, the pat-

terns remain reasonably precise, but the addition of 

precision by more than 

patterns improves 

string patterns do not reach the 

graph patterns.  
Surface String

No-* 1-* 2-* 

0.72 0.69 0.30 

0.16 0.10 0.09 

by Number of WildCards (*) 

Effect of Human Review

In addition to allowing the system to self-train in a 

completely unsupervised manner, we ran a parallel 

set of experiments where the system was given 

At the end of iterations 1, 

, a person provided under 10 minutes 

of feedback (on average 5 minutes). The person 

patterns, and five sample 

matched instances for each pattern. The person was 

able to provide two types of feedback:

The pattern is correct/incorrect (e.g. 

<ORGANIZATION> is 

an incorrect pattern for employ(X,Y)) 

The matched instances are correct/incorrect 

received a diploma from MIT’ is a 

correct instance, even if the pattern that pro-

v:<received> 
subj:PERSON, from:ORGANIZATION). A cor-

rect instance can also produce a new known-

Pattern judgments are stored in the database and 

Instance judgments 

provide useful input into pattern scoring. Patterns 

using a score that

easure; their frequen-

cy; and their dissimilarity to patterns that were 

hosen for annotation. The matched 

randomly sampled, to 

ensure that the resulting annotation can be used to 

derive an unbiased precision estimate. 
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Figure 8, Figure 9, and Figure 10

recall, and F-score at iterations 5 and 20 for the 

system running in a fully unsupervised manner and 

one allowing human intervention.  

Figure 8: Precision at Iterations 5 and 20 for the Uns

pervised System and the System with Intervention

Figure 9: Recall at Iterations 5 and 20 for 

vised System and the System with Intervention

Figure 10: F-Score at Iterations 5 and 20 for the Uns

pervised System and the System with Intervention

For two relations: child and sibling

proved dramatically with human intervention. By 

inspecting the patterns produced by the system, we 

see that in case of sibling without intervention, the 

system only learned the relation ‘brother’
the relation ‘sister.’ The limited feedback from a 

person was enough to allow the system to learn 

patterns for sister as well, causing the significantly 

improved recall. We see smaller, but frequently 

significant improvements in recall in a number of 

other relations. Interestingly, for different relat

the recall improvements are seen at different iter

tions. For sibling, the jump in recall appears within 

the first five iterations. Contrastingly, for 

School, there is a minor improvement in recall a

10 plot precision, 

score at iterations 5 and 20 for the 

fully unsupervised manner and 

: Precision at Iterations 5 and 20 for the Unsu-

pervised System and the System with Intervention

and 20 for the Unsuper-

System with Intervention

Score at Iterations 5 and 20 for the Unsu-

pervised System and the System with Intervention

sibling, recall im-

atically with human intervention. By 

inspecting the patterns produced by the system, we 

without intervention, the 

brother’ and not 

The limited feedback from a 

nough to allow the system to learn 

as well, causing the significantly 

improved recall. We see smaller, but frequently 

significant improvements in recall in a number of 

other relations. Interestingly, for different relations, 

the recall improvements are seen at different itera-

the jump in recall appears within 

the first five iterations. Contrastingly, for attend-
, there is a minor improvement in recall af-

ter iteration 5, but a much larger improvement afte

iteration 20. For child, there is actually a small d

crease in recall after 5 iterations, but after 20 iter

tions, the system has dramatically improved. 

The effect on precision is similarly varied. For 

9 of the 11, human intervention improves prec

sion; but the improvement is never as dramatic as 

the improvement in recall. For precision, the 

strongest improvements in performance appear in 

the early iterations. It is unclear whether this mer

ly reflects that bootstrapping is likely to become 

less precise over time (as it learns

or if early feedback is truly better for improving 

precision.  

In the case of attackOn, even with 

vention, after iteration 10, the system begins to 

learn very general patterns of the type described in 

the previous section (e.g. <said in:LOCATION 
on:DATE> as a pattern indicating an attack

patterns may be correlated with experiencing an 

attack but are not themselves evidence of an attack

Because the overly general patterns do in fact co

relate with the presence of an attack, the positive

examples provided by human intervention may in 

fact produce more such patterns. 

There is an interaction between improved prec

sion and improved recall. If a system is very i

precise at iteration n, the additional instances that it 

proposes may not reflect the relation and be so di

ferent from each other that the system becomes 

unable to produce good patterns that improve r

call. Conversely, if recall at iteration 

produce a sufficiently diverse set of instances, it

will be difficult for the system to generate 

stances that are used to estimate pattern precision. 

8 Related Work 

Much research has been done on concept and 

relation detection using large amounts of supe

vised training. This is the typical approach in pr

grams like Automatic Content Extraction (ACE), 

which evaluates system performance 

fixed set of concepts and relations in text. In ACE

all participating researchers are given access to a

substantial amount of supervised training, e.g., 

250k words of annotated data. Researchers have 

typically used this data to incorporate a great deal 

of structural syntactic information in their models

(e.g. Ramshaw 2001), but the obvious weakness of 

these approaches is the resulting reliance on the 

ter iteration 5, but a much larger improvement after 

there is actually a small de-

recall after 5 iterations, but after 20 itera-

tions, the system has dramatically improved. 

The effect on precision is similarly varied. For 

human intervention improves preci-

sion; but the improvement is never as dramatic as 

For precision, the 

strongest improvements in performance appear in 

It is unclear whether this mere-

ly reflects that bootstrapping is likely to become 

less precise over time (as it learns more patterns), 

truly better for improving 

even with human inter-

vention, after iteration 10, the system begins to 

of the type described in 

<said in:LOCATION 
ndicating an attack. These 

may be correlated with experiencing an 

attack but are not themselves evidence of an attack.

Because the overly general patterns do in fact cor-

relate with the presence of an attack, the positive 

intervention may in 

fact produce more such patterns. 

here is an interaction between improved preci-

If a system is very im-

, the additional instances that it 

proposes may not reflect the relation and be so dif-

ferent from each other that the system becomes 

produce good patterns that improve re-

Conversely, if recall at iteration n does not 

produce a sufficiently diverse set of instances, it 

will be difficult for the system to generate in-

are used to estimate pattern precision.    

Much research has been done on concept and 

relation detection using large amounts of super-

vised training. This is the typical approach in pro-

grams like Automatic Content Extraction (ACE), 

luates system performance in detecting a 

fixed set of concepts and relations in text. In ACE, 

all participating researchers are given access to a 

substantial amount of supervised training, e.g., 

250k words of annotated data. Researchers have 

this data to incorporate a great deal 

of structural syntactic information in their models 

(e.g. Ramshaw 2001), but the obvious weakness of 

these approaches is the resulting reliance on the 
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manually annotated examples, which are expensive 

and time-consuming to create. 

Co-training circumvents this weakness by play-

ing off two sufficiently different views of a data set 

to leverage large quantities of unlabeled data 

(along with a few examples of labeled data), in 

order to improve the performance of a learning 

algorithm (Mitchell and Blum, 1998). Co-training 

will offer our approach to simultaneously learn the 

patterns of expressing a relation and its arguments. 

Other researchers have also previously explored 

automatic pattern generation from unsupervised 

text, classically in (Riloff & Jones 1999). Ravi-

chandran and Hovy (2002) reported experimental 

results for automatically generating surface pat-

terns for relation identification; others have ex-

plored similar approaches (e.g. Agichtein & 

Gravano 2000 or Pantel & Pennacchiotti, 2006). 

More recently (Mitchell et al., 2009) has shown 

that for macro-reading, precision and recall can be 

improved by learning a large set of interconnected 

relations and concepts simultaneously.  

We depart from this work by learning patterns 

that use the structural features of text-graph pat-

terns and our particular approach to pattern and 

pair scoring and selection.  

Most approaches to automatic pattern genera-

tion have focused on precision, e.g., Ravichandran 

and Hovy report results in the Text Retrieval Con-

ference (TREC) Question Answering track, where 

extracting one instance of a relation can be suffi-

cient, rather than detecting all instances. This study 

has also emphasized recall. Information about an 

entity may only be mentioned once, especially for 

rarely mentioned entities. A primary focus on pre-

cision allows one to ignore many instances that 

require co-reference or long-distance dependen-

cies; one primary goal of our work is to measure 

system performance in exactly those areas. 

9 Conclusion 

We have shown that bootstrapping approaches can 

be successfully applied to micro-reading tasks. 

Most prior work with this approach has focused on 

macro-reading, and thus emphasized precision.  

Clearly, the task becomes much more challenging 

when the system must detect every instance. De-

spite the challenge, with very limited human inter-

vention, we achieved F-scores of >.65 on 6 of the 

11 relations (average F on the relation set was .58).  

We have also replicated an earlier preliminary 

result (Boschee, 2008) showing that for a micro-

reading task, patterns that utilize seman-

tic/syntactic information outperform patterns that 

make use of only surface strings. Our result covers 

a larger inventory of relation types and attempts to 

provide a more precise measure of recall than the 

earlier preliminary study.  

Analysis of our system’s output provides in-

sights into challenges that such a system may face.  

One challenge for bootstrapping systems is that 

it is easy for the system to learn just a subset of 

relations. We observed this in both sibling where 

we learned the relation brother and for employed

where we only learned patterns for leaders of an 

organization. For sibling human intervention al-

lowed us to correct for this mistake. However for 

employed even with human intervention, our recall 

remains low. The difference between these two 

relations may be that for sibling there are only two 

sub-relations to learn, while there is a rich hie-

rarchy of potential sub-relations under the general 

relation employed. The challenge is quite possibly 

exacerbated by the fact that the distribution of em-

ployment relations in the news is heavily biased 

towards top officials, but our recall test set inten-

tionally does not reflect this skew.  

Another challenge for this approach is continu-

ing to learn in successive iterations. As we saw in 

the figures in Section 7, for many relations perfor-

mance at iteration 20 is not significantly greater 

than performance at iteration 5. Note that seeing 

improvements on the long tail of ways to express a 

relation may require a larger recall set than the test 

set used here. This is exemplified by the existence 

of the highly precise 2-predicate patterns which in 

some cases never fired in our recall test set.  

In future, we wish to address the subset prob-

lem and the problem of stalled improvements. Both 

could potentially be addressed by improved inter-

nal rescoring. For example, the system scoring 

could try to guarantee coverage over the whole 

seed-set thus promoting patterns with low recall, 

but high value for reflecting different information. 

A complementary set of improvements could ex-

plore improved uses of human intervention.  
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Abstract

In this paper, we consider the problem of in-
ductively learning rules from specific facts ex-
tracted from texts. This problem is challeng-
ing due to two reasons. First, natural texts
areradically incompletesince there are always
too many facts to mention. Second, natural
texts aresystematically biasedtowards nov-
elty and surprise, which presents an unrep-
resentative sample to the learner. Our solu-
tions to these two problems are based on build-
ing a generative observation model of what is
mentioned and what is extracted given what
is true. We first present aMultiple-predicate
Bootstrappingapproach that consists of it-
eratively learning if-then rules based on an
implicit observation model and then imput-
ing new facts implied by the learned rules.
Second, we present an iterativeensemble co-
learning approach, where multiple decision-
trees are learned from bootstrap samples of
the incomplete training data, and facts are im-
puted based on weighted majority.

1 Introduction

One of the principal goals of learning by reading
is to make the vast amount of natural language text� This material is based upon work supported by the De-
fense Advanced Research Projects Agency (DARPA) under
Contract No. FA8750-09-C-0179. Any opinions, findings and
conclusions or recommendations expressed in this materialare
those of the author(s) and do not necessarily reflect the views of
the DARPA, or the Air Force Research Laboratory (AFRL). We
thank the reviewers for their insightful comments and helpful
suggestions.

which is on the web accessible to automatic process-
ing. There are at least three different ways in which
this can be done. First, factual knowledge on the
web can be extracted as formal relations or tuples
of a data base. A number of information extraction
systems, starting from the WebKb project (Craven et
al., 2000), to Whirl (Cohen, 2000) to the TextRunner
(Etzioni et al., 2008) project are of this kind. They
typically learn patterns or rules that can be applied
to text to extract instances of relations. A second
possibility is to learn general knowledge, rules, or
general processes and procedures by reading natural
language descriptions of them, for example, extract-
ing formal descriptions of the rules of the United
States Senate or a recipe to make a dessert. A third
instance of machine reading is to generalize the facts
extracted from the text to learn more general knowl-
edge. For example, one might learn by generalizing
from reading the obituaries that most people live less
than 90 years, or people tend to live and die in the
countries they were born in. In this paper, we con-
sider the problem of learning such general rules by
reading about specific facts.

At first blush, learning rules by reading specific
facts appears to be a composition of information ex-
traction followed by rule induction. In the above ex-
ample of learning from obituaries, there is reason to
believe that this reductionist approach would work
well. However, there are two principal reasons why
this approach of learning directly from natural texts
is problematic. One is that, unlike databases, the nat-
ural texts areradically incomplete. By this we mean
that many of the facts that are relevant to predicting
the target relation might be missing in the text. This
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is so because in most cases the set of relevant facts
is open ended.

The second problem, in some ways more worri-
some, is that the natural language texts aresystemat-
ically biasedtowards newsworthiness, which corre-
lates with infrequency or novelty. This is sometimes
called “the man bites a dog phenomenon.”1 Un-
fortunately the novelty bias violates the most com-
mon assumption of machine learning that the train-
ing data is representative of the underlying truth, or
equivalently, that any missing information is miss-
ing at random. In particular, since natural langauge
texts are written for people who already possess a
vast amount of prior knowledge, communication ef-
ficiency demands that facts that can be easily in-
ferred by most people are left out of the text.

To empirically validate our two hypotheses of rad-
ical incompleteness and systematic bias of natural
texts, we have examined a collection of 248 doc-
uments related to the topics of people, organiza-
tions, and relationships collected by the Linguistic
Data Consortium (LDC). We chose the target rela-
tionship of the birth place of a person. It turned
out that the birth place of some person is only men-
tioned 23 times in the 248 documents, illustrating
the radical incompleteness of texts mentioned ear-
lier. Moreover, in 14 out of the 23 mentions of the
birth place, the information violates some default in-
ferences. For example, one of the sentences reads:

“Ahmed Said Khadr, an Egyptian-born Cana-
dian, was killed last October in Pakistan.”

Presumably the phrase “Egyptian-born” was con-
sidered important by the reporter because it vio-
lates our expectation that most Canadians are born
in Canada. If Khadr was instead born in Canada,
the reporter would mostly likely have left out
“Canadian-born” because it is too obvious to men-
tion given he is a Canadian. In all the 9 cases where
the birth place does not violate the default assump-
tions, the story is biographical, e.g., an obituary.

In general, only a small part of the whole truth is
ever mentioned in a given document. Thus, the re-
porter has to make some choices as to what to men-
tion and what to leave out. The key insight of this
paper is that considering how these choices are made

1“When a dog bites a man, that is not news, because it hap-
pens so often. But if a man bites a dog, that is news,” attributed
to John Bogart of New York Sun among others.

is important in making correct statistical inferences.
In the above example, wrong probabilities would be
derived if one assumes that the birth place informa-
tion is missing at random.

In this paper we introduce the notion of a “men-
tion model,” which models the generative process
of what is mentioned in a document. We also ex-
tend this using an “extraction model,” which rep-
resents the errors in the process of extracting facts
from the text documents. The mention model and
the extraction model together represent the probabil-
ity that some facts are extracted given the true facts.

For learning, we could use an explicit mention
model to score hypothesized rules by calculating the
probability that a rule is satisfied by the observed
evidence and then pick the rules that are most likely
given the evidence. In this paper, we take the sim-
pler approach of directly adapting the learning al-
gorithms to animplicit mention model, by changing
the way a rule is scored by the available evidence.

Since each text document involves multiple pred-
icates with relationships between them, we learn
rules to predict each predicate from the other pred-
icates. Thus, the goal of the system is to learn a
sufficiently large set of rules to infer all the miss-
ing information as accurately as possible. To ef-
fectively bootstrap the learning process, the learned
rules are used on the incomplete training data to im-
pute new facts, which are then used to induce more
rules in subsequent iterations. This approach is most
similar to the coupled semi-supervised learning of
(Carlson et al., 2010) and general bootstrapping ap-
proaches in natural language processing (Yarowsky,
1995). Since this is in the context of multiple-
predicate learning in inductive logic programming
(ILP) (DeRaedt and Lavraøc, 1996), we call this ap-
proach “Multiple-predicate Bootstrapping.”

One problem with Multiple-predicate Bootstrap-
ping is potentially large variance. To mitigae this,
we consider the bagging approach, where multi-
ple rule sets are learned from bootstrap samples of
the training data with an implicit mention model to
score the rules. We then use these sets of rules as an
ensemble to impute new facts, and repeat the pro-
cess.

We evaluate both of these approaches on real
world data processed through synthetic observation
models. Our results indicate that when the assump-
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tions of the learner suit the observation model, the
learner’s performance is quite good. Further, we
show that the ensemble approach significantly im-
proves the performance of Multiple-predicate Boot-
strapping.

2 Probabilistic Observation Model

In this section, we will introduce a notional prob-
abilistic observation model that captures what facts
are extracted by the programs from the text given
the true facts about the world and the common sense
rules of the domain of discourse.

The observation model is composed of themen-
tion model and theextraction model. The men-
tion model P (MentDBjTrueDB;Rules) mod-
els the probability distribution of mentioned facts,MentDB, given the set of true factsTrueDB and
the rules of the domain,Rules. For example, if
a fact is always true, then the novelty bias dictates
that it isnot mentioned with a high probability. The
same is true of any fact entailed by a generally valid
rule that is common knowledge. For example, this
model predicts that since it is common knowledge
that Canadians are born in Canada, the birth place
is not mentioned if a person is a Canadian and was
born in Canada.

The extraction modelP (ExtrDBjMentDB)
models the probability distribution of extracted
facts, given the set of mentioned factsMentDB.
For example, it might model that explicit facts are
extracted with high probability and that the extracted
facts are corrupted by coreference errors. Note that
the extraction process operates only on the men-
tioned part of the databaseMentDB; it has no in-
dependent access to theTrueDB or theRules. In
other words, the mentioned databaseMentDB d-
separates the extracted databaseExtrDB from the
true databaseTrueDB and theRules, and the con-
ditional probability decomposes.

We could also model multiple documents gener-
ated about the same set of factsTrueDB, and multi-
ple databases independently extracted from the same
document by different extraction systems. Given an
explicit observation model, the learner can use it to
consider different rule sets and evaluate their like-
lihood given some data. The posterior probability
of a rule set given an extracted database can be ob-

tained by marginalizing over possible true and men-
tioned databases. Thus, in principle, the maximum
likelihood approach to rule learning could work by
considering each set of rules and evaluating its pos-
terior given the extracted database, and picking the
best set. While conceptually straightforward, this
approach is highly intractable due to the need to
marginalize over all possible mentioned and true
databases. Moreover, it seems unnecessary to force
a choice between sets of rules, since different rule
sets do not always conflict. In the next section, we
describe a simpler approach of adapting the learning
algorithms directly to score and learn rules using an
implicit mention model.

3 Multiple-predicate Bootstrapping with
an Implicit Mention Model

Our first approach, called “Multiple-predicate Boot-
strapping,” is inspired by several pieces of work
including co-training (Blum and Mitchell, 1998),
multitask learning (Caruana, 1997), coupled semi-
supervised learning (Carlson et al., 2010) and self-
training (Yarowsky, 1995). It is based on learning a
set of rules for all the predicates in the domain given
the others and using them to infer (impute) the miss-
ing facts in the training data. This is repeated for
several iterations until no more facts can be inferred.
The support of a rule is measured by the number of
records which satisfy the body of the rule, where
each record roughly corresponds to a collection of
related facts that can be independently generated,
e.g., information about a single football game or a
single news item. The higher the support, the more
statistical evidence we have for judging its predictive
accuracy. To use a rule to impute facts, it needs to
be “promoted,” which means it should pass a certain
threshold supportlevel. We measure the precision of
a rule as the ratio of the number of records that non-
trivially satisfy the rule to the number that satisfy its
body, which is a proxy for the conditional probabil-
ity of the head given the body. A rule is non-trivially
satisfied by a record if the rule evaluates to true on
that record for all possible instantiations of its vari-
ables, and there is at least one instantiation that sat-
isfies its body. Given multiple promoted rules which
apply to a given instance, we pick the rule with the
highest precision to impute its value.
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3.1 Implicit Mention Models

We adapt the multiple-predicate bootstrapping ap-
proach to the case of incomplete data by adjusting
the scoring function of the learning algorithm to re-
spect the assumed mention model. Unlike in the
maximum likelihood approach discussed in the pre-
vious section, there is no explicit mention model
used by the learner. Instead the scoring function is
optimized for a presumedimplicit mention model.
We now discuss three specific mention models and
the corresponding scoring functions.

Positive Mention Model: In the “positive men-
tion model,” it is assumed that any missing fact
is false. This justifies counting evidence using
the negation by failure assumption of Prolog. We
call this scoring method “conservative.” For exam-
ple, the text “Khadr, a Canadian citizen, was killed
in Pakistan” is counted as not supporting the rule
citizen(X,Y) ) bornIn(X,Y), as we are
not told thatbornIn(Khadr,Canada). Positive
mention model is inapplicable for most instances of
learning from natural texts, except for special cases
such as directory web pages.

Novelty Mention Model: In the “novelty mention
model,” it is assumed that facts are missing only
when they are entailed by other mentioned facts and
rules that are common knowledge. This suggests
an “aggressive” or optimistic scoring of candidate
rules, which interprets a missing fact so that it sup-
ports the candidate rule. More precisely, a rule is
counted as non-trivially satisfied by a record if there
is some way of imputing the missing facts in the
record without causing contradiction. For exam-
ple, the text “Khadr, a Canadian citizen was killed
in Pakistan” is counted as non-trivially supporting
the rulecitizen(X,Y) ) bornIn(X,Y) be-
cause, addingbornIn(Khadr, Canada) sup-
ports the rule without contradicting the available ev-
idence. On the other hand, the above text does
not support the rulekilledIn(X,Y) ) cit-
izen(X,Y) because the rule contradicts the evi-
dence, assuming thatcitizen is a functional rela-
tionship.

Random Mention Model: In the “random men-
tion model,” it is assumed that facts are missing at
random. Since the random facts can be true or false,

this mention model suggests counting the evidence
fractionally in proportion to its predicted prevalence.
Following the previous work on learning from miss-
ing data, we call this scoring method “distributional”
(Saar-Tsechansky and Provost, 2007). In distribu-
tional scoring, we typically learn a distribution over
the values of a literal given its argument and use it to
assign a fractional count to the evidence. This is the
approach taken to account for missing data in Quin-
lan’s decision tree algorithm (Quinlan, 1986). We
will use this as part of our Ensemble Co-Learning
approach of the next section.

3.2 Experimental Results

We evaluated Multiple-predicate Bootstrap-
ping with implicit mention models on the
schema-based NFL database retrieved from
www.databasefootball.com. We developed
two different synthetic observation models. The
observation models are based on the Novelty
mention model and the Random mention model
and assume perfect extraction in each case. The
following predicates are manually provided:� gameWinner (Game, Team),� gameLoser(Game, Team),� homeTeam(Game, Team),� awayTeam(Game, Team), and� teamInGame(Team, Game),

with the natural interpretations. To simplify arith-
metic reasoning we replaced the numeric team
scores in the real database with two defined predi-
catesteamSmallerScore(Team, Game) and
teamGreaterScore(Team, Game) to indi-
cate the teams with the smaller and the greater
scores.

We generate two sets of synthetic data as follows.
In the Random mention model, each predicate ex-
cept theteamInGame predicate is omitted inde-
pendently with probabilityp. The Novelty men-
tion model, on the other hand, relies on the fact
that gameWinner, gameLoser, andteamFi-
nalScore are mutually correlated, as arehome-
Team andawayTeam. Thus, it picks one predicate
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Figure 1: Multiple-predicate bootstrapping Results for (a) FARMER using aggressive-novelty model (b) FOIL using
aggressive-novelty model (c) FARMER with support threshold 120 (d) FOIL with support threshold 120

from the first group to mention its values, and omit-
seach of the other predicates independently with
some probabilityq. Similarly it gives a value to one
of the two predicates in the second group and omits
the other predicate with probabilityq. One conse-
quence of this model is that it always has one of the
predicates in the first group and one of the predicates
in the second group, which is sufficient to infer ev-
erything if one knew the correct domain rules. We
evaluate two scoring methods: the aggressive scor-
ing and the conservative scoring.

We employed two learning systems: Quinlan’s
FOIL, which learns relational rules using a greedy
covering algorithm (Quinlan, 1990; Cameron-
Jones and Quinlan, 1994), and Nijssen and Kok’s
FARMER, which is a relational data mining algo-
rithm that searches for conjunctions of literals of
large support using a bottom-up depth first search

(Nijssen and Kok, 2003). Both systems were applied
to learn rules for all target predicates. One important
difference to note here is that while FARMER seeks
all rules that exceed the necessary support threshold,
FOIL only learns rules that are sufficient to classify
all training instances into those that satisfy the tar-
get predicate and those that do not. Secondly, FOIL
tries to learn maximally deterministic rules, while
FARMER is parameterized by the minimum preci-
sion of a rule. We have not modified the way they
interpret missing features during learning. However,
after the learning is complete, the rules learned by
both approaches are scored by interpreting the miss-
ing data either aggressively or conservatively as de-
scribed in the previous section.

We ran both systems on synthetic data generated
using different parameters that control the fraction
of missing data and the minimum support threshold
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needed for promotion. In Figures 1(a) and 1(b), the
X and Y-axes show the fraction of missing predi-
cates and the support threshold for the novelty men-
tion model and aggressive scoring of rules for FOIL
and FARMER. On the Z-axis is the accuracy of pre-
dictions on the missing data, which is the fraction
of the total number of initially missing entries that
are correctly imputed. We can see that aggressive
scoring of rules with the novelty mention model per-
forms very well even for large numbers of missing
values for both FARMER and FOIL. FARMER’s
performance is more robust than FOIL’s because
FARMER learns all correct rules and uses whichever
rule fires. For example, in the NFL domain, it
could infer gameWinner from gameLoser or
teamSmallerScore or teamGreaterScore.
In contrast, FOIL’s covering strategy prevents it
from learning more than one rule if it finds one per-
fect rule. The results show that FOIL’s performance
degrades at larger fractions of missing data and large
support thresholds.

Figures 1(c) and 1(d) show the accuracy of pre-
diction vs. percentage of missing predicates for
each of the mention models and the scoring meth-
ods for FARMER and FOIL for a support threshold
of 120. They show that agressive scoring clearly out-
performs conservative scoring for data generated us-
ing the novelty mention model. In FOIL, aggressive
scoring also seems to outperform conservative scor-
ing on the dataset generated by the random mention
model at high levels of missing data. In FARMER,
the two methods perform similarly. However, these
results should be interpreted cautiously as they are
derived from a single dataset which enjoys determin-
istic rules. We are working towards a more robust
evaluation in multiple domains as well as data ex-
tracted from natural texts.

4 Ensemble Co-learning with an Implicit
Mention Model

One weakness of Multiple-predicate Bootstrapping
is its high variance especially when significant
amounts of training data are missing. Aggressive
evaluation of rules in this case would amplify the
contradictory conclusions of different rules. Thus,
picking only one rule among the many possible rules
could lead to dangerously large variance.

One way to guard against the variance problem
is to use an ensemble approach. In this section we
test the hypothesis that an ensemble approach would
be more robust and exhibit less variance in the con-
text of learning from incomplete examples with an
implicit mention model. For the experiments in this
section, we employ a decision tree learner that uses a
distributional scoring scheme to handle missing data
as described in (Quinlan, 1986).

While classifying an instance, when a missing
value is encountered, the instance is split into multi-
ple pseudo-instances each with a different value for
the missing feature and a weight corresponding to
the estimated probability for the particular missing
value (based on the frequency of values at this split
in the training data). Each pseudo-instance is passed
down the tree according to its assigned value. Af-
ter reaching a leaf node, the frequency of the class
in the training instances associated with this leaf is
returned as the class-membership probability of the
pseudo-instance. The overall estimated probability
of class membership is calculated as the weighted
average of class membership probabilities over all
pseudo-instances. If there is more than one missing
value, the process recurses with the weights com-
bining multiplicatively. The process is similar at
the training time, except that the information gain
at the internal nodes and the class probabilities at
the leaves are calculated based on the weights of the
relevant pseudo-instances.

We use theconfidence levelfor pruning a decision
tree as a proxy for support of a rule in this case. By
setting this parameter to different values, we can ob-
tain different degrees of pruning.

Experimental Results: We use the Congres-
sional Voting Records2 database for our experi-
ments. The (non-text) database includes the party
affiliation and votes on 16 measures for each mem-
ber of the U.S House Representatives. Although this
database (just like the NFL database) is complete,
we generate two different synthetic versions of it to
simulate the extracted facts from typical news sto-
ries on this topic. We use all the instances including
those with unknown values for training, but do not
count the errors on these unknown values. We ex-

2http://archive.ics.uci.edu/ml/datasets/
Congressional+Voting+Records
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Figure 2: Results for (a) Ensemble co-learning with Random mention model (b) Ensemble co-learning with Nov-
elty mention model (c) Ensemble co-learning vs Multiple-predicate Bootstrapping with Random mention model (d)
Ensemble co-learning vs Multiple-predicate Bootstrapping with Novelty mention model

periment with two different implicit mention mod-
els: Random and Novelty. These are similar to those
we defined in the previous section. In the Random
mention model, each feature in the dataset is omitted
independently with a probabilityp. Since we don’t
know the truely predictive rules here unlike in the
football domain, we learn the novelty model from
the complete dataset. Using the complete dataset
which hasn features, we learn a decision tree to pre-
dict each feature from all the remaining features. We
use thesen decision trees to define our novelty men-
tion model in the following way. For each instance
in the complete dataset, we randomly pick a feature
and see if it can be predicted from all the remain-
ing features using the predictive model. If it can
be predicted, then we will omit it with probabilityp and mention it otherwise. We use different boot-
strap samples to learn the ensemble of trees and im-

pute the values using a majority vote. Note that, the
decision tree cannot always classify an instance suc-
cessfully. Therefore, we will impute the values only
if the count of majority vote is greater than some
minimum threshold (margin). In our experiments,
we use a margin value equal to half of the ensem-
ble size and a fixed support of 0.3 (i.e., the confi-
dence level for pruning) while learning the decision
trees. We employ J48, the WEKA version of Quin-
lan’s C4.5 algorithm to learn our decision trees. We
compute the accuracy of predictions on the missing
data, which is the fraction of the total number of ini-
tially missing entries that are imputed correctly. We
report the average results of 20 independent runs.

We test the hypothesis that the Ensemble Co-
learning is more robust and exhibit less variance
in the context of learning from incomplete exam-
ples when compared to Multiple-predicate Boot-
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strapping. In Figures 2(a)-(d), the X and Y-axes
show the percentage of missing values and the pre-
diction accuracy. Figures 2(a) and (b) shows the be-
havior with different ensemble sizes (1, 5, 10, 15 and
20) for both Random and Novelty mention model.
We can see that the performance improves as the
ensemble size grows for both random and novelty
models. Figures 2(c) and (d) compares Multiple-
predicate Bootstrapping with the best results over
the different ensemble sizes. We can see that En-
semble Co-learning outperforms Multiple-predicate
Bootstrapping.

5 Discussion

Learning general rules by reading natural language
texts faces the challenges of radical incompleteness
and systematic bias. Statistically, our notion of in-
completeness corresponds to the Missing Not At
Random (MNAR) case, where the probability of an
entry being missed may depend on its value or the
values of other observed variables (Rubin, 1976).

One of the key insights of statisticians is to
build an explicit probabilistic model of missingness,
which is captured by our mention model and ex-
traction model. This missingness model might then
be used in an Expectation Maximization (EM) ap-
proach (Schafer and Graham, 2002), where alter-
nately, the missing values are imputed by their ex-
pected values according to the missingness model
and the model parameters are estimated using the
maximum likelihood approach. Our “Multiple-
predicate Bootstrapping” is loosely analogous to this
approach, except that the imputation of missing val-
ues is done implicitly while scoring the rules, and
the maximum likelihood parameter learning is re-
placed with the learning of relational if-then rules.

In the Multiple Imputation (MI) framework of
(Rubin, 1987; Schafer and Graham, 2002), the goal
is to reduce the variance due to single imputation
by combining the results of multiple imputations.
This is analogous to Ensemble Co-learning, where
we learn multiple hypotheses from different boot-
strap samples of the training data and impute values
using the weighted majority algorithm over the en-
semble. We have shown that the ensemble approach
improves performance.
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Abstract 

We present an unsupervised and unrestricted 

approach to discovering an infobox like on-

tology by exploiting the inter-article links 

within Wikipedia. It discovers new slots and 

fillers that may not be available in the 

Wikipedia infoboxes. Our results demonstrate 

that there are certain types of properties that 

are evident in the link structure of resources 

like Wikipedia that can be predicted with high 

accuracy using little or no linguistic analysis. 

The discovered properties can be further used 

to discover a class hierarchy. Our experiments 

have focused on analyzing people in Wikipe-

dia, but the techniques can be directly applied 

to other types of entities in text resources that 

are rich with hyperlinks.  

1 Introduction  

One of the biggest challenges faced by the Seman-

tic Web vision is the availability of structured data 

that can be published as RDF. One approach is to 

develop techniques to translate information in 

spreadsheets, databases, XML documents and 

other traditional data formats into RDF (Syed et al. 

2010). Another is to refine the technology needed 

to extract structured information from unstructured 

free text (McNamee and Dang, 2009). 

For both approaches, there is a second problem 

that must be addressed: do we start with an ontol-

ogy or small catalog of ontologies that will be used 

to encode the data or is extracting the right ontol-

ogy part of the problem. We describe exploratory 

work on a system that can discover ontological 

elements as well as data from a free text with em-

bedded hyperlinks. 

Wikipedia is a remarkable and rich online en-

cyclopedia with a wealth of general knowledge 

about varied concepts, entities, events and facts in 

the world. Its size and coverage make it a valuable 

resource for extracting information about different 

entities and concepts. Wikipedia contains both free 

text and structured information related to concepts 

in the form of infoboxes, category hierarchy and 

inter-article links. Infoboxes are the most struc-

tured form and are composed of a set of subject-

attribute-value triples that summarize or highlight 

the key features of the concept or subject of the 

article. Resources like DBpedia (Auer et al., 2007) 

and Freebase (Bollacker et al., 2007) have har-

vested this structured data and have made it avail-

able as triples for semantic querying.  

While infoboxes are a readily available source 

of structured data, the free text of the article con-

tains much more information about the entity. 

Barker et al. (2007) unified the state of the art ap-

proaches in natural language processing and 

knowledge representation in their prototype system 

for understanding free text. Text resources which 

are rich in hyperlinks especially to knowledge 

based resources (such as encyclopedias or diction-

aries) have additional information encoded in the 

form of links, which can be used to complement 

the existing systems for text understanding and 

knowledge discovery. Furthermore, systems such 

as Wikify (Mihalcea and Csomai, 2007) can be 

employed to link words in free text to knowledge 

resources like Wikipedia and thus enrich the free 

text with hyperlinks. 

We describe an approach for unsupervised on-

tology discovery from links in the free text of the 

Wikipedia articles, without specifying a relation or 

set of relations in advance. We first identify candi-

date slots and fillers for an entity, then classify en-
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tities and finally derive a class hierarchy. We have 

evaluated our approach for the Person class, but it 

can be easily generalized to other entity types such 

as organizations, places, and products.   

The techniques we describe are not suggested 

as alternatives to natural language understanding or 

information extraction, but as a source for addi-

tional evidence that can be used to extract onto-

logical elements and relations from the kind of text 

found in Wikipedia and other heavily-linked text 

collections. This approach might be particularly 

useful in “slot fillings” tasks like the one in the 

Knowledge Base Population track (McNamee and 

Dang, 2010) at the 2009 Text Analysis Confer-

ence.  We see several contributions that this work 

has to offer: 

• Unsupervised and unrestricted ontology discov-

ery. We describe an automatic approach that 

does not require a predefined list of relations or 

training data. The analysis uses inter-article 

links in the text and does not depend on existing 

infoboxes, enabling it to suggest slots and fillers 

that do not exist in any extant infoboxes. 

• Meaningful slot labels. We use WordNet (Mil-

ler et al., 1990) nodes to represent and label 

slots enabling us to exploit WordNet’s hy-

pernym and hyponym relations as a property hi-

erarchy. 

• Entity classification and class labeling. We in-

troduce a new feature set for entity classifica-

tion, i.e. the discovered ranked slots, which per-

forms better than other feature sets extracted 

from Wikipedia. We also present an approach 

for assigning meaningful class label vectors us-

ing WordNet nodes. 

• Deriving a class hierarchy. We have developed 

an approach for deriving a class hierarchy based 

on the ranked slot similarity between classes 

and the label vectors.  

In the remainder of the paper we describe the de-

tails of the approach, mention closely related work, 

present and discuss preliminary results and provide 

some conclusions and possible next steps. 

2 Approach 

Figure 1 shows our ontology discovery framework 

and its major steps. We describe each step in the 

rest of this section.  

2.1 Discovering Candidate Slots and Fillers 

Most Wikipedia articles represent a concept, i.e., a 

generic class of objects (e.g., Musician), an indi-

vidual object (e.g., Michael_Jackson), or a generic 

relation or property (e.g., age). Inter-article links 

within Wikipedia represent relations between con-

cepts. In our approach we consider the linked con-

cepts as candidate fillers for slots related to the 

primary article/concept. There are several cases 

where the filler is subsumed by the slot label for 

example, the infobox present in the article on “Mi-

chael_Jackson” (Figure 2) mentions pop, rock and 

soul as fillers for the slot Genre and all three of 

these are a type of Genre. The Labels slot contains 

fillers such as Motown, Epic and Legacy which are 

all Record Label Companies. Based on this obser-

vation, we discover and exploit “isa” relations be-

tween fillers (linked concepts) and WordNet nodes 

to serve as candidate slot labels.  

In order to find an “isa” relation between a con-

cept and a WordNet synset we use manually cre-

ated mappings by DBpedia, which links about 

467,000 articles to synsets. However, Wikipedia 

has more than two million articles1, therefore, to 

map any remaining concepts we use the automati-

cally generated mappings available between 

WordNet synsets and Wikipedia categories 

(Ponzetto and Navigli, 2009). A single Wikipedia 

article might have multiple categories associated 

with it and therefore multiple WordNet synsets. 

Wikipedia’s category system serves more as a way 

to tag articles and facilitate navigation rather than 

                                                 
1
 This estimate is for the English version and does not 

include redirects and administrative pages such as dis-

ambiguation pages. 

 
Figure 1: The ontology discovery framework com-

prises a number of steps, including candidate slot and 

filler discovery followed by slot ranking, slot selec-

tion, entity classification, slot re-ranking, class label-

ing, and class hierarchy discovery. 
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to categorize them. The article on Michael Jordan, 

for example, has 36 categories associated with it. 

In order to select an individual WordNet synset as 

a label for the concept’s type, we use two heuris-

tics: 

• Category label extraction. Since the first sen-

tence in Wikipedia articles usually defines the 

concept, we extract a category label from the 

first sentence using patterns based on POS tags 

similar to Kazama and Torisawa (2007). 

• Assign matching WordNet synset. We con-

sider all the WordNet synsets associated with 

the categories of the article using the category 

to WordNet mapping (Ponzetto and Navigli, 

2009) and assign the WordNet synset if any of 

the words in the synset matches with the ex-

tracted category label. We repeat the process 

with hypernyms and hyponyms of the synset 

up to three levels.  

2.2 Slot Ranking 

All slots discovered using outgoing links might not 

be meaningful, therefore we have developed tech-

niques for ranking and selecting slots. Our ap-

proach is based on the observation that entities of 

the same type have common slots. For example, 

there is a set of slots common for musical artists 

whereas, a different set is common for basketball 

players. The Wikipedia infobox templates based 

on classes also provide a set of properties or slots 

to use for particular types of entities or concepts.  

In case of people, it is common to note that 

there is a set of slots that are generalized, i.e., they 

are common across all types of persons.  Examples 

are name, born, and spouse.  There are also sets of 

specialized slots, which are generally associated 

with a given profession.  For example, the slots for 

basketball players have information for basketball 

related activities and musical artists have slots with 

music related activities. The slots for “Mi-

chael_Jordan” include Professional Team(s), NBA 

Draft, Position(s) and slots for “Michael_Jackson” 

include Genres, Instruments and Labels. 

Another observation is that people engaged in a 

particular profession tend to be linked to others 

within the same profession.  Hence the maxim “A 

man is known by the company he keeps.” For ex-

ample, basketball players are linked to other bas-

ketball players and politicians are linked to other 

politicians. We rank the slots based on the number 

of linked persons having the same slots. We gener-

ated a list of person articles in Wikipedia by get-

ting all Wikipedia articles under the Person type in 

Freebase2. We randomly select up to 25 linked per-

sons (which also link back) and extract their candi-

date slots and vote for a slot based on the number 

of times it appears as a slot in a linked person nor-

malized by the number of linked persons to assign 

a slot score.  

2.3 Entity Classification and Slot Re-Ranking 

The ranked candidate slots are used to classify en-

tities and then further ranked based on number of 

times they appear among the entities in the cluster. 

We use complete link clustering using a simple slot 

similarity function: 
 

 

 

This similarity metric for slots is computed as the 

cosine similarity between tf.idf weighted slot vec-

tors, where the slot score represents the term fre-

                                                 
2
 We found that the Freebase classification for Person 

was more extensive that DBpedia’s in the datasets avail-

able to us in early 2009. 

 

 
 

 

Figure 2.  The Wikipedia infobox 

for the Michael_Jackson article has 

a number of slots from appropriate 

infobox templates. 
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quency component and the inverse document fre-

quency is based on the number of times the slot 

appears in different individuals. 

We also collapsed location expressing slots 

(country, county, state, district, island etc.) into the 

slot labeled location by generating a list of location 

words from WordNet as these slots were causing 

the persons related to same type of geographical 

location to cluster together.  

After clustering, we re-score the slots based on 

number of times they appear among the individuals 

in the cluster normalized by the cluster size. The 

output of clustering is a vector of scored slots as-

sociated with each cluster. 

2.4 Slot Selection 

The slot selection process identifies and filters out 

slots judged to be irrelevant. Our intuition is that 

specialized slots or attributes for a particular entity 

type should be somehow related to each other. For 

example, we would expect attributes like league, 

season and team for basketball players and genre, 

label, song and album for musical artists. If an at-

tribute like album appears for basketball players it 

should be discarded as it is not related to other at-

tributes. 

We adopted a clustering approach for finding 

attributes that are related to each other. For each 

pair of attributes in the slot vector, we compute a 

similarity score based on how many times the two 

attribute labels appear together in Wikipedia per-

son articles within a distance of 100 words as 

compared to the number of times they appear in 

total and weigh it using weights of the individual 

attributes in the slot vector. This metric is captured 

in the following equation, where Df is the docu-

ment frequency and wt is the attribute weight. 
 

 

Our initial experiments using single and com-

plete link clustering revealed that single link was 

more appropriate for slot selection. We got clusters 

at a partition distance of 0.9 and selected the larg-

est cluster from the set of clusters. In addition, we 

also added any attributes exceeding a 0.4 score into 

the set of selected attributes. Selected ranked slots 

for Michael Jackson are given in Table 1.   

2.5 Class Labeling 

Assigning class labels to clusters gives additional 

information about the type of entities in a cluster. 

We generate a cluster label vector for each cluster 

which represents the type of entities in the cluster. 

We compute a list of person types by taking all 

hyponyms under the corresponding person sense in 

WordNet. That list mostly contained the profes-

sions list for persons such as basketball player, 

president, bishop etc. To assign a WordNet type to 

a person in Wikipedia we matched the entries in 

the list to the words in the first sentence of the per-

son article and assigned it the set of types that 

matched. For example, for Michael Jordan the 

matching types found were basketball_player, 

businessman and player. 

We assigned the most frequent sense to the 

matching word as followed by Suchanek et al. 

(2008) and Wu and Weld (2008), which works for 

majority of the cases. We then also add all the hy-

pernyms of the matching types under the Person 

node. The vector for Michael Jordan has entries 

basketball_player, athlete, businessperson, person, 

contestant, businessman and player. After getting 

matching types and their hypernyms for all the 

members of the cluster, we score each type based 

on the number of times it occurs in its members 

normalized by the cluster size. For example for one 

of the clusters with 146 basketball players we got 

the following label vector: {player:0.97, contest-

ant:0.97, athlete:0.96, basketball_player:0.96}. To 

select an individual label for a class we can pick 

the label with the highest score (the most general-

Slot Score Fillers Example 
Musician 1.00 ray_charles, sam_cooke ...  

Album 0.99 bad_(album), ... 

Location 0.97 gary,_indiana,  chicago,  … 

Music_genre 0.90 pop_music, soul_music, ... 

Label 0.79 a&m_records, epic_records, ... 

Phonograph_ 

record 
0.67 

give_in_to_me, 

this_place_hotel … 

Act 0.59 singing 

Movie 0.46 moonwalker … 

Company 0.43 war_child_(charity), … 

Actor 0.41 stan_winston, eddie_murphy,  

Singer 0.40 britney_spears, … 

Magazine 0.29 entertainment_weekly,… 

Writing_style 0.27 hip_hop_music 

Group 0.21 'n_sync, RIAA 

Song 0.20 d.s._(song) … 
 

  Table 1: Fifteen slots were discovered for musician 

Michael Jackson along with scores and example fillers. 
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ized label) or the most specialized label having a 

score above a given threshold. 

2.6 Discovering Class Hierarchy 

We employ two different feature sets to discover 

the class hierarchy, i.e., the selected slot vectors 

and the class label vectors and combine both func-

tions using their weighted sum. The similarity 

functions are described below. 

The common slot similarity function is the co-

sine similarity between the common slot tf.idf vec-

tors, where the slot score represents the tf and the 

idf is based on the number of times a particular slot 

appears in different clusters at that iteration. We 

re-compute the idf term in each iteration. We de-

fine the common slot tf.idf vector for a cluster as 

one where we assign a non-zero weight to only the 

slots that have non-zero weight for all cluster 

members. The label similarity function is the co-

sine similarity between the label vectors for clus-

ters.  The hybrid similarity function is a weighted 

sum of the common slot and label similarity func-

tions. Using these similarity functions we apply 

complete link hierarchical clustering algorithm to 

discover the class hierarchy. 

 

 

3 Experiments and Evaluation 

For our experiments and evaluation we used the 

Wikipedia dump from March 2008 and the DBpe-

dia infobox ontology created from Wikipedia 

infoboxes using hand-generated mappings (Auer et 

al., 2007). The Person class is a direct subclass of 

the owl:Thing class and has 21 immediate sub-

classes and 36 subclasses at the second level. We 

used the persons in different classes in DBpedia 

ontology at level two to generate data sets for ex-

periments.  

There are several articles in Wikipedia that are 

very small and have very few out-links and in-

links. Our approach is based on the out-links and 

availability of information about different related 

things on the article, therefore, in order to avoid 

data sparseness, we randomly select articles with 

greater than 100 in-links and out-links, at least 

5KB page length and having at least five links to 

entities of the same type that link back (in our case 

persons).  

We first compare our slot vector features with 

other features extracted from Wikipedia for entity 

classification task and then evaluate their accuracy. 

We then discover the class hierarchy and compare 

the different similarity functions.  

3.1 Entity Classification 

We did some initial experiments to compare our 

ranked slot features with other feature sets ex-

tracted from Wikipedia. We created a dataset com-

posed of 25 different classes of Persons present at 

level 2 in the DBpedia ontology by randomly se-

lecting 200 person articles from each class. For 

several classes we got less than 200 articles which 

fulfilled our selection criteria defined earlier. We 

generated twelve types of feature sets and evalu-

ated them using ground truth from DBpedia ontol-

ogy. 

We compare tf.idf vectors constructed using 

twelve different feature sets: (1) Ranked slot fea-

tures, where tf is the slot score; (2) Words in first 

sentence of an article; (3) Associated categories; 

(4) Assigned WordNet nodes (see section 2.2); (5) 

Associated categories tokenized into words; (6) 

Combined Feature Sets 1 to 5 (All); (7-11) Feature 

sets 7 to 11 are combinations excluding one feature 

set at a time; (12) Unranked slots where tf is 1 for 

all slots. We applied complete link clustering and 

evaluated the precision, recall and F-measure at 

different numbers of clusters ranging from one to 

100.  Table 2 gives the precision, recall and num-

ber of clusters where we got the maximum F-

measure using different feature sets. 
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 Feature set 10 (all features except feature 2) gave 

the best F-measure i.e. 0.74, whereas, feature set 1 

(ranked slots only) gave the second best F-measure 

i.e. 0.73 which is very close to the best result. Fea-

ture set 12 (unranked slots) gave a lower F-

measure i.e. 0.61 which shows that ranking or 

weighing slots based on linked entities of the same 

type performs better for classification. 

3.2 Slot and Filler Evaluation 

To evaluate our approach to finding slot fillers, we 

focused on DBpedia classes two levels below Per-

son (e.g., Governor and FigureSkater). We ran-

domly selected 200 articles from each of these 

classes using the criteria defined earlier to avoid 

data sparseness. Classes for which fewer than 20 

articles were found were discarded. The resulting 

dataset comprised 28 classes and 3810 articles3. 

We used our ranked slots tf.idf feature set and 

ran a complete link clustering algorithm producing 

clusters at partition distance of 0.8. The slots were 

re-scored based on the number of times they ap-

peared in the cluster members normalized by the 

cluster size. We applied slot selection over the re-

scored slots for each cluster. In order to evaluate 

our slots and fillers we mapped each cluster to a 

DBpedia class based on the maximum number of 

members of a particular DBpedia class in our clus-

ter. This process predicted 124 unique properties 

for the classes.  Of these, we were able to manually 

align 46 to properties in either DBpedia or Free-

                                                 
3
 For some of the classes, fewer than the full comple-

ment of 200 articles were found. 

base for the corresponding class. We initially tried 

to evaluate the discovered slots by comparing them 

with those found in the ontologies underlying 

DBpedia and Freebase, but were able to find an 

overlap in the subject and object pairs for very few 

properties. 

We randomly selected 20 subject object pairs 

for each of the 46 properties from the correspond-

ing classes and manually judged whether or not the 

relation was correct by consulting the correspond-

No. Property Accuracy 

1 automobile_race 1.00 

2 championship 1.00 

3 expressive_style 1.00 

4 fictional_character 1.00 

5 label 1.00 

6 racetrack 1.00 

7 team_sport 1.00 

8 writing_style 1.00 

9 academic_degree 0.95 

10 album 0.95 

11 book 0.95 

12 contest 0.95 

13 election 0.95 

14 league 0.95 

15 phonograph_record 0.95 

16 race 0.95 

17 tournament 0.94 

18 award 0.90 

19 movie 0.90 

20 novel 0.90 

21 school 0.90 

22 season 0.90 

23 serial 0.90 

24 song 0.90 

25 car 0.85 

26 church 0.85 

27 game 0.85 

28 musical_instrument 0.85 

29 show 0.85 

30 sport 0.85 

31 stadium 0.85 

32 broadcast 0.80 

33 telecast 0.80 

34 hockey_league 0.75 

35 music_genre 0.70 

36 trophy 0.70 

37 university 0.65 

38 character 0.60 

39 disease 0.60 

40 magazine 0.55 

41 team 0.50 

42 baseball_club 0.45 

43 club 0.45 

44 party 0.45 

45 captain 0.30 

46 coach 0.25 

  Avg. Accuracy: 0.81 
 

Table 3: Manual evaluation of discovered properties 
 

No. Feature Set k P R F 

1 Ranked Slots  40 0.74 0.72 0.73 

2 First Sentence 89 0.07 0.53 0.12 

3 Categories 1 0.05 1.00 0.10 

4 WordNet Nodes 87 0.40 0.22 0.29 

5 (3 tokenized) 93 0.85 0.47 0.60 

6 All (1 to 5) 68 0.87 0.62 0.72 

7 (All – 5) 82 0.79 0.46 0.58 

8 (All – 4) 58 0.78 0.63 0.70 

9 (All – 3) 53 0.76 0.65 0.70 

10 (All – 2) 58 0.88 0.63 0.74 

11 (All – 1) 57 0.77 0.60 0.68 

12 (1 unranked) 34 0.57 0.65 0.61 
 

Table 2: Comparison of the precision, recall and F-

measure for different feature sets for entity classifi-

cation.  The k column shows the number of clusters 

that maximized the F score.  
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ing Wikipedia articles (Table 3).  The average ac-

curacy for the 46 relations was 81%. 

3.3 Discovering Class Hierarchy 

In order to discover the class hierarchy, we took all 

of the clusters obtained earlier at partition distance 

of 0.8 and their corresponding slot vectors after 

slot selection. We experimented with different 

similarity functions and evaluated their accuracy 

by comparing the results with the DBpedia ontol-

ogy. A complete link clustering algorithm was ap-

plied using different settings of the similarity func-

tions and the resulting hierarchy compared to 

DBpedia’s Person class hierarchy. Table 4 shows 

the highest F measure obtained for Person’s imme-

diate sub-classes (L1), “sub-sub-classes” (L2) and 

the number of clusters (k) for which we got the 

highest F-measure using a particular similarity 

function. 

The highest F-measure both at level 2 (0.63) and 

level 1 (0.79) was obtained by simhyb with wc=0.2, 

wl=0.8 and also at lowest number of clusters at L1 

(k=8). The simhyb (wc=wl=0.5) and simlabel functions 

gave almost the same F-measure at both levels. 

The simcom_slot function gave better performance at 

L1 (F=0.65) than the base line simslot (F=0.55) 

which was originally used for entity clustering. 

However, both these functions gave the same F-

measure at L2 (F=0.61). 

4 Discussion  

In case of property evaluation, properties for which 

the accuracy was 60% or below include coach, 

captain, baseball_club, club, party, team and 

magazine. For the magazine property (correspond-

ing to Writer and ComicsCreator class) we ob-

served that many times a magazine name was men-

tioned in an article because it published some news 

about a person rather than that person contributing 

any article in that magazine. For all the remaining 

properties we observed that these were related to 

some sort of competition. For example, a person 

played against a team, club, coach or captain. The 

political party relation is a similar case, where arti-

cles frequently mention a politician’s party affilia-

tion as well as significant opposition parties. For 

such properties, we need to exploit additional con-

textual information to judge whether the person 

competed “for” or “against” a particular team, 

club, coach or party. Even if the accuracy for fill-

ers for such slots is low, it can still be useful to 

discover the kind of slots associated with an entity.  

We also observed that there were some cases 

where the property was related to a family member 

of the primary person such as for disease, school 

and university. Certain other properties such as 

spouse, predecessor, successor, etc. require more 

contextual information and are not directly evident 

in the link structure. However, our experiments 

show that there are certain properties that can be 

predicted with high accuracy using the article links 

only and can be used to enrich the existing infobox 

ontology or for other purposes.  

While our work has mostly experimented with 

person entities, the approach can be applied to oth-

er types as well. For example, we were able to dis-

cover software as a candidate slot for companies 

like Microsoft, Google and Yahoo!, which ap-

peared among the top three ranked slots using our 

slot ranking scheme and corresponds to the prod-

ucts slot in the infoboxes of these companies.  

For class hierarchy discovery, we have ex-

ploited the specialized slots after slot selection. 

One way to incorporate generalized slots in the 

hierarchy is to consider all slots for class members 

(without slot selection) and recursively propagate 

the common slots present at any level to the level 

above it. For example, if we find the slot team to 

be common for different types of Athletes such as 

basketball players, soccer players etc. we can 

propagate it to the Athlete class, which is one level 

higher in the hierarchy.  

5 Related Work 

Unsupervised relation discovery was initially in-

troduced by Hasegawa et al. (2004). They devel-

oped an approach to discover relations by cluster-

ing pairs of entities based on intervening words 

represented as context vectors. Shinyama and Se-

kine (2006) generated basic patterns using parts of 

text syntactically connected to the entity and then 

Similarity Function 
k 

(L=2) 

F 

(L=2) 

k 

(L=1) 

F 

(L=1) 

simslot  56 0.61 13 0.55 

simcom_slot  74 0.61 15 0.65 

simlabel  50 0.63 10 0.76 

simhyb wc=wl=0.5 59 0.63 10 0.76 

simhyb wc=0.2, wl=0.8 61 0.63 8 0.79 
 

Table 4: Evaluation results for class hierarchy predic-

tion using different similarity functions. 
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generated a basic cluster composed of a set of 

events having the same relation. 

Several approaches have used linguistic analysis 

to generate features for supervised or un-

supervised relation extraction (Nguyen et al., 2007; 

Etzioni et al., 2008; Yan et al., 2009). Our ap-

proach mainly exploits the heavily linked structure 

of Wikipedia and demonstrates that there are sev-

eral relations that can be discovered with high ac-

curacy without the need of features generated from 

a linguistic analysis of the Wikipedia article text.  

Suchanek et al. (2008) used Wikipedia catego-

ries and infoboxes to extract 92 relations by apply-

ing specialized heuristics for each relation and in-

corporated the relations in their YAGO ontology, 

whereas our techniques do not use specialized heu-

ristics based on the type of relation.  Kylin (Weld 

et al., 2008) generated infoboxes for articles by 

learning from existing infoboxes, whereas we can 

discover new fillers for several existing slots and 

also discover new slots for infoboxes. KOG (Wu 

and Weld, 2008) automatically refined the Wiki-

pedia infobox ontology and integrated Wikipedia’s 

infobox-class schemata with WordNet. Since we 

already use the WordNet nodes for representing 

slots, it eliminates the need for several of KOG’s 

infobox refinement steps. 

While YAGO, Kylin and KOG all rely on rela-

tions present in the infoboxes, our approach can 

complement these by discovering new relations 

evident in inter-article links in Wikipedia. For ex-

ample, we could add slots like songs and albums to 

the infobox schema for Musical Artists, movies for 

the Actors infobox schema, and party for the Poli-

ticians schema. 

6 Conclusions and Future Work 

People have been learning by reading for thou-

sands of years.  The past decade, however, has 

seen a significant change in the way people read.  

The developed world now does much of its reading 

online and this change will soon be nearly univer-

sal.  Most online content is read as hypertext via a 

Web browser or custom reading device. Unlike 

text, hypertext is semi-structured information, es-

pecially when links are drawn from global name-

space, making it easy for many documents to link 

unambiguously to a common referent. 

The structured component of hypertext aug-

ments the information in its plain text and provides 

an additional source of information from which 

both people and machines can learn.  The work 

described in this paper is aimed at learning useful 

information, both about the implicit ontology and 

facts, from the links embedded in collection of hy-

pertext documents. 

Our approach is fully unsupervised and does 

not require having a pre-defined catalogue of rela-

tions. We have discovered several new slots and 

fillers that are not present in existing Wikipedia 

infoboxes and also a scheme to rank the slots based 

on linked entities of the same type. We compared 

our results with ground truth from the DBpedia 

infobox ontology and Freebase for the set of prop-

erties that were common and manually evaluated 

the accuracy of the common properties. Our results 

show that there are several properties that can be 

discovered with high accuracy from the link struc-

ture in Wikipedia and can also be used to discover 

a class hierarchy.  

We plan to explore the discovery of slots from 

non-Wikipedia articles by linking them to Wikipe-

dia concepts using existing systems like Wikify 

(Mihalcea and Csomai, 2007). Wikipedia articles 

are encyclopedic in nature with the whole article 

revolving around a single topic or concept.  Con-

sequently, linked articles are a good source of 

properties and relations. This might not be the case 

in other genres, such as news articles, that discuss 

a number of different entities and events.  One way 

to extend this work to other genres is by first de-

tecting the entities in the article and then only 

processing links in sentences that mention an entity 

to discover its properties. 
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Abstract

Machine reading is a long-standing goal of AI

and NLP. In recent years, tremendous progress

has been made in developing machine learning

approaches for many of its subtasks such as

parsing, information extraction, and question

answering. However, existing end-to-end so-

lutions typically require substantial amount of

human efforts (e.g., labeled data and/or man-

ual engineering), and are not well poised for

Web-scale knowledge acquisition. In this pa-

per, we propose a unifying approach for ma-

chine reading by bootstrapping from the easi-

est extractable knowledge and conquering the

long tail via a self-supervised learning pro-

cess. This self-supervision is powered by joint

inference based on Markov logic, and is made

scalable by leveraging hierarchical structures

and coarse-to-fine inference. Researchers at

the University of Washington have taken the

first steps in this direction. Our existing work

explores the wide spectrum of this vision and

shows its promise.

1 Introduction

Machine reading, or learning by reading, aims to

extract knowledge automatically from unstructured

text and apply the extracted knowledge to end tasks

such as decision making and question answering. It

has been a major goal of AI and NLP since their

early days. With the advent of the Web, the billions

of online text documents contain virtually unlimited

amount of knowledge to extract, further increasing

the importance and urgency of machine reading.

In the past, there has been a lot of progress in

automating many subtasks of machine reading by

machine learning approaches (e.g., components in

the traditional NLP pipeline such as POS tagging

and syntactic parsing). However, end-to-end solu-

tions are still rare, and existing systems typically re-

quire substantial amount of human effort in manual

engineering and/or labeling examples. As a result,

they often target restricted domains and only extract

limited types of knowledge (e.g., a pre-specified re-

lation). Moreover, many machine reading systems

train their knowledge extractors once and do not

leverage further learning opportunities such as ad-

ditional text and interaction with end users.

Ideally, a machine reading system should strive to

satisfy the following desiderata:

End-to-end: the system should input raw text, ex-

tract knowledge, and be able to answer ques-

tions and support other end tasks;

High quality: the system should extract knowledge

with high accuracy;

Large-scale: the system should acquire knowledge

at Web-scale and be open to arbitrary domains,

genres, and languages;

Maximally autonomous: the system should incur

minimal human effort;

Continuous learning from experience: the

system should constantly integrate new infor-

mation sources (e.g., new text documents) and

learn from user questions and feedback (e.g.,

via performing end tasks) to continuously

improve its performance.

These desiderata raise many intriguing and chal-

lenging research questions. Machine reading re-

search at the University of Washington has explored
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a wide spectrum of solutions to these challenges and

has produced a large number of initial systems that

demonstrated promising performance. During this

expedition, an underlying unifying vision starts to

emerge. It becomes apparent that the key to solving

machine reading is to:

1. Conquer the long tail of textual knowledge via

a self-supervised learning process that lever-

ages data redundancy to bootstrap from the

head and propagates information down the long

tail by joint inference;

2. Scale this process to billions of Web documents

by identifying and leveraging ubiquitous struc-

tures that lead to sparsity.

In Section 2, we present this vision in detail, iden-

tify the major dimensions these initial systems have

explored, and propose a unifying approach that sat-

isfies all five desiderata. In Section 3, we reivew

machine reading research at the University of Wash-

ington and show how they form synergistic effort

towards solving the machine reading problem. We

conclude in Section 4.

2 A Unifying Approach for Machine

Reading

The core challenges to machine reading stem from

the massive scale of the Web and the long-tailed dis-

tribution of textual knowledge. The heterogeneous

Web contains texts that vary substantially in subject

matters (e.g., finance vs. biology) and writing styles

(e.g., blog posts vs. scientific papers). In addition,

natural languages are famous for their myraid vari-

ations in expressing the same meaning. A fact may

be stated in a straightforward way such as “kale con-

tains calcium”. More often though, it may be stated

in a syntactically and/or lexically different way than

as phrased in an end task (e.g., “calcium is found in

kale”). Finally, many facts are not even stated ex-

plicitly, and must be inferred from other facts (e.g.,

“kale prevents osteoporosis” may not be stated ex-

plicitly but can be inferred by combining facts such

as “kale contains calcium” and “calcium helps pre-

vent osteoporosis”). As a result, machine reading

must not rely on explicit supervision such as manual

rules and labeled examples, which will incur pro-

hibitive cost in the Web scale. Instead, it must be

able to learn from indirect supervision.
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Figure 1: A unifying vision for machine reading: boot-

strap from the head regime of the power-law distribu-

tion of textual knowledge, and conquer the long tail in

a self-supervised learning process that raises certainty on

sparse extractions by propagating information via joint

inference from frequent extractions.

A key source of indirect supervision is meta

knowledge about the domains. For example, the

TextRunner system (Banko et al., 2007) hinges on

the observation that there exist general, relation-

independent patterns for information extraction. An-

other key source of indirect supervision is data re-

dundancy. While a rare extracted fact or inference

pattern may arise by chance of error, it is much less

likely so for the ones with many repetitions (Downey

et al., 2010). Such highly-redundant knowledge can

be extracted easily and with high confidence, and

can be leveraged for bootstrapping. For knowledge

that resides in the long tail, explicit forms of redun-

dancy (e.g., identical expressions) are rare, but this

can be circumvented by joint inference. For exam-

ple, expressions that are composed with or by sim-

ilar expressions probably have the same meaning;

the fact that kale prevents osteoporosis can be de-

rived by combining the facts that kale contains cal-

cium and that calcium helps prevent osteoporosis via

a transitivity-through inference pattern. In general,

joint inference can take various forms, ranging from

simple voting to shrinkage in a probabilistic ontol-

ogy to sophisticated probabilistic reasoning based

on a joint model. Simple ones tend to scale bet-

ter, but their capability in propagating information

is limited. More sophisticated methods can uncover

implicit redundancy and propagate much more in-
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formation with higher quality, yet the challenge is

how to make them scale as well as simple ones.

To do machine reading, a self-supervised learning

process, informed by meta knowledege, stipulates

what form of joint inference to use and how. Effec-

tively, it increases certainty on sparse extractions by

propagating information from more frequent ones.

Figure 1 illustrates this unifying vision.

In the past, machine reading research at the Uni-

versity of Washington has explored a variety of so-

lutions that span the key dimensions of this uni-

fying vision: knowledge representation, bootstrap-

ping, self-supervised learning, large-scale joint in-

ference, ontology induction, continuous learning.

See Section 3 for more details. Based on this ex-

perience, one direction seems particularly promising

that we would propose here as our unifying approach

for end-to-end machine reading:

Markov logic is used as the unifying framework for

knowledge representation and joint inference;

Self-supervised learning is governed by a joint

probabilistic model that incorporates a small

amount of heuristic knowledge and large-scale

relational structures to maximize the amount

and quality of information to propagate;

Joint inference is made scalable to the Web by

coarse-to-fine inference.

Probabilistic ontologies are induced from text to

guarantee tractability in coarse-to-fine infer-

ence. This ontology induction and popula-

tion are incorporated into the joint probabilistic

model for self-supervision;

Continuous learning is accomplished by combin-

ing bootstrapping and crowdsourced content

creation to synergistically improve the reading

system from user interaction and feedback.

A distinctive feature of this approach is its empha-

sis on using sophisticated joint inference. Recently,

joint inference has received increasing interest in

AI, machine learning, and NLP, with Markov logic

(Domingos and Lowd, 2009) being one of the lead-

ing unifying frameworks. Past work has shown that

it can substantially improve predictive accuracy in

supervised learning (e.g., (Getoor and Taskar, 2007;

Bakir et al., 2007)). We propose to build on these ad-

vances, but apply joint inference beyond supervised

learning, with labeled examples supplanted by indi-

rect supervision.

Another distinctive feature is that we propose

to use coarse-to-fine inference (Felzenszwalb and

McAllester, 2007; Petrov, 2009) as a unifying

framework to scale inference to the Web. Es-

sentially, coarse-to-fine inference leverages the

sparsity imposed by hierarchical structures that

are ubiquitous in human knowledge (e.g., tax-

onomies/ontologies). At coarse levels (top levels in

a hierarchy), ambiguities are rare (there are few ob-

jects and relations), and inference can be conducted

very efficiently. The result is then used to prune un-

promising refinements at the next level. This process

continues down the hierarchy until decision can be

made. In this way, inference can potentially be sped

up exponentially, analogous to binary tree search.

Finally, we propose a novel form of continuous

learning by leveraging the interaction between the

system and end users to constantly improve the per-

formance. This is straightforward to do in our ap-

proach given the self-supervision process and the

availability of powerful joint inference. Essentially,

when the system output is applied to an end task

(e.g., answering questions), the feedback from user

is collected and incorporated back into the system

as a bootstrap source. The feedback can take the

form of explicit supervision (e.g., via community

content creation or active learning) or indirect sig-

nals (e.g., click data and query logs). In this way,

we can bootstrap an online community by an initial

machine reading system that provides imperfect but

valuable service in end tasks, and continuously im-

prove the quality of system output, which attracts

more users with higher degree of participation, thus

creating a positive feedback loop and raising the ma-

chine reading performance to a high level that is dif-

ficult to attain otherwise.

3 Summary of Progress to Date

The University of Washington has been one of the

leading places for machine reading research and has

produced many cutting-edge systems, e.g., WIEN

(first wrapper induction system for information ex-

traction), Mulder (first fully automatic Web-scale

question answering system), KnowItAll/TextRunner

(first systems to do open-domain information extrac-
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tion from the Web corpus at large scale), Kylin (first

self-supervised system for Wikipedia-based infor-

mation extraction), UCR (first unsupervised corefer-

ence resolution system that rivals the performance of

supervised systems), Holmes (first Web-scale joint

inference system), USP (first unsupervised system

for semantic parsing).

Figure 2 shows the evolution of the major sys-

tems; dashed lines signify influence in key ideas

(e.g., Mulder inspires KnowItAll), and solid lines

signify dataflow (e.g., Holmes inputs TextRunner tu-

ples). These systems span a wide spectrum in scal-

ability (assessed by speed and quantity in extrac-

tion) and comprehension (assessed by unit yield of

knowledge at a fixed precision level). At one ex-

treme, the TextRunner system is highly scalable, ca-

pable of extracting billions of facts, but it focuses on

shallow extractions from simple sentences. At the

other extreme, the USP and LOFT systems achieve

much higher level of comprehension (e.g., in a task

of extracting knowledge from biomedical papers and

answering questions, USP obtains more than three

times as many correct answers as TextRunner, and

LOFT obtains more than six times as many correct

answers as TextRunner), but are much less scalable

than TextRunner.

In the remainder of the section, we review the

progress made to date and identify key directions for

future work.

3.1 Knowledge Representation and Joint

Inference

Knowledge representations used in these systems

vary widely in expressiveness, ranging from sim-

ple ones like relation triples (<subject, relation,

object>; e.g., in KnowItAll and TextRunner), to

clusters of relation triples or triple components (e.g.,

in SNE, RESOLVER), to arbitrary logical formulas

and their clusters (e.g., in USP, LOFT). Similarly,

a variety forms of joint inference have been used,

ranging from simple voting to heuristic rules to so-

phisticated probabilistic models. All these can be

compactly encoded in Markov logic (Domingos and

Lowd, 2009), which provides a unifying framework

for knowledge representation and joint inference.

Past work at Washington has shown that in su-

pervised learning, joint inference can substantially

improve predictive performance on tasks related to

machine reading (e.g., citation information extrac-

tion (Poon and Domingos, 2007), ontology induc-

tion (Wu and Weld, 2008), temporal information

extraction (Ling and Weld, 2010)). In addition, it

has demonstrated that sophisticated joint inference

can enable effective learning without any labeled

information (UCR, USP, LOFT), and that joint in-

ference can scale to millions of Web documents by

leveraging sparsity in naturally occurring relations

(Holmes, Sherlock), showing the promise of our uni-

fying approach.

Simpler representations limit the expressiveness

in representing knowledge and the degree of sophis-

tication in joint inference, but they currently scale

much better than more expressive ones. A key direc-

tion for future work is to evaluate this tradeoff more

thoroughly, e.g., for each class of end tasks, to what

degree do simple representations limit the effective-

ness in performing the end tasks? Can we automate

the choice of representations to strike the best trade-

off for a specific end task? Can we advance joint

inference algorithms to such a degree that sophisti-

cated inference scales as well as simple ones?

3.2 Bootstrapping

Past work at Washington has identified and lever-

aged a wide range of sources for bootstrapping. Ex-

amples include Wikipedia (Kylin, KOG, IIA, WOE,

WPE), Web lists (KnowItAll, WPE), Web tables

(WebTables), Hearst patterns (KnowItAll), heuristic

rules (TextRunner), semantic role labels (SRL-IE),

etc.

In general, potential bootstrap sources can be

broadly divided into domain knowledge (e.g., pat-

terns and rules) and crowdsourced contents (e.g., lin-

guistic resources, Wikipedia, Amazon Mechanical

Turk, the ESP game).

A key direction for future work is to combine

bootstrapping with crowdsourced content creation

for continuous learning. (Also see Subsection 3.6.)

3.3 Self-Supervised Learning

Although the ways past systems conduct self-

supervision vary widely in detail, they can be di-

vided into two broad categories. One uses heuristic

rules that exploit existing semi-structured resources

to generate noisy training examples for use by su-

pervised learning methods and with cotraining (e.g.,
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Figure 2: The evolution of major machine reading systems at the University of Washington. Dashed lines signify

influence and solid lines signify dataflow. At the top are the years of publications. ShopBot learns comparison-

shopping agents via self-supervision using heuristic knowledge (Doorenbos et al., 1997); WIEN induces wrappers

for information extraction via self-supervision using joint inference to combine simple atomic extractors (Kushmerick

et al., 1997); Mulder answers factoid questions by leveraging redundancy to rank candidate answers extracted from

multiple search query results (Kwok et al., 2001); KnowItAll conducts open-domain information extraction via self-

supervision bootstrapping from Hearst patterns (Etzioni et al., 2005); Opine builds on KnowItAll and mines product

reviews via self-supervision using joint inference over neighborhood features (Popescu and Etzioni, 2005); Kylin pop-

ulates Wikipedia infoboxes via self-supervision bootstrapping from existing infoboxes (Wu and Weld, 2007); LEX

conducts Web-scale name entity recognition by leveraging collocation statistics (Downey et al., 2007a); REALM

improves sparse open-domain information extraction via relational clustering and language modeling (Downey et al.,

2007b); RESOLVER performs entity and relation resolution via relational clustering (Yates and Etzioni, 2007); Tex-

tRunner conducts open-domain information extraction via self-supervision bootstrapping from heuristic rules (Banko

et al., 2007); AuContraire automatically identifies contradictory statements in a large web corpus using functional re-

lations (Ritter et al., 2008); HOLMES infers new facts from TextRunner output using Markov logic (Schoenmackers

et al., 2008); KOG learns a rich ontology by combining Wikipedia infoboxes with WordNet via joint inference using

Markov Logic Networks (Wu and Weld, 2008), shrinkage over this ontology vastly improves the recall of Kylin’s

extractors; UCR performs state-of-the-art unsupervised coreference resolution by incorporating a small amount of

domain knowledge and conducting joint inference among entity mentions with Markov logic (Poon and Domingos,

2008b); SNE constructs a semantic network over TextRunner output via relational clustering with Markov logic (Kok

and Domingos, 2008); WebTables conducts Web-scale information extraction by leveraging HTML table structures

(Cafarella et al., 2008); IIA learns from infoboxes to filter open-domain information extraction toward assertions that

are interesting to people (Lin et al., 2009); USP jointly learns a semantic parser and extracts knowledge via recursive

relational clustering with Markov logic (Poon and Domingos, 2009); LDA-SP automatically infers a compact repre-

sentation describing the plausible arguments for a relation using an LDA-Style model and Bayesian Inference (Ritter

et al., 2010); LOFT builds on USP and jointly performs ontology induction, population, and knowledge extraction via

joint recursive relational clustering and shrinkage with Markov logic (Poon and Domingos, 2010); OLPI improves the

efficiency of lifted probabilistic inference and learning via coarse-to-fine inference based on type hierarchies (Kiddon

and Domingos, 2010). SHERLOCK induces new inference rules via relational learning (Schoenmackers et al., 2010);

SRL-IE conducts open-domain information extraction by bootstrapping from semantic role labels, PrecHybrid is a

hybrid version between SRL-IE and TextRunner, which given a budget of computation time does better than either

system (Christensen et al., 2010); WOE builds on Kylin and conducts open-domain information extraction (Wu and

Weld, 2010); WPE learns 5000 relational extractors by bootstrapping from Wikipedia and using Web lists to generate

dynamic, relation-specific lexicon features (Hoffmann et al., 2010).
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TextRunner, Kylin, KOG, WOE, WPE). Another

uses unsupervised learning and often takes a partic-

ular form of relational clustering (e.g., objects asso-

ciated with similar relations tend to be the same and

vice versa, as in REALM, RESOLVER, SNE, UCR,

USP, LDA-SP, LOFT, etc.).

Some distinctive types of self-supervision in-

clude shrinkage based on an ontology (KOG,

LOFT, OLPI), probabilistic inference via hand-

crafted or learned inference patterns (Holmes, Sher-

lock), and cotraining using relation-specific and

relation-independent (open) extraction to reinforce

semantic coherence (Wu et al., 2008).

A key direction for future work is to develop a

unifying framework for self-supervised learning by

combining the strengths of existing methods and

overcoming their limitations. This will likely take

the form of a new learning paradigm that combines

existing paradigms such as supervised learning, rela-

tional clustering, semi-supervised learning, and ac-

tive learning into a unifying learning framework that

synergistically leverages diverse forms of supervi-

sion and information sources.

3.4 Large-Scale Joint Inference

To apply sophisticated joint inference in machine

reading, the major challenge is to make it scal-

able to billions of text documents. A general solu-

tion is to identify and leverage ubiquitous problem

structures that lead to sparsity. For example, order

of magnitude reduction in both memory and infer-

ence time can be achieved for relational inference

by leveraging the fact that most relational atoms are

false, which trivially satisfy most relational formulas

(Singla and Domingos, 2006; Poon and Domingos,

2008a); joint inference with naturally occurring tex-

tual relations can scale to millions of Web pages by

leveraging the fact that such relations are approxi-

mately functional (Schoenmackers et al., 2008).

More generally, sparsity arises from hierarchical

structures (e.g., ontologies) that are naturally exhib-

ited in human knowledge, and can be leveraged to

do coarse-to-fine inference (OLPI).

The success of coarse-to-fine inference hinges on

the availability and quality of hierarchical structures.

Therefore, a key direction for future work is to auto-

matically induce such hierarchies. (Also see next

subsection.) Moreover, given the desideratum of

continuous learning from experience, and the speedy

evolution of the Web (new contents, formats, etc.),

it is important that we develop online methods for

self-supervision and joint inference. For example,

when a new text document arrives, the reading sys-

tem should not relearn from scratch, but should iden-

tify only the relevant pieces of knowledge and con-

duct limited-scoped inference and learning accord-

ingly.

3.5 Ontology Induction

As mentioned in previous subsections, ontologies

play an important role in both self-supervision

(shrinkage) and large-scale inference (coarse-to-fine

inference). A distinctive feature in our unifying ap-

proach is to induce probabilistic ontologies, which

can be learned from noisy text and support joint

inference. Past systems have explored two differ-

ent approaches to probabilistic ontology induction.

One approach is to bootstrap from existing onto-

logical structures and apply self-supervision to cor-

rect the erroneous nodes and fill in the missing ones

(KOG). Another approach is to integrate ontology

induction with hierarchical smoothing, and jointly

pursue unsupervised ontology induction, population

and knowledge extraction (LOFT).

A key direction for future work is to combine

these two paradigms. As case studies in ontology

integration, prior research has devised probabilistic

schema mappings and corpus-based matching algo-

rithms (Doan, 2002; Madhavan, 2005; Dong et al.,

2007), and has automatically constructed mappings

between the Wikipedia infobox “ontology” and the

Freebase ontology. This latter endeavor illustrated

the complexity of the necessary mappings: a simple

attribute in one ontology may correspond to a com-

plex relational view in the other, comprising three

join operations; searching for such matches yields

a search space with billions of possible correspon-

dences for just a single attribute.

Another key direction is to develop general meth-

ods for inducing multi-facet, multi-inheritance on-

tologies. Although single-inheritance, tree-like hier-

archies are easier to induce and reason with, natu-

rally occurring ontologies generally take the form of

a lattice rather than a tree.
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3.6 Continuous Learning

Early work at Washington proposed to construct

knowledge bases by mass collaboration (Richard-

son and Domingos, 2003). A key challenge is to

combine inconsistent knowledge sources of varying

quality, which motivated the subsequent develop-

ment of Markov logic. While this work did not do

machine reading, its emphasis on lifelong learning

from user feedback resonates with our approach on

continuous learning.

Past work at Washington has demonstrated the

promise of our approach. For example, (Banko and

Etzioni, 2007) automated theory formation based on

TextRunner extractions via a lifelong-learning pro-

cess; (Hoffmann et al., 2009) show that the pairing

of Kylin and community content creation benefits

both by sharing Wikipedia edits; (Soderland et al.,

2010) successfully adapted the TextRunner open-

domain information extraction system to specific do-

mains via active learning.

Our approach also resonates with the never-

ending learning paradigm for “Reading the Web”

(Carlson et al., 2010). In future work, we intend to

combine our approach with related ones to enable

more effective continuous learning from experience.

4 Conclusion

This paper proposes a unifying approach to ma-

chine reading that is end-to-end, large-scale, maxi-

mally autonomous, and capable of continuous learn-

ing from experience. At the core of this approach

is a self-supervised learning process that conquers

the long tail of textual knowledge by propagating in-

formation via joint inference. Markov logic is used

as the unifying framework for knowledge represen-

tation and joint inference. Sophisticated joint in-

ference is made scalable by coarse-to-fine inference

based on induced probabilistic ontologies. This uni-

fying approach builds on the prolific experience in

cutting-edge machine reading research at the Uni-

versity of Washington. Past results demonstrate its

promise and reveal key directions for future work.
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Abstract 

Analogy is heavily used in written explana-

tions, particularly in instructional texts.  We 

introduce the concept of analogical dialogue 

acts (ADAs) which represent the roles utter-

ances play in instructional analogies.  We de-

scribe a catalog of such acts, based on ideas 

from structure-mapping theory.  We focus on 

the operations that these acts lead to while un-

derstanding instructional texts, using the 

Structure-Mapping Engine (SME) and dynam-

ic case construction in a computational model.  

We test this model on a small corpus of in-

structional analogies, expressed in simplified 

English, which were understood via a semi-

automatic natural language system using ana-

logical dialogue acts.  The model enabled a 

system to answer questions after understand-

ing the analogies that it was not able to answer 

without them. 

1 Introduction 

People use analogy heavily in written explanations.  

Instructional texts, for example, use analogy to 

convey new concepts and systems of related ideas 

to learners.  Any learning by reading system must 

ultimately include the capability of understanding 

such analogies.  Here we combine Gentner’s 

(1983) structure-mapping theory with ideas from 

dialogue act theory (Traum, 2000) to describe a 

catalog of analogical dialogue acts (ADAs) which 

capture the functional roles that discourse elements 

play in instructional analogies.  We outline criteria 

for identifying ADAs in text and describe what 

operations they suggest for discourse processing.  

We provide evidence that this model captures im-

portant aspects of understanding instructional 

analogies via a simulation that uses knowledge 

gleaned from reading instructional analogies to 

answer questions. 

We start by reviewing the relevant aspects of 

structure-mapping theory and dialogue act theory.  

Then we describe our catalog of analogical dialo-

gue acts, based on a theoretical analysis of the 

roles structure-mapping operations can play in lan-

guage understanding.  A prototype implementation 

of these ideas is described next, followed by an 

experiment illustrating that these ideas can be used 

to understand analogies in text, based on answering 

questions.  We close with a discussion of related 

and future work. 

2 Background  

Dialogue act theories (also called speech acts 

(Allen & Perrault, 1980)) are concerned with the 

roles utterances play in discourse and the effects 

they have on the world or on understanding.  An 

utterance identified as a Requesting Information, 

for example, might take the syntactic form of a 

question that makes the information requested ex-

plicit, e.g. “What time is it?”  The surface manife-

station might instead be a statement, or an indirect 

question, e.g. “Do you have the time?”   In other 

words, its classification is based on its function in 

the dialogue and the set of operations it suggests 

for the recipient to undertake.  We claim that there 

exists a set of analogical dialogue acts that are used 

in communicating analogies.  Like other dialogue 

acts, they have criteria by which they can be rec-
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ognized, and a set of implied commitments and 

obligations for the dialogue participants.  This pa-

per focuses on instructional analogies in texts, both 

because they are an important phenomenon and 

because it allows us to factor out follow-up ques-

tions, making it a useful starting point. 

There are a wide variety of dialogue act models, 

but all of them include some variation of acts like 

Inform (Traum, 2000), which indicate the intent to 

describe the state of the world.  The analogical di-

alogue acts we discuss here can be viewed as spe-

cializations of Inform.   

The organization of analogical dialogue acts fol-

lows directly from the concepts of structure-

mapping theory.  In structure-mapping, analogical 

matching takes as input two structured, relational 

representations, the base and target, and produces 

as output one or more mappings.  Each mapping 

consists of a set of correspondences, identifying 

how entities and statements in the base align with 

entities and statements in the target.  Mappings 

include a structural evaluation score providing an 

estimate of their overall quality.  This estimate is 

based on systematicity, i.e., the amount of nested 

relational structure in the mapping, especially 

higher-order relations that serve as inferential con-

nections between other statements.  Causal, logi-

cal, and mathematical statements are all examples 

of higher-order relations.  Systematicity thus 

serves as a local heuristic measure of the explana-

tory promise of a mapping.   

Mappings can also contain candidate inferences, 

statements in the base that are projected onto the 

target, using the correspondences of the mapping.  

The candidate inferences represent conjectures 

about the target, and constitute a source of analo-

gy’s generative power.  Whether or not the candi-

date inferences are in fact correct is evaluated 

outside of the matching process.  In discourse, 

candidate inferences are often used to convey new 

information about the target to the learner.  Candi-

date inferences can be forward, from base to target, 

or reverse, from target to base.  Candidate infe-

rences also represent differences between two re-

presentations, when they cannot be consistently 

projected from one description to the other.   

The Structure-Mapping Engine (SME, Falken-

hainer et al 1989) provides a simulation of analogi-

cal matching.  SME typically produces only one 

mapping, but can produce a second or third map-

ping if they are sufficiently close to the best map-

ping.  SME can accept input about the base and 

target incrementally, updating its mappings as new 

information becomes available (Forbus et al 1994), 

which can be important for modeling the incre-

mental nature of discourse.  One cost of SME’s 

greedy match algorithm and incremental operation 

is that matches can go awry.  Consequently, SME 

also supports a small set of constraints, optionally 

specified as part of the matcher’s input, which 

guide it based on task constraints.  Here the rele-

vant constraints are those concerning correspon-

dences.   That is, given a base item bi and target 

item tj, either entities or statements, the following 

constraints are defined: required(bi tj) means that bi 
must correspond to tj in every mapping, and ex-

cluded(bi tj) means that bi cannot correspond to tj in 

any mapping.  The following open constraints are 

also defined: requiredBase(bi), means that some-

thing in every mapping must correspond to bi, with 

requiredTarget(tj) defined similarly.  excluded-

Base(bi) means that bi cannot participate in any 

correspondence, with excludedTarget(tj) defined 

similarly.     

An important problem in understanding analogy 

in discourse concerns how the representations pro-

vided to SME are constructed.  As described be-

low, the representations that constitute an 

understanding of the text are produced in our mod-

el via a semi-automatic natural language under-

standing system, which reduces tailorability.  In 

understanding instructional analogies, a learner is 

expected to draw upon their existing world know-

ledge.  In some situations, whole cases 

representing a prior experience are retrieved from 

memory.  In other situations, cases seem to be con-

structed dynamically from one’s general know-

ledge of the world.  We use dynamic case 

construction methods (Mostek et al 2000) to model 

this process.  In dynamic case construction, a seed 

entity or concept is provided as a starting point, 

and facts which mention it are gathered, perhaps 

filtering by some criterion.  For example, “The 

economy of India” might have India as its seed, 

and facts filtered based on their judged relevance 

to economic matters.  When a reader is processing 

an instructional analogy, we believe that something 

like this process is used to create representations to 

be used in their understanding of the analogy.  
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3 Analogical Dialogue Acts 

Our model of analogical dialog acts is based on an 

analysis of how the functional constraints on per-

forming analogical mapping and case construction 

interact with the properties of discourse.  To carry 

out an analogy, a reader must be able to infer that 

an analogy is required.  They must understand 

what goes into the base and what goes into the tar-

get, which can be complex because what is stated 

in the text typically needs to be combined with the 

reader’s own knowledge.  Since readers often 

know quite a lot to begin with, figuring out which 

subset of what they know is relevant to the analogy 

can be complicated.  Finally, they have to under-

stand how the author intends the mapping to go, 

since there can be multiple mappings between the 

same domains.  Analogical dialogue acts, we ar-

gue, provide readers with information that they 

need to perform these tasks. 

Let us examine this process in more detail.  To car-

ry out an analogy, the contents of the base and tar-

get representations must be identified.  A 

fundamental problem is that the reader must figure 

out an appropriate construal of the base and target, 

i.e., what subset of their knowledge should be 

brought to bear in the current comparison?  A 

reader’s starting knowledge may or may not be 

sufficient to guide the mapping process correctly, 

in order to reconstruct the mapping that the author 

intended.  This is especially true in instructional 

analogies, of course.  We believe that this is why 

one commonly finds explicit information about 

intended correspondences provided as part of in-

structional analogies.  Such information provides a 

source of constraints that can be used to guide case 

construction and mapping.  Similarly, and we be-

lieve for similar reasons, the desired inferences to 

be drawn from the analogy are often highlighted.  

Since there can be multiple construals (i.e., specific 

sets of facts retrieved) for the given base and tar-

get, mentioning candidate inferences explicitly 

provides clues to the reader about how to construe 

the base and target (i.e., the given candidate infe-

rence should be derivable) as well as information 

about its validity. 

Next we describe our proposed analogy dialogue 

acts.  For each act, we give an example, some cri-

teria for identifying them, and describe what opera-

tions a reader might do when they detect such an 

act has occurred.  At this point our focus has been 

on developing the basic set and the operations they 

entail, rather than on developing a comprehensive 

set of identification criteria.  The first three acts are 

concerned with introducing the representations to 

be compared, and the rest are concerned with cor-

respondences and candidate inferences.  We use a 

greenhouse/atmosphere analogy as a source of ex-

amples. 

Introduce Comparison: Introduces a compari-

son by providing both base and target.  For exam-

ple, in “We can understand the greenhouse effect 

by comparing it to what goes on in an actual 

greenhouse.” the base is a greenhouse, and the tar-

get is the Earth’s atmosphere. Recognizing an In-

troduce Comparison can require combining 

information across multiple sentences.  In Figure 1, 

for example, the target is described in the para-

graph above the point where the comparison is in-

troduced.  Sometimes this intent must be inferred 

from parallel sentence structure in subsequent sen-

Heat flows from one place to another because the 

temperature of the two places is different. A hot 

brick loses heat to a cool room. The temperature 

difference - the brick's temperature minus the 

room's temperature – drives the heat from the 

brick. Heat leaks from the brick until the tempera-

ture difference is gone. No more heat flows from 

the brick when it becomes as cool as the room it is 

in. 

Similarly, a full can of water will leak volume 

from a hole in the side of the can. The depth of the 

water is higher than the depth of the hole, so the 

depth difference drives volume out through the 

hole. 

Eventually, all the volume that can leak out does 

so. When this happens, the water depth has fallen 

so that it is the same as that of the hole. There is 

no more depth difference, so no more volume 

flows out through the hole. Just as a difference in 

temperature causes heat to flow, so a difference in 

depth causes volume to flow. When there is no 

temperature difference, heat flow ceases; when 

there is no depth difference, volume flow ceases. 

 

Extend Target 

Extend Base 

Introduce Comparison 

Candidate Inference 

 

Figure 1: An analogy from our test corpus, 

hand-annotated with analogical dialogue acts. 
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tences and other sophisticated rhetorical devices, 

while in other cases, like this example, the compar-

ison is introduced explicitly. 

What is the base and what is the target requires a 

non-local assessment about what the containing 

text is about.  (This particular example is drawn 

from a book on solar energy, and the rest of the 

chapter makes clear that heat is the domain being 

taught.)  Since we assume that candidate inferences 

can be constructed bidirectionally, an incorrect 

assessment is not catastrophic. 

Processing an Introduce Comparison act re-

quires finding appropriate construals of the base 

and target.  The target, as in this case, is con-

strained by what has already been introduced in the 

text.  The base, unless it has been used before in 

the same text and is being used in a consistent 

manner, must be constructed from the reader’s 

knowledge.  Whether this is done aggressively or 

lazily is, we suspect, a strategy that is subject to 

individual variation.  Ambiguity in linguistic cues 

can lead to the need to explore multiple construals, 

to find combinations with significant overlap.   

Extend Base, Extend Target: These acts add 

information to the base or target of a comparison, 

respectively.  Such acts are identified by relation-

ships and/or entities being mentioned in the same 

statement as an entity in the base or target, but 

which is not a statement about correspondences or 

candidate inferences.  For example, “The glass of a 

greenhouse lets the short solar rays through.” is 

extending the base, and “The earth’s atmosphere 

admits most of the solar radiation.” is an example 

of extending the target.  Entities that are mentioned 

in these acts are added to the construal of the case, 

if not there already, by retrieving additional know-

ledge about them, focusing on statements involv-

ing other entities in the current construal.  If the 

specific facts mentioned are not already known to 

the reader, they are provisionally accepted as being 

true about the base or target, as appropriate.   

Introduce Correspondence: These acts provide 

clues as to the author’s intended mapping.  For 

example, “The Earth’s atmosphere is like the glass 

in the greenhouse.” indicates that “Earth’s atmos-

phere” corresponds to “glass in greenhouse”.  Dis-

tinguishing these acts from introducing a 

comparison can be tricky, since “is like” is a syn-

tactic pattern common to both.  The first occur-

rence of “is like” in such cases is typically the 

introduction of the base and target, with subse-

quent statements introducing correspondences.  

Sometimes Introduce Correspondence acts are ex-

pressed as identity statements, e.g. “The glass is 

the atmosphere.” Sometimes these acts are sig-

naled by pairs of sentences, one expressing a fact 

about the base followed immediately by one about 

the target, with identical syntax. 

When an Introduce Correspondence act is de-

tected, the base and target are checked to see if 

they already contain the entities or relationships 

mentioned.  If they do not, then the descriptions 

are extended to include them.  The final step is in-

troducing a required constraint between them as 

part of the input to SME.  If mappings have al-

ready been generated that are not consistent with 

this constraint, they are discarded and new map-

pings are generated. 

Block Correspondence:  These acts are pro-

vided by the author to block a correspondence that 

a reader might otherwise find tempting.  An exam-

ple is “The greenhouse door is not like the hole in 

the ozone layer.”  We believe that these acts are 

relatively rare, and especially in written text com-

pared with spoken dialogue, where there are oppor-

tunities for feedback, a matter discussed later.   

When both a base and target item are men-

tioned, an exclude constraint is introduced between 

them.  When only one of them is mentioned, the 

minimal operation is to add an open exclusion con-

straint (e.g. excludedBase or excludedTarget).  The 

reader may decide to simply remove the excluded 

item from the construal, along with all of the facts 

that mention it.  This would prevent it from being 

mapped, but it would also prevent it from appear-

ing in any candidate inferences, and hence is more 

extreme.   

Introduce Candidate Inference: These acts 

alert the reader to information that the author in-

tended to convey via the analogy.   An example is 

“Just as heat is trapped by the greenhouse roof, 

heat is trapped by the Earth’s atmosphere.”  Phras-

es such as “just as” and “just like”, or even “Like 

<base statement to be projected>, <resulting can-

didate inference>.” are clues for identifying such 

acts.  If the candidate inference can be found in the 

mapping that the reader has built up so far, then 

that surmise should be given additional weight as 

being true.  (If it is already known by the reader, it 

may already be part of a mapping.  This does not 

indicate failure, only that it is uninformative for 

that reader.)  If the candidate inference cannot be 
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found, then there are several possibilities that a 

reader should explore: Their construal of the base 

and/or target might be too different from what the 

author expects, or they should generate a different 

mapping. 

It is important to note that whether a statement 

combining information from the base and target is 

considered an intended correspondence versus an 

intended candidate inference depends to some de-

gree on the reader’s state of knowledge.  If the tar-

get information is unknown, then for that reader, a 

candidate inference is being introduced.  A very 

active reader may ponder whether it would be a 

correspondence for a more informed reader, and 

conversely, whether something an active and well-

informed reader views as a correspondence might 

have been intended as a candidate inference.  In 

both cases, considering the alternate classification 

would affect the reader’s judgment of informative-

ness, so the distinction between these two types of 

acts is useful to make.  Candidate inferences 

represent the point of the analogy, what it was set 

up to convey, and hence distinguishing them seems 

important. 

Block Candidate Inference: These acts alert 

the reader that an inference that they are likely to 

make is not in fact correct.  For example, “Unlike 

solar radiation, radiation heat flow reacts in the 

same way to different colors.”  If the candidate 

inference is part of the reader’s mapping, then 

these acts indicate that the reader should mark 

them as incorrect.  A reader with an aggressive 

processing style who did not generate this infe-

rence might explore modifications of their base 

and/or target to see if they can generate that infe-

rence, thereby ensuring they are more in sync with 

the author’s intentions and thus better able to 

process subsequent statements. These acts are 

sometimes identifiable by terms such as “unlike,” 

“however,” or “you might expect… but” which 

include one clause expressing information about 

the base and one clause expressing information 

about the target. We believe that, like Block Cor-

respondence, these occur relatively infrequently. 

 

4 A prototype implementation 

To explore the utility of our analogical dialogue 

acts theory, we implemented a simple computa-

tional model which uses ADAs to learn from in-

structional texts and answer questions based on 

what it has learned, synthesized with what it al-

ready knows (Figure 1). Our model uses the FIRE 

reasoning engine, which incorporates SME. The 

knowledge base contents are extracted from Re-

searchCyc
1
 and extended with other knowledge, 

including an analogy ontology that lets analogy 

operations and other forms of reasoning be freely 

mixed (Forbus et al 2002). In addition to the natu-

ral language lexical information built into Re-

searchCyc, we also use the COMLEX lexicon 

(Macleod et al 1998) for part of speech and subcat 

information. For natural language understanding, 

we use EA NLU (Tomai & Forbus, 2009), which 

also uses FIRE and the same knowledge base.  EA 

NLU uses Allen’s (1994) parser for syntactic 

processing and construction of initial semantic re-

presentations.  It uses Discourse Representation 

Theory (Kamp & Reyle, 1993) for dealing with 

tense, quotation, logical and numerical quantifica-

tion, and counterfactuals.   

EA NLU is useful for this type of learning by 

reading experiment because it focuses on generat-

ing rich semantic representations. It does so at the 

expense of syntactic coverage: We restrict inputs 

syntactically, using QRG-CE (Kuehne & Forbus, 

2004), a form of simplified English much like CPL 

(Clark et al 2005). For example, complex sen-

                                                           
1 http://research.cyc.com 

Source Text Translation* QRG-CE Text

EA NLU
Semantic 

Representation

Discourse 

Interpretation

ADA 

Hypotheses
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Rules

Build Base and 

Target

Build Required 

Correspondences

Required 

Correspondences

Cases

Facts from 

Memory

Dynamic Case 

Construction

SME
Candidate 

Inferences

Question 

Answering

Comprehension 

Questions
Translation* Queries

Answers

 
Figure 2: Architecture of the experimental prototype. Processes performed by hand are marked with an asterisk. 
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tences are broken up into a number of shorter, 

simpler sentences.  Explicit object references (e.g. 

“the greenhouse greenhouse12” every time the 

same greenhouse is mentioned) are used to factor 

out the difficulty of anaphora resolution. EA NLU 

provides facilities for semi-automatic processing; 

In this mode, the ambiguities it cannot resolve on 

its own are presented as choices to the experimen-

ter. This keeps tailorability low, while allowing  

the system to process more complex texts.  

As noted above, we do not yet have a robust 

model of identification criteria for analogical di-

alogue acts, so we extended EA NLU’s grammar 

to have at least one naturally occurring pattern for 

every ADA. As part of the translation to QRG-CE, 

texts are rewritten to use those patterns when we 

view an analogical dialogue act as being present. 

This allows the system to automatically classify 

ADAs during processing.  Here our goal is to mod-

el the processing that must take place once such 

acts are recognized, since identifying such acts is 

irrelevant if they are not useful for reasoning. EA 

NLU’s parsing system produces semantic repre-

sentations used in its discourse interpretation 

processing.  The ADA recognition rules are used 

along with EA NLU’s standard discourse interpre-

tation rules to generate ADA hypotheses as part of 

its discourse representations (Figure 1).  

We believe that there are significant individual 

differences in processing strategies for these acts. 

For example, some people seem to be quite aggres-

sive about building up mappings, whereas others 

appear to do minimal work. Consequently, we 

have started with the simplest possible approach. 

Here is what our simulation currently does for each 

of the types of acts: 

Introduce Comparison: Builds initial con-

struals of the base and the target by retrieving rele-

vant facts from the knowledge base
2
. 

 Extend Base/Extend Target: The understand-

ing of the sentence is added to the base or target, as 

appropriate.  This decision is made by keeping 

track of the concepts that are mentioned by state-

ments in each domain, starting with the Introduce 

Comparison act.   

Introduce Correspondence: A required corres-

pondence constraint is introduced for the entities 

                                                           
2 We use a case constructor similar to CaseFn from Mostek 

et al 2000, but including automatic expansion of rule macro 

predicates and using microtheory information for filtering.  

involved, to be used when SME is run for this 

analogy. 

Introduce Candidate Inference: The informa-

tion in these statements is simply treated as a fact 

about the target domain.  We do not currently 

change the mapping if a candidate inference in text 

is not part of the mapping computed.   

Block Correspondence/Candidate Inference: 
Not implemented currently, because examples of 

these did not show up in our initial corpus. 

Analogical dialogue acts are identified via infe-

rence rules that are run over the discourse-level 

interpretation that EA NLU produces.  Analogical 

mapping occurs only at the end of processing a 

text, rather than incrementally.  Statements about 

the base and target are accepted uncritically, rather 

than being tested for inconsistencies against back-

ground knowledge.  These simplifications 

represent one point in the possible space of strate-

gies that people seem likely to use; plans to ex-

plore other strategies are discussed below. 

Once the ADA hypotheses are used to construct 

the base and target domain and the required cor-

respondences between them, this information is 

used by SME to generate candidate inferences - 

statements that might be true on the basis of the 

analogy constructed. The base and target case are 

expanded using dynamic case construction, which 

adds knowledge from the KB to fill in information 

that the text leaves out.  For example, a text may 

not explicitly mention that rain falls from the sky 

to the earth, taking it as a given that the reader is 

aware of this.  

5 Experiment 

An essential test for a theory of analogy dialogue 

acts is whether or not it can be used to construct 

new knowledge from instructional analogies in 

text.  To test this, we extracted a small corpus of 6 

instructional analogies from a book on solar energy 

(Buckley, 1979) and a book on weather (Lehr et al 

Example #O #A 

Gold mining/Collecting solar energy 8 11 

Water flow/heat flow 11 12 

depth of water in bucket/temperature of house 8 16 

Bucket with hole/house leaking heat 4 10 

Bucket/Solar collector 5 8 

Earth’s atmosphere/greenhouse 7 14 

Mean 7.2 11.8 

Table 1: Corpus Information.  #O/#A = # sen-

tences before/after translation to QRG-CE 
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Condition # correct % 

-A, -K 0 0 

+A, -K 7 58 

-A, +K 0 0 

+A, +K 12 100 

 

Table 2: Results for Q/A.  +/- means 

with/without, A means analogy, K 

means facts retrieved from KB 

1987).  We simplified the syntax of the original 

texts into QRG-CE, using the appropriate surface 

forms for the analogy dialogue acts that we per-

ceived in the text.  One of the analogies is illu-

strated in Figure 1, with part of its translation is 

shown in Figure 3.  Table 1 summarizes properties 

of the original texts and the simplification process. 

To test the effectiveness of knowledge capture, 

12 comprehension questions similar to those found 

in middle-school science texts were generated by 

independent readers of the texts (see Figure 4 for 

an example).  All questions were designed to re-

quire understanding the analogy in order to answer 

them.  Moreover, some of the questions require 

combining information from the knowledge base 

with knowledge gleaned from the text.   

Four experimental conditions were run, based 

on a 2x2 design here the factors were whether or 

not analogy was used (+A) or not used (-A), and 

whether what was learned from the text was aug-

mented with information from the knowledge base 

(+K) or not (-K).   

Table 2 shows the results.  The system was able 

to answer all twelve questions when it understood 

the analogy and combined what it learned by read-

ing with information from the knowledge base.  

That this was due to understanding the analogy can 

be seen from the other conditions.  The informa-

tion from the text alone is insufficient to answer 

any of the questions (-A, -K), as is the information 

from the KB alone (-A, +K).  Analogy by itself 

over what was learned by reading the passages can 

handle over half the questions (+A, -K), but the 

rest require combining facts learned by reading 

with facts from the KB (+A, +K). 

6 Related Work 

There has been very little work on modeling anal-

ogies in dialogue.  One of the few efforts has been 

Lulis & Evans (2003), who examined the use of 

analogies by human tutors for potential extensions 

to their intelligent tutoring system for cardiac func-

tion.  Recently they have begun incorporating 

analogies into their tutor (Lulis, Evans, & Michael, 

2004), but they have not focused on understanding 

novel analogies presented via language. 

Because EA NLU is designed to explore issues 

of understanding, it is focused more on semantic 

coverage than on syntactic coverage.  The most 

similar system is Boeing’s BLUE (Clark & Harri-

son, 2008), which also uses simplified syntax and 

focuses on integrating language with a knowledge 

base and reasoning. 

Aside from SME, we suspect that the only other 

current widely tested model of analogy that might 

be able to handle this task is IAM (Keane & Bray-

shaw 1988).  CAB (Larkey & Love 2003) does not 

model inference, and hence could not model this 

task.  Although LISA (Hummel & Holyoak, 2003) 

can model some analogical inferences, the number 

of relations (see Table 3) in these analogies is 

beyond the number of relationships it can currently 

handle (2 or 3). 

The first simulation of analogy to use natural 

language input was Winston’s (1982, 1986), which 

used a simple domain-specific parser in modeling 

the learning of if-then rules and censors.  EA NLU 

Original: Similarly, a full can of water will leak 

volume from a hole in the side of the can. 

QRG-CE: A hot brick brick005 is like a can 

can001 of water water001. There is a hole hole001 

in can can001. The water water001 exits can 

can001 through hole hole001. 

 

Figure 3: Example of translation to QRG-CE.  

The specific individuals are added to factor out 

anaphora processing.  Cues to analogical dialo-

gue acts spread across multiple sentences in the 

original text are combined into single sentences 

during the translation process. 

Question: What disappears as the heat leaks from the 

brick? 

Predicate calculus version: 
(and 

 (inputsDestroyed ?d ?ourAnswer) 

 (after-Underspecified ?d ?leaving) 

 (objectMoving ?leaving heat005) 

 (isa ?heat ThermalEnergy) 

 (isa ?leaving LeavingAPlace) 

 (fromLocation ?leaving brick005)) 

Figure 4: A question for the analogy of Figure 

1, in English and the hand-generated predicate 

calculus generated from it. 
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benefits from subsequent progress in natural lan-

guage research, enabling it to handle a wider range 

of phenomena. 

7 Discussion and Future Work 

Modeling the roles that analogy plays in under-

standing language is an important problem in 

learning by reading.  This paper is an initial explo-

ration of how analogy can be integrated into dialo-

gue act theories, focusing on instructional 

analogies in text.  We presented a catalog of ana-

logical dialogue acts, based on an analysis of how 

the functional constraints of analogical mapping 

and case construction interact with the properties 

of discourse.  We showed that a simulation using 

these ideas, combined with a natural language un-

derstanding system to semi-automatically produce 

input representations, can indeed learn information 

from simplified English analogies, which is en-

couraging evidence for these ideas. 

The next step is to expand the corpus substan-

tially, including more examples of all the ADAs, to 

better test our model.  We also need to implement 

the rest of the ADAs, and experiment with a wider 

range of processing strategies. 

To better model how ADAs can be identified in 

natural texts, we plan to use a large-scale web-

based corpus analysis.  We have focused on text 

here, but we believe that these ideas apply to spo-

ken dialogue as well.  We predict more opportuni-

ties for blocking in spoken dialogue, due to 

opportunities for feedback. 

Our goal is to incorporate these ideas into a 2nd 

generation learning by reading system (e.g., Forbus 

et al 2007; Forbus et al 2009a), along with other 

dialogue processing, to better interpret larger-scale 

texts (e.g., Lockwood & Forbus, 2009).  This will 

be built using the Companions cognitive architec-

ture (Forbus et al 2009b), to more easily model a 

wider range of processing strategies, and so that 

the system can learn to improve its interpretation 

processes. 
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Abstract 

 This paper describes a hybrid approach for 

unsupervised and unrestricted relation discov-

ery between entities using output from linguis-

tic analysis and semantic typing information 

from a knowledge base. We use Factz (en-

coded as subject, predicate and object triples) 

produced by Powerset as a result of linguistic 

analysis. A particular relation may be ex-

pressed in a variety of ways in text and hence 

have multiple facts associated with it. We 

present an unsupervised approach for collaps-

ing multiple facts which represent the same 

kind of semantic relation between entities.  

Then a label is selected for the relation based 

on the input facts and entropy based label 

ranking of context words.  Finally, we demon-

strate relation discovery between entities at 

different levels of abstraction by leveraging 

semantic typing information from a know-

ledge base.     

1 Introduction 

There are a number of challenges involved when 

using facts extracted from text to enrich a know-

ledge base (KB) with semantic relations between 

entities:  co-reference resolution as there are 

many co-referent objects; entity resolution in 

order to link the entities mentioned in text to the 

right entities in the KB; handling co-referent re-

lations, as a particular semantic relation between 

entities can be expressed in a variety of ways in 

the text and therefore have multiple facts asso-

ciated between the entities. In addition,  the facts 

extracted from linguistic analysis are usually noi-

sy and sparse. 

Our work focuses on a recent line of explora-

tory work in the direction of Unrestricted Rela-

tion Discovery which is defined as: the automatic 

identification of different relations in text with-

out specifying a relation or set of relations in ad-

vance (Shinyama and Sekine, 2006). We use the 

facts which are the output of linguistic analysis 

from Powerset (www.Powerset.com). Powerset 

is an online search engine for querying Wikipe-

dia using Natural Language Queries. Powerset 

performs a linguistic analysis of the sentences 

within Wikipedia and outputs facts in the form of 

subject, predicate and object triples which can be 

queried through the online interface. For most 

entities like persons, places and things, Powerset 

shows a summary of facts from across Wikipedia 

(figure 1). In our approach we use the readily 

available “Factz” from Powerset as input to our 

system. Powerset is Wikipedia independent and 

can run on any corpus with well-formed sen-

tences and hence our approach is also not limited 

to Wikipedia. The Factz output from Powerset 

may represent relations between named entities 

or just nouns for example, 

 
Bank of America   <acquired>  bank 

Bank of America   <acquired>  Merrill Lynch 

Bank of America    <owned>  building 

 

Linguistic analysis has been recently de-

scribed as an effective technique for relation ex-

traction (Yan et al., 2009; Kambhatla, 2004; 

Nguyen et al., 2007).  Following that trend, we 

incorporate Factz, that are the output of linguistic 

analysis done by Powerset, to discover semantic 

relations between entities.  
Information from existing knowledge re-

 
Figure 1. Demonstration of Powerset Factz available 

online 
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sources can help in tasks like named entity dis-

ambiguation by providing additional context in 

the form of linked entities in the KB and aid in 

linking the entities mentioned in the text to the 

entities in the KB. The KB can also provide in-

formation about the entity types which can in 

turn be used to discover relations between entity 

types at different levels of abstraction and help in 

enriching the KB itself. This could allow ontolo-

gy engineers  to explore the kind of relations ex-

isting between different entity types in a corpus 

and then design an ontology which is representa-

tive of the entities and relations evident in the 

corpus. 

Our overall approach to automatic relation 

discovery consists in  a hybrid approach  based 

on Powerset Factz that are the output of linguis-

tic analysis, and serve as input to our system; 

Text based label ranking by directly considering 

the context words in the sentences; and, Seman-

tic Typing information from existing knowledge 

resources to discover relations between Entity 

types at different levels of abstraction.  

The paper is organized as follows. We discuss 

the related work in the next section. In section 3 

we propose our approach and give the details of 

different components in our system. In section 4, 

we discuss preliminary experiments and results. 

In the last section we conclude our work and 

give future work directions. 

2 Related Work 

Hasegawa et al. (2004) developed an approach 

for unsupervised relation discovery by clustering 

pairs of entities based on intervening words 

represented as context vectors. They used the 

most frequent common word to label the cluster 

and hence the relation represented by the cluster. 

Shinyama and Sekine (2006) developed an 

approach to preemptively discover relations in a 

corpus and present them as tables with all the 

entity pairs in the table having the same relations 

between them. For pairs of entities they generate 

basic patterns that are parts of text syntactically 

connected to the Entity and use the predicate ar-

gument structure to make the basic patterns more 

generalized. They generate a basic cluster from 

articles based on having similar basic patterns to 

represent the same event and then they cluster 

the basic clusters to get a set of events having the 

same relation. 

Davidov et al. (2007) developed a web mining 

approach for discovering relations in which a 

specified concept participates based on clustering 

patterns in which the concept words and other 

words appear. Their system is based on the initial 

seed of two or more words representing the type 

of concept one is interested in. 

Linguistic analysis has been reported as an ef-

fective technique for semantic relation extrac-

tion. Harabagiu et al. (2005) used shallow se-

mantic parsers to enhance dependency tree ker-

nels and to build semantic dependency structures 

to improve relation extraction, they reported that 

their method improved the quality of the ex-

tracted relations as compared to kernel-based 

models that used semantic class information on-

ly.  

Nguyen et al. (2007) presented an approach 

for relation extraction from Wikipedia by ex-

tracting features from subtrees mined from the 

syntactic structure of text. Kambhatla (2004) de-

veloped a method for extracting relations by ap-

plying Maximum Entropy models to combine 

lexical, syntactic and semantic features and re-

port that they obtain improvement in results 

when they combine variety of features.  Most of 

the existing approaches have used linguistic 

analysis to generate features for supervised or 

semi-supervised relation extraction.  

Recently, Yan et al. (2009) have developed an 

approach for unsupervised relation discovery by 

integrating linguistic analysis done on Wikipedia 

with context generated from the Web. They de-

velop a clustering approach based on dependency 

patterns from dependency analysis of Wikipedia 

and surface patterns by querying the web to in-

troduce redundancy. They report that dependen-

cy patterns improve the precision whereas, the 

surface patterns improved the coverage.  

Banko et al. (2008) introduce the TextRunner 

system which takes a small corpus sample as 

input and uses a linguistic parser to generate 

training data which they use to train the extractor 

which can run at web scale. However, Kok and 

Domingos (2008) have reported that the triples 

output from the TextRunner system are noisy, 

sparse and contain many co-referent objects and 

relations which is also the case with Powerset. 

Their system uses the output from the TextRun-

ner system and uses Multiple Relational Cluster-

ing model to get object clusters and relation clus-

ters.   

106



3 Approach 

In this section we describe in detail the different 

steps in our approach involving querying Factz 

from Powerset, collapsing facts expressing same 

type of relation, Label Selection and introducing 

Semantic Typing information. Figure 2 gives an 

overview of our approach and Figure 3 shows the 

different components in our system. We discuss 

each component in detail below.  

3.1 Querying Powerset and Retrieving 

Factz 

In the first step we query Powerset API by giving 

as input a list of entities or list of entity pairs and 

retrieve all the Factz and sentences that are asso-

ciated with the entities or entity pairs from the 

Powerset API output. 

3.2 Collapsing Similar Relations 

A particular semantic relationship can be ex-

pressed in different ways in sentences. For ex-

ample words like “purchase”, “buy” and “ac-

quire” may represent the same semantic relation 

between the subject and the object. Sometimes 

the words might be direct synonyms in which 

case resources like WordNet (Miller et al., 1990) 

can help in identifying the same relation whereas 

in other cases the words might not be synonyms 

at all but may still imply the same semantic rela-

tion between the subject and the object. For ex-

ample, we queried Powerset to get a sample of 

relations between companies and products. We 

got relations like introduce, produce, sell, manu-

facture and make. It is often the case that compa-

nies introduce and sell the products that they 

manufacture, make or produce.  However, all of 

these words are not synonyms of each other and 

it may not be feasible to express the relation be-

tween a company and a product in all these dif-

ferent ways in a KB.  

We have developed an approach for collaps-

ing relations expressed using different words in 

the facts and represent it using the dominating 

relation between the pair of entities. We explain 

the different steps in our approach below.  

3.2.1 Relation Clustering 

We consider relations to be similar if they appear 

between the same subjects and the objects. We 

take the set of Factz that we got by querying Po-

 

Figure 3. System Framework 

 

 
Figure 2. The Knowledge Discovery approach uses Powerset Factz which are the output from linguistic analy-

sis, article text for entropy based label ranking and existing knowledge resources for discovering relations at 

different levels of abstraction and hence aiding in enriching the existing knowledge resources. 
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werset in the previous step and based on those 

Factz we construct a similarity matrix to 

represent similarity between all pairs of relations 

in the data set. Each entry in the similarity matrix 

represents the number of times the pair of rela-

tions had the same subject and object in the Factz 

data set. For example, in the sample dataset in 

table 1, the similarity matrix entry for the pair 

acquired and purchased would be 3. We use that 

similarity matrix as input and apply average link 

agglomerative clustering algorithm over it.  

 

Subject Predicate Object 

Bank of America acquired Merrill Lynch 

Bank of America acquired MBNA 

Bank of America acquired FleetBoston 

Bank of America purchased FleetBoston 

Bank of America purchased Merrill Lynch 

Bank of America purchased MBNA 

 

Table 1. Relations between same subjects and objects 

in Powerset 

3.2.2 Filtering Ambiguous Relations 

After the clustering step we have a step for filter-

ing ambiguous relations from the clusters. We 

explain the filtering procedure using an example 

from one of the experiments in which two clus-

ters were produced. First cluster had acquire, 

purchase, buy and own relations and the second 

cluster had introduce, produce, make and say 

about relations. After clustering the relations we 

have the following steps: 

1. We take each pair of entities and get the 

set of relations between the pair of entities. For 

example, the set of relation between “Bank of 

America” and “Merrill Lynch” are acquire, pur-

chase and say about (figure 4). 

2. By considering the set of relations be-

tween each pair of entities we assign it to a clus-

ter based on the maximum number of overlap-

ping relations between the set and the cluster 

members. In our example clusters, we assign it to 

cluster one with which there is an overlap of two 

relations i.e. acquire and buy instead of assigning 

it to cluster two with which it has an overlap of 

one relation i.e. say about (figure 4).  

3. Once an entity pair is assigned to a clus-

ter, we consider other relations in the set of rela-

tions present between that entity pair and if any 

of those relations exists as a member of another 

cluster we filter out that relation from that clus-

ter. For example, one of the relations present be-

tween “Bank of America” and “Merill Lynch” is 

say about, and this relation is actually a member 

of cluster two whereas, this pair is assigned to 

cluster one and therefore, we filter out say about 

from cluster two. After cluster filtering, the label 

for the cluster is selected as the label that is the 

most frequent relation found in the set of entity 

pairs being assigned to the cluster. 

3.3 Relation Label Selection 

A pair of entities might have more than one fact 

associated with them. We select a representative 

label based on a hybrid approach by combining 

the output from entropy based label ranking 

(Chen et al., 2005) and clusters of similar rela-

tions found by relational clustering. We select 

the relation label as the cluster label of the clus-

ter which has the maximum member overlap 

with the predicates in the set of facts between a 

pair of entities.  In case there is an overlap of just 

one relation, we select the label that is ranked 

highest through entropy based label ranking ap-

proach (Chen et al., 2005). According to their 

algorithm, the importance of terms can be as-

sessed using the entropy criterion, which is based 

on the assumption that a term is irrelevant if its 

presence obscures the separability of the dataset. 

There may be cases where there are multiple re-

lations existing between a given pair of entities, 

however, in our approach we select the relation 

label that is evident in the majority of the facts 

associated with the pair.   

3.4 Semantic Typing 

For certain applications there might be the need 

of discovering relations between specific types of 

entities rather than instances of entities. For ex-

ample, for ontology engineering, the ontology 

 
 

Figure 4. Filtering ambiguous relations from exist-

ing clusters 
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engineer might want to explore the kind of rela-

tions that exist between different entity types 

based on the data set and then develop an ontol-

ogy representing those relations. Therefore, we 

have a component in our system that incorpo-

rates semantic type information into the Factz 

before collapsing the relations present in the 

facts. The semantic type module queries a know-

ledge base for the entity type and replaces the 

entity instance names with entity types in the 

Factz data set. We have used the Freebase (Me-

taweb Technologies, 2009) Knowledge base to 

associate the entity types for the entities that we 

experimented with. When this modified version 

of the Factz dataset is given as input to the next 

component of the system i.e. Collapse Relations, 

the similarity between relations is computed 

based on having the same subject and object enti-

ty types rather than entity instances. Following 

the Semantic Typing path in the system would 

output the relations discovered between types of 

entities. Introducing Semantic Typing informa-

tion can also help in creating redundancy in the 

dataset and overcome the data sparseness prob-

lem. For example in case of relations such as ac-

quire and purchase if we cannot get evidence of 

overlap in the subject and object in the Factz da-

taset then we cannot assign them any similarity 

score in the similarity matrix however, if we re-

place the instance names with instance types and 

consider the overlap between the instance types 

we can get more evidence about their similarity.  

4 Experiments and Results 

In this section, we present the preliminary expe-

riments we conducted to evaluate the approach. 

We start by an initial evaluation of Powerset 

Factz by comparing them with ground truth and 

text based label ranking (Chen et al., 2005). We 

then use our approach to discover relations be-

tween different entity types. The details of the 

experiments and results are discussed below. 

 

4.1 Preliminary Evaluation of Powerset 

Factz 

Our first experiment was targeted towards a pre-

liminary evaluation of the accuracy of Powerset 

Factz themselves and their performance when 

compared with ground truth and with Entropy 

based label ranking approach which does not use 

any linguistic analysis. To achieve this we took 

the “acquisitions” table from Freebase. The “ac-

quisitions” table has a list of companies and their 

acquisitions.  We considered the acquisitions 

table as ground truth as this information is either 

entered manually by contributors or imported 

from Wikipedia via DBpedia. We queried Po-

werset by giving the entity pairs as input and 

were able to retrieve Factz for 170 pairs out of 

1107 entity pairs present in Freebase table. The 

number of pairs for which Powerset returned 

Factz is low because Powerset currently extracts 

Factz from well formed sentences and not semi-

structured or structured information such as 

tables or info-boxes in Wikipedia and the acqui-

sition relation is mostly expressed in the form of 

tables or lists in Wikipedia articles. We applied 

relational clustering and stopped clustering when 

the similarity between the clusters was less than 

4. We identified one cluster (acquire, purchase, 

buy) having more than one member and got 146 

relations labeled accurately i.e. 85% accuracy 

through our approach. We repeated the experi-

ment using Entropy based label ranking approach 

(Chen et al., 2005). We were mainly focusing on 

relations that were expressed by verbs. We took 

all sentences between a pair of entities from 

which Powerset had extracted Factz. We ex-

tracted verbs from those sentences and ranked 

those verbs based on the entropy based label 

ranking approach and considered any of the la-

bels matching with the cluster members (acquire, 

purchase, buy) as correct prediction. We com-

pared the results with the ground truth and got 

the accuracy of 72% (table 2). Our preliminary 

experiment on the sample dataset demonstrated 

that the relation labels assigned by Powerset 

have reasonably high accuracy when compared 

with ground truth i.e. 85% and also give higher 

accuracy as compared to the entropy based label 

ranking approach for the sample data set. 

4.2 Discovering Relations between Different 

Types of Entity Pairs 

In this experiment we wanted to explore if our 

approach was successful in discovering relations 

existing between different types of entity pairs 

and clusters the pairs into separate clusters.  

We constructed two datasets using Wikipedia 

page links between articles on entities namely 

Persons and Organizations. Using “person” type 

and “organization” type specified in Freebase, 

Approach Accuracy 

Powerset Factz based approach 85% 

Entropy based Label ranking 72% 

 

Table 2. Comparison of Powerset Factz based 

approach and Entropy based label ranking 
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we were able to construct a list of Wikipedia ar-

ticles that were on Persons and Organizations. 

The Wikipedia article links served the purpose of 

finding out which organizations are related to 

which other organizations and which persons are 

related to which organizations. The first dataset 

represented relations between Organizations 

whereas the second dataset represented relations 

between Persons and Organizations. We applied 

relational clustering for collapsing similar rela-

tions and evaluated the output clusters at differ-

ent thresholds to see if they represented relations 

between different types of entities. At stopping 

with a threshold of 2 we found the following two 

clusters having more than one member: one of 

the clusters represented the relations present be-

tween a pair of Organizations (acquire, pur-

chase, buy, own, say about, take over) and the 

other cluster represented the relations between 

Persons and Organizations (formed, found, lead) 

(table 3). The experiment confirmed the effec-

tiveness of clustering approach as it clusters rela-

tions between different kinds of entity pairs into 

different clusters. 

 
Relations Clusters 

Org-Org 

 

Cluster 1: acquire, purchase, buy, own, say 

about, take over over 

Pers-Org  Cluster 2: found, lead, form 

 
Table 3. Relations between different types of entity 

pairs are clustered into different clusters 

4.3 Improving Recall  

In this experiment we were interested in finding 

if Factz from Powerset can help in discovering 

relations between entities that are not present in 

resources like DBpedia and Freebase. We took a 

list of organization (with > 28,000 organization 

names from Freebase and an internal Knowledge 

Base) and retrieved Powerset Factz having those 

organizations as subjects. We performed relation 

clustering and output clusters at different thre-

sholds. We selected the minimum threshold for 

which there were at least two clusters with more 

than one member. From the two clusters, one 

cluster had manufacture, produce and make rela-

tions and the second had acquire, purchase, own, 

operate and buy relations (table 4). Our intuition 

was that the first cluster represented relations 

between organizations and products. Therefore, 

we took the “company-products” table from 

Freebase and compared it with our dataset. How-

ever, we could only find an overlap of 3 subject 

object pairs. The second cluster had relations that 

we earlier found to exist between organizations 

having the acquisition relation between them, 

therefore, we took the “acquisitions” table from 

Freebase and compared it against our dataset. 

Comparing the pairs with our list of organiza-

tions, we found 104 pairs that had an organiza-

tion as a subject and an object. Out of those 104 

pairs 97 pairs were assigned to cluster 2 and 7 

pairs were assigned to cluster 1. When we com-

pared those 97 pairs with Freebase “acquisition” 

table (which had 73 pairs of organizations that 

overlapped with our dataset) we found that 66 

existed in the set and were therefore predicted 

correctly. We then inspected the rest of the pairs 

manually and found that there were 16 additional 

pairs that were predicted to have the acquire re-

lation and which were not present in the Freebase 

table. Therefore, this approach helped in identi-

fying 16 additional organization pairs having 

acquisition relation between them correctly.  

 
Cluster Cluster Members 

1 manufacture, produce, make 

2 acquire, purchase, own, operate, buy 

 
Table 4. Clustering results for Relations having Or-

ganizations as subjects 

 
Statistics 

No. of pairs in Freebase table 73 

No. of discovered pairs matching Freebase 66 

No. of additional pairs discovered 16 

Total no. of correctly discovered pairs 82/104 

Accurate Predictions %age 78% 

 
Table 5. Evaluation results for improving recall by 

discovering additional entity pairs having the acquisi-

tion relation 

 

Another observation worth mentioning is that the 

acquisition relation is represented mostly in the 

form of tables in Wikipedia whereas Powerset 

only processes information that is present in sen-

tences. In spite of that, our approach was able to 

find new entity pairs from text that did not al-

ready exist in information extracted by other 

sources (table 5).   

4.4 Discovering Relations at Different Le-

vels of Abstraction 

In this experiment we introduced Semantic Type 

information in the Factz data set to discover rela-

tions at different levels of abstraction i.e. be-

tween Entity Types at different levels (For ex-

ample School or Organization, where School is a 

type of Organization).  

We took a list of 13000 organizations for 

which we had their Organization Types available 
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from an internal KB and queried Powerset for 

Factz between all pairs of organizations and were 

able to retrieve more than 88,000 Factz. We 

passed on the Factz to the Semantic Typing 

module to replace the Organization names with 

their types. The Factz dataset with Semantic 

Type information was given as input for collaps-

ing relations, where the similarity matrix was 

constructed based on the same subject and object 

types (rather than same subject and object in-

stances), after which the clustering was per-

formed. We evaluated the clusters at different 

stopping thresholds but the system did not gener-

ate any meaningful clusters. We then looked into 

the dataset and realized that a lot of noise was 

introduced into the system due to various organi-

zation names which were very ambiguous and 

replacing the ambiguous organization names 

with organization types had magnified the noise. 

For example, in our organizations list there is an 

organization with the name “Systems” which is 

of type “Medical Instrument Supplies”. It had the 

following fact related to it: <3d systems> <man-

ufacture> <systems>. Replacing the organization 

name with the type resulted in the following fact 

i.e., <multimedia graphics software> <manufac-

ture> <medical instruments supplies>. Such am-

biguous names when replaced with wrong types 

further magnified the noise. 

4.4.1 Resolving Ambiguity 

As discussed, ambiguous organization names 

introduced noise and replacing them with organi-

zation types magnified the noise. Therefore, it 

was important to resolve the ambiguity in the 

names of entities before applying Semantic Typ-

ing. There are different approaches than can be 

used to recognize and disambiguate Named Enti-

ties, which we discuss below.  

4.4.1.1 Named Entity Recognition 

Powerset has Factz that are extracted from 

sentences. The Factz may be present between 

Named Entities or even just words in sentences. 

For example “Accord” is a name of a trade union 

and is also a word. Running Named Entity Rec-

ognition systems over the sentences from which 

the Factz have been extracted can help in identi-

fying named entities and in eliminating such 

factz which are not between named entities. In 

general, the relation extraction systems have an 

initial step where they identify entities in sen-

tences through NER systems and then discover 

relations between those entities.  

Most of Named Entity Recognition and Dis-

ambiguation systems use the contextual informa-

tion to disambiguate between entities. The con-

textual information could be words in the sen-

tences or other entities in the sentences where the 

entity is mentioned. Having some evidence that 

two entities are related in some way can also 

help in eliminating much of the ambiguity.  In 

general, the relation extraction systems have an 

initial step where they find related entity pairs 

based on Co-occurrences and then discover rela-

tions between those pairs of entities which fre-

quently co-occur with each other in sentences.  

We followed the approach of getting addition-

al context by using entity pairs for querying Po-

werset for which we have background know-

ledge that the pairs are related through some rela-

tion and only retrieved the Factz that were be-

tween those entity pairs. We repeated the same 

experiment. However, this time we gave as input 

pairs of entity names for which we have evidence 

that the entities are related and then ran the expe-

riment with and without semantic typing infor-

mation to validate if introducing semantic typing 

can give us some additional advantage. We dis-

cuss the details of our experiment below. 

 
Relations between Entity Types Freebase Source 

person - organization PersonEmployment table 

person- school Education table 

organization-organization Acquisitions table 

 

Table 6. Data Set with relations between different 

types of entities extracted from Freebase tables 

 

Using Freebase tables we extracted datasets 

for relations present between three different 

kinds of entity pairs i.e persons and organizations 

(e.g. Person-join-Organization), persons and 

school (e.g. Person-attend-School) and Organiza-

tions and Organizations (e.g. Organization- ac-

quire-Organization) (table 6). We used the pairs 

of entities (Persons - Organizations, Persons - 

Schools and Organizations - Organizations) to 

query Powerset and extracted the Factz that cor-

responded to those pairs. Table 7 gives an exam-

ple of the predicates in the Factz found between 

the different types of entity pairs.  

After clustering we evaluated the clusters and 

were expecting to get the relations between three 

different kinds of entity pairs namely Person - 

Organization, Person - School, Organization - 

Organization into three separate clusters. We 

evaluated the output clusters at different stopping 

thresholds but were not able to get three clusters 

using any threshold. Table 8 shows the clusters 
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found at threshold of 2. There were two possible 

reasons for this outcome, one reason was that we 

did not have enough redundancy in the data set 

to get meaningful clusters and secondly, 

“school” is a type of “organization” which could 

have introduced ambiguity. In order to introduce 

redundancy we replaced all the entity names with 

their types (i.e., Person, Organization, School) in 

the Factz and repeated the experiment with Enti-

ty Type information rather than Entity names. 

We evaluated the clusters at different thresholds 

and were able to separate the relation sets into 

three clusters with greater than one member. Ta-

ble 9 gives the results of clustering where we got 

three clusters with more than one member at 

minimum threshold.  

The clusters represented the relations present 

between the three different types of entity pairs 

i.e., person and school, organization and organi-

zation and person and organization (table 9). 

Wikipedia is a very non-redundant resource 

and redundancy helps in getting more evidence 

about the similarity between relations.  Other 

approaches (Yan et al., 2009) have used the web 

for getting redundant information and improving 

recall. In addition, there are many sentences in 

Wikipedia for which Powerset has no corres-

ponding Factz associated (it might be due to 

some strong filtering heuristics). Using semantic 

typing helped in introducing redundancy, without 

which we were not able to cluster the relations 

between different types of entity pairs into sepa-

rate clusters. Semantic Typing also helped in 

identifying the relations present between entities 

at different levels of abstraction. This can help in 

suggesting relations between different entity 

types evident in the corpus during the Ontology 

engineering process.  

5 Conclusions 

We have developed a hybrid approach for unsu-

pervised and unrestricted relation discovery be-

tween entities using linguistic analysis via Po-

werset, entropy based label ranking and semantic 

typing information from a Knowledge base. We 

initially compared the accuracy of Powerset 

Factz with ground truth and with entropy based 

label ranking approach on a sample dataset and 

observed that the relations discovered through 

Powerset Factz gave higher accuracy than the 

entropy based approach for the sample dataset. 

We also developed an approach to collapse a set 

of relations represented in facts as a single domi-

nating relation and introduced a hybrid approach 

for label selection based on relation clustering 

and entropy based label ranking. Our experi-

ments showed that the relational clustering ap-

proach was able to cluster different kinds of enti-

ty pairs into different clusters. For the case where 

the kinds of entity pairs were at different levels 

of abstraction, introducing Semantic Typing in-

formation helped in introducing redundancy and 

also in clustering relations between different 

kinds of entity pairs whereas, the direct approach 

was not able to identify meaningful clusters. We 

plan to further test our approach on a greater va-

riety of relations and on a larger scale.  

  

Relation Example of Powerset Factz Predicates  

Person- Organization join, leave, found, form, start, create 

Person – School attend, enter, return to, enroll at, study at 

Organization - Or-

ganization 

acquire, purchase, buy, own 

 

Table 7. Example of Predicates in Powerset Factz 

representing relations between different types of entity 

pairs 

 
No. Cluster Members Semantic Types 

1 enroll at, return to Person-School 

2 found, purchase, buy, acquire, 

create, say about, own 

Organization- Organi-

zation,  

Person-Organization 

 

Table 8. Results of Clustering Relations between Enti-

ty Pairs without using Semantic Typing 

 
No. Cluster Members Semantic Relation 

1 lead, prep at, play for, enter, 

study, play, graduate, transfer 

to, play at, enroll in, go to, 
remain at, enroll at, teach at, 

move to, attend, join, leave, 

teach, study at, return to, work 
at 

Person- School 

2 acquire, purchase, buy, own, 

say about 

Organization - Organi-

zation 

3 found, create Person - Organization 

 

Table 9. Results of Clustering Relations with Semantic 

Typing 
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Abstract

The pervasive ambiguity of language al-
lows sentences that differ in just one lexi-
cal item to have rather different inference
patterns. This would be no problem if the
different lexical items fell into clearly de-
finable and easy to represent classes. But
this is not the case. To draw the correct
inferences we need to look how the refer-
ents of the lexical items in the sentence (or
broader context) interact in the described
situation. Given that the knowledge our
systems have of the represented situation
will typically be incomplete, the classifica-
tions we come up with can only be prob-
abilistic. We illustrate this problem with
an investigation of various inference pat-
terns associated with predications of the
form ‘Verb from X to Y’, especially ‘go
from X to Y’. We characterize the vari-
ous readings and make an initial proposal
about how to create the lexical classes that
will allow us to draw the correct inferences
in the different cases.

1 Introduction

Machine Reading requires a level of Natural
Language Processing that allows direct infer-
ences to be drawn from the processed texts.
Most heavy duty inferencing will be done by a
reasoning engine working on the output of the
linguistic analysis (with possible loops between
the two) but for this to be possible, the linguistic
analysis should deliver representations where a
certain level of disambiguation and content spec-
ification has been done. For instance, a human

will draw different conclusions from the follow-
ing two sentences about the position of the ref-
erent of the subject: ‘Eric went from Paris to
Lyon’ and ‘The road went from Paris to Lyon’.
The first sentence implies that a person named
Eric was in Paris at some time and in Lyon at
a later time, whereas the second sentence im-
plies that a part of the road was in Paris and a
part of it was in Lyon at the same time. For the
reasoner to draw such conclusions, the linguis-
tic analysis should assign appropriate roles to
the subject argument and the from-to adjunct
or argument phrases of the verbal predicate go
so as to convey that the first sentence involves
movement, while the second involves spatial ex-
tent.

In this paper we look at a range of such in-
ferences associated with from-to phrases. We
limit ourselves to rather simple cases of the
use of from-to phrases: those that describe no
change or gradual changes in the physical world.
We show that beyond inferences about time-
dependent locations and spatial extent of partic-
ular entities, from-to phrases give rise to infer-
ences about change of an entity in some dimen-
sion (e.g. temperature or width) either through
time or through space. We first discuss the in-
ferences we would like to be able to draw, and
describe features of a representation that cap-
tures enough distinctions to enable these infer-
ences to be drawn. This allows us to isolate the
factors leading to such inferences. Finally, we
give a preliminary sketch of a corpus analysis
that would help make the required distinctions
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and characterize appropriate lexical classes.

2 Some simple inferences

Consider the following sentences:

1. Eric went from Paris to Lyon.

2. The road went from Paris to Lyon.

3. The meeting went from 3 p.m. to 5 p.m.

4. The temperature in the room went from 20
degrees to 30 degrees from 10 to 11 a.m.

5. The temperature went from 20 to 30 de-
grees from the front to the back of the room

6. The temperature went from 20 degrees to
30 degrees.

7. The room went from 20 to 30 degrees.

As indicated above, we would like the system to
be able to conclude from (1) that Eric was in
Paris before being in Lyon, and from (2) that
one part of the road is in Paris whereas another
part is in Lyon at the same time. From (3) the
system should infer that the mentioned event,
the meeting, started at 3 p.m. (or no later than
3 p.m.) and ended at 5 p.m. (or no earlier than
5 p.m.). From (4) the system should infer that
the value of the function temperature as it ap-
plies to the room increases over the given tem-
poral span. It is worth noting at this point that
the two sets of from-to phrases in (4) play differ-
ent roles. The temporal from-to phrases specify
the relevant domain of the temporal argument of
the function, while the measure from-to phrases
specify the range of the function on the given
domain. (5) has a similar implication to that
of (4), that the temperature changes, but this
time over a spatial dimension: the temperature
is implied to vary in different parts of the room,
being 20 degrees in the front of the room and 30
degrees in the back. Again the two sets of from-
to phrases in (5) play different roles. The spa-
tial from-to phrases specify the relevant domain
of the spatial argument of the function and the
measure from-to phrases specify the range of the
function on the given domain. (6) and (7) have
similar implications to those of (4) and, in the
right context, to those of (5) but they present
challenges of their own. In (6) the temporal (or
spatial) dimension is implicit and needs to be in-
ferred. (7) requires the inference that a change

of the values of the function temperature is in-
volved.1

These examples show that sentences that have
substantially the same syntax and even use the
same main verb can exhibit very different rela-
tions between their parts. The first question we
want to address is how to explicate these dif-
ferences and the second question is how to get
from the words used in these sentences to the
information needed about their type of referent
to ensure the right interpretation in each case.

The verb ‘to go’ is, of course, not the only
one that exhibits this behavior. The difference
in interpretation between examples (1) and (2)
can also be found with manner-of-motion verbs
such as ‘run’ and ‘zigzag’. Some verbs do lexi-
cally encode a particular functional dimension,
such as temperature or width. These are known
as degree achievements (Dowty, 1979; Abusch,
1986).2 Examples of degree achievements in-
clude ‘widen’, ‘lengthen’, ‘shorten’, ‘cool’, ‘age’.
They exhibit similar patterns of modification
with from-to phrases as we saw above:

8. The road widens from Palo Alto to Menlo
Park.

9. The road widens from 12 to 24 feet.

Here ‘widen’ is interpreted statively, like ‘go’ in
(2), and the two sentences imply spatial change
in width, over subparts of the road. The two
from-to phrases, however, have a different func-
tion giving rise to different implications. (8) im-
plies that the road is wider in Menlo Park than it
is in Palo Alto. (9) specifies the relation between
the measures of width at two different subparts
of the road. The from-to phrases in (8) specify

1It is not clear that the change has to be in one direc-
tional in all cases:

This summer, the temperature went from 20 de-
grees to 30 degrees.

In this example, it seems that the temperature varied
from 20 to 30 degrees, not necessarily that 20 degrees
was a starting point or 30 degrees an end point. See
section 4.1 for some further discussion.

2In English most degree achievements are derived
from gradable adjectives. When this is the case, the
meaning of degree achievements and underlying adjec-
tives is systematically related, as argued in (Hay et al.,
1999).
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the domain of the spatial argument of the func-
tion width as it applies to the referent of ‘the
road’. Those in (9) specify the range of the val-
ues of the function width as it applies to different
parts of the referent of ‘the road’.

In what follows we will distinguish between
extent readings and change readings. Extent
readings specify, in full or in part, the tempo-
ral or spatial extent of a temporal or spatial en-
tity, as seen in (3) and (2). Change readings
specify the values of a function as applied to a
given entity through a temporal or spatial span.
The function is either determined directly by the
verb, as in (8) and (9), or by the verb in com-
bination with one of its arguments, as in (4) –
(6), or it has to be inferred, as in (1) and (7).

3 Representing the different readings

For the sake of concreteness, in this section we
show how the distinctions discussed above are
represented and implemented in AKR, an ab-
stract knowledge representation language into
which sentences are mapped after they are
parsed in the NL system developed at PARC

(Bobrow et al., 2007). The idea behind AKR is
to canonicalize many variations of an input text
with the same underlying meaning into a more
uniform representation. This ought to make the
task of interfacing with reasoners easier.

The AKR of a sentence consists of a list of
assertions. Terms are generated for each of the
content words of a sentence, such as verbs and
nouns, and are associated with assertions about
the types of events and objects their correspond-
ing words refer to. Predicates and their argu-
ments or modifiers are related via role relations.
The inventory of roles we use extends the set
of semantic or thematic roles often assumed in
linguistic analyses and found in resources such
VerbNet or FrameNet. It includes among other
things temporal or spatial relations of inclusion,
precedence, etc.

We assume that sentences with from-to
phrases imply the existence of a path and that
the further information about the path specified
is about the “location” of its initial and final
points. In representing such sentences a term is

created to represent a path and the path term
is linked by a role initial to the term for the
complement of from, and by a role final to the
term for the complement of to. On our analysis
then the from-to phrases are used to specify re-
strictions on the path term and do not translate
into thematic roles relating the verbal predicate
and the complement NP, such source or goal.
The path term is related to the verbal term via
different roles, depending on the type of inter-
pretation. Below is an example that shows the
role relations in AKR for sentence (1).

role(theme, go:13, Eric:7)

role(mpath, go:13, path:23)

role(initial,path:23,loc(-at-,Paris:4))

role(final,path:23,loc(-at-,Lyon:6))

role(dimension,path:23,loc)

3.1 Extent interpretations

In extent readings the subject argument denotes
an entity extended in space, as seen in (2), or a
non-punctual event, as seen in (3). The verb
itself does little work other than to signal that
the from-to phrases give information about the
spatial or temporal extent of its subject argu-
ment. The way they do that is by saying that
the given path is a spatial or temporal part of
the entity that is the referent of the subject ar-
gument. Let us start with the representation of
(3), as the representation of its meaning in our
terms is quite intuitive. Temporal paths, such
as from-to-span:11, correspond to time periods.

role(initial,time-span:11,timepoint(-at-,3pm))

role(final,time-span:11,timepoint(-at-,5pm))

role(temporalWithin,time-span:11,meeting:1)

It should now be clear that the representation
for the spatial extent reading would differ min-
imally from that of the temporal extent read-
ing: the relation between the path and the road
terms would be that of spatial inclusion and the
dimension of the path is locational.

role(initial,path:23,loc(-at-,Paris:4))

role(final,path:23,loc(-at-,Lyon:6))

role(spatialWithin,path:23,road:10)

116



3.2 Change interpretations

As discussed in section 2, change interpretations
establish a dependency between two paths which
should be represented explicitly. The paths
themselves may be specified overtly by from-to
phrases or they may be implicit. Functionally
relating two paths of this type was first dis-
cussed, to our knowledge, in (Jackendoff, 1996)
and further developed in (Gawron, 2005) and
(Gawron, 2009).

Let us consider first example (4), where the
two paths are given explicitly. (4) implies a
change in the temperature of the room over time
so the function temperature should be construed
as time-dependent. The temporal path speci-
fies the time period over which the given change
in temperature takes place; the scalar path par-
tially specifies the range of the function over the
given temporal domain. What we can conclude
for certain from (4) is that the temperature in
the room was 20 degrees at 10 a.m. and 30 de-
grees at 11 a.m. The sentence gives no specific
information about the temperature of the room
in between 10 and 11 a.m. though in this case,
given that change in temperature is continuous,
we can conclude that every degree between 20
and 30 was the temperature of the room at some
point within the relevant time period.

In order to represent the dependency between
the two paths we use a higher order predicate
path-map that specifies a function, that varies
over a range (in this case the scalar path from
20 degrees to 30 degrees) with a domain (in
this case the temporal path from 10 a.m. to 11
a.m.). More generally: the higher-order predi-
cate, path-map(F,D,R), relates a function F
and two posets D and R. The path-map relation
expresses that the image of D under F is equal
to R.3 For (4) we end up with the following rep-
resentation.

role(scale,go:5,path:4)

role(dimension, path:4,temperature)

role(initial,path:4,temperature(-at-,20 deg))

role(final,path:4,temperature(-at-,30 deg))

3Depending on what F, D and R are, this mapping
may also be order preserving, i.e. for all elements x, y in
D, if x precedes y then F(x) precedes F(y).

role(initial,time-span:11,timepoint(-at-,10am))

role(final,time-span:11,timepoint(-at-,11am))

path-map(function(temperature,room:2),
time-span:11,path:4)

The fact that path:4 is a scalar path is marked
by relating it to the verbal term via the role
scale.

The other examples discussed in section 2 re-
ceive representations based on this model. (5)
implies a change in the temperature of the room
over its spatial extent oriented from the front to
the back, so the function temperature should be
construed as location-dependent. Below we give
the assertions for the representation of (5) that
differ from those of (4). Note the additional
assertion relating the spatial path term to the
room term.

role(initial,path:11,loc(-at-,front:10))

role(final,path:11,loc(-at-,back:12))

role(spatialWithin,,path:11,room:2)

path-map(function(temperature,room:2),
path:11,path:4)

The representation of sentences with degree
achievements, such as The road widens from 12
to 24 feet from Palo Alto to Menlo Park, would
the same in all relevant respects except that the
dimension of the scalar path would be deter-
mined by the verb, in this case being width.

To derive full representations for (6) and (7)
we need to be able to infer the second and the
first argument of function, respectively. More-
over, we need to fix the dimension of the implicit
path. Generally, when only one path is specified
overtly, as in (6), (7) and (8) and (9) the exis-
tence of the other type of path is understood.
When only the range path is given, the under-
stood domain path can be either temporal or
locational.

We come now to the prototypical use of a
from-to phrase with verbs like ‘go’ to describe
movement whose origin is specified by the from
phrase and whose destination is specified by the
to phrase. We gave a preliminary representation
for (1) at the beginning of section 3. Missing
from that representation is the explicit link be-
tween the location of the theme argument during
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the time of the movement. This link, of course,
can now be given in terms of the following path-
map assertion:

path-map(function(location,Eric:7),
time(go:13),path:23)

4 Which elements in the sentence

guide interpretation?

In our system roles and dimensions are intro-
duced by rules that take the output of the syn-
tactic parse of the sentence as input. The exact
form of these rules need not to concern us here.
But an important question for nlp is where the
information comes from that allows us to deter-
mine which role and dimension a path has. As
the examples show, the verb is not necessarily
the place to look: most of the examples use the
verb ‘to go’.

In fact, the information can come from various
places in the sentence (or the broader textual
context: ellipsis and anaphoric relations play
their usual roles here). Moreover in some cases
information about, say, the dimension can come
from the arguments of from and to whereas in
other cases this information can come from the
verb. ‘Widen’ for instance imposes the width-
dimension but if we use the verb ‘to go’ to de-
scribe a widening event, the information about
the dimension has to come from the arguments
of from and to and the subject.

Similar problems arise with respect to the de-
termination of the roles. Example 1 and 2 seem
to have straightforward interpretations where
the path role in the first case is clearly a move-
ment path whereas in the second case we have to
do with a stative interpretation. At first blush,
it seems that this information could be straight-
forwardly lexically encoded: people move and
roads don’t. But further reflection shows that
this will not do. Take the following example:

10. The train went from one end of the station
to the other.

In this case we can have two interpretations: ei-
ther the length of the train is such that it covers
that of the whole station or the train moved from
one end of the station to the other. What is im-
portant is not an intrinsic characteristic of the

lexical item but whether it is appropriate for the
extent (length) of its referent to be measured by
the from-to phrase.

Some more or less stable relations between
syntax and semantics can help us determine
which analysis to give. For instance, the starting
and end points of movement paths and stative
locational paths are referential (in contradistinc-
tion to those of scalar paths). As such, they tend
to be expressed by proper names or by a noun
phrase with a determiner.4

Manner of motion verbs are surprisingly un-
informative: many of them can have a moving
object or a stationary object or a function such
as the temperature as their subject. The combi-
nations summarized in the following are all pos-
sible:

11. Liz/the road/the temperature
went/crawled/moved/meandered
from X to Y.

With verbs of inherent directed motion, the verb
contributes a polarity for the direction but very
little else, as example 12 illustrates:

12. Liz/the road/the temperature
descended/climbed/ascended/fell/tumbled
from X to Y.

Again whatever information there is about the
type of path or the dimension it has to come
from the subject or from the from-to arguments.
From-to arguments can give the necessary infor-
mation about the dimension (locations, money,
time, degrees) but when they are scalar or tem-
poral, the measurement units will often be omit-
ted and the theme will indicate the dimension.

Degree achievements tend to be more special-
ized. They indicate the dimension (width, tem-
perature). Lexicons can contain many of the
function names but will not help with the cases
of metonymy (where an argument is given in-
stead of the name of the function itself).

4There are, however, exceptions:

He ran from where Bill was to where the field ends.

His tattoo goes from head to toe.

The path meanders from mountain to mountain.
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4.1 Characterizing components of the
representations

In the previous subsection we have discussed dif-
ferent types of from-to phrases, and the roles
that link the elements of the representations of
these types. The question we address now is how
we can provide our system with the necessary in-
formation to make these distinctions. This is a
preliminary investigation as yet without imple-
mentation.

Ideally, we would have ontologies to give us
the right characteristics of the entities underly-
ing our lexical items and we would have ade-
quate mappings from the lexical items to these
ontologies. These ontologies and these mappings
are currently not available. Natural language
processing applications, however, have taught us
that even if humans can do surprising things and
language can express surprising thoughts, most
of the time, the reality that human language ex-
presses is rather predictable, so that the map-
ping to ontologies can up to a certain point be
mimicked by probabilistic feature assignments
to lexical items. For ‘Eric’ we can assume that
with a high probability it will be the theme of
a movement path and whereas for ‘the road’ a
high probability assigns it as the theme of a sta-
tive path. In other cases, however, we need con-
crete co-occurrence statistics to assign the right
representations. Next, we sketch a preliminary
investigation of some Wikipedia data that can
be brought to bear on this issue. We indicate
how the data might help and point out some of
the new problems it brings up.

A first question that arises is of how much
practical relevance the different types that we
have discussed are. We looked at the first 100
‘went from X to Y’ sentences pulled out of
Wikipedia parsed with the Stanford dependency
parser, that had the required syntactic pattern
and found that 61 fell into the categories de-
scribed in the previous sections (gradual change
or no change in the physical domain) whereas
about 39 are clearly transformational from-to’s
(for instance ‘The SU-152 went from design con-
cept to field trials in a record twenty-five days’).
Of these 61, 4 had temporal from-to modifiers,

19 had various scales or numeric from-to mod-
ifiers and 38 were locational. Of the locational
ones, 11 had a stationary reading and 17 had a
movement reading. So all the cases under dis-
cussion are well represented in naturally occur-
ring text.

A second question is how we can obtain
the relevant features from the data. We
see four potential methods: (1) the charac-
terization of words within existing ontologies
like WordNet (Miller, 1995), (2) the combina-
tion of stated facts through reasoning, (3) co-
occurrence statistics of words in text, and (4)
solicitation of novel features from human anno-
tators. We illustrate these methods based on
Wikipedia examples.

A first idea might be that there is at least a
straightforward ontological characterization for
difference between the movement and the sta-
tive reading: for the movement reading we re-
quire living beings and for the stative reading
we require long stationary entities. These im-
pressions are, of course, not completely wrong
but in the first case, we have to include in the
living beings not only groups such as brigades
but also ships (as in ‘She went from the Red Sea
to the Mediterranean to relieve USS Coral Sea
...’), flights (as in ‘This flight went from Spits-
bergen (Svalbard) to Alaska nonstop, so there
is little doubt that they went over the North
Pole.’) and messages (as in ‘The message went
from the Palace in Stockholm to the King at
Drottningholm.’). And in the second categories
we have not only roads and various transporta-
tion lines but also borders (as in ‘The bound-
ary of Manila province went from northeast to
southwest, ...’) and trade routes and things such
as (rifle) suppressors as in ‘The suppressor, 2
inches in diameter, went all the way from the
back of the barrel to well beyond the muzzle
...’). A quick inspection of WordNet shows that
there is no interesting ancestor node that covers
all the movement cases but it also suggests that
a great number of the cases can be covered with
‘conveyance, transport’ together with ‘motion,
movement, move’ as well as ‘organism, being’.
But ‘organism, being’ also covers ‘plants’ and
‘sitter’ and ‘stander’ and other subclasses that
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don’t seem to be plausible candidates for the
movement analysis. There is no interesting hy-
pernym for both ‘road’ and ‘border’ before we
get to the useless level of ‘object, physical ob-
ject’ and no already existing ontology will help
with the suppressor case. Thus we might get
some data by using the first method but most
likely not everything we want.

As far as the arguments of the from-to phrases
themselves, locations can be indicated by place
names, institution names, nouns referring to lo-
cations, but also nouns referring to spatial lo-
cated entities that we do not think of as loca-
tions, such as parts of pieces of equipment. The
very limited inspection of data we have done up
to now does not lead us to expect that the na-
ture of the from-to arguments occurring with
movement readings is very different from that
found with stationary readings. In the current
state of affairs, many of the arguments of the
from-to phrases can be found either in gazetteers
or through the analysis of a reasonably well-
circumscribed spatial vocabulary.5

Some cases, however, fall outside of these re-
sources. The most interesting problem is pre-
sented by the reference to spatial entities that
are not clearly flagged as locations in ontologies,
such as those found in the suppressor-sentence
(‘The suppressor, 2 inches in diameter, went all
the way from the back of the barrel to well be-
yond the muzzle ...’) above. We admit that
his type of sentence seems to be rather rare
in the Wikipedia corpus but it is problematic
because detailed ontological representations of
even common objects are not readily available.
Wikipedia, however, has some information that
might help one to formulate reasonable hypothe-
ses about parts. For instance, the article that
contains the suppressor-sentence, also contains
a structured specification of the carbine under
description mentioning the barrel and the muz-
zle. Here we need to use the second method,
reasoning. The question then becomes whether
we can find reasoning patterns that are general
enough to give interesting results.

5Whereas it is possible to enumerate an extensive part
of the relevant vocabulary, there is no extensive descrip-
tion of meaning contribution of these elements.

The third method, already demonstrated in
the context of semantic parsing (Poon and
Domingos, 2009), seems also to be promising.
For instance, even staying within the class of
movement verbs, different verbs have different
signatures that might help us with the classifi-
cation of their subjects and their from-to argu-
ments. While ‘go’ has indeed the wide range of
meanings that we expected, ‘run’ is rather dif-
ferent: apart from three examples where ‘run’
refers to the movement of living beings and three
referring to vehicles moving, the other exam-
ples of the combination of ‘run’ with from-to fall
in two classes: indications of the spatial extent
of roads, railways and the like (27) and tempo-
ral extensions of shows, games or strips running
(16). The nature of the corpus has certainly an
influence here (Wikipedia does not contain nar-
rative texts) but this type of information might
be valuable to disambiguate parses: if we can
distinguish the cases where ‘run’ occurs with
spatial extent readings and the cases where it
occurs with temporal extent meanings, we can
harvest a set of possible subjects that are also
possible subjects for the spatial extent meaning
of ‘go’. The distinction between the two read-
ings of ‘run’ is not very difficult to make as most
of the temporal extent readings of ‘run’ have a
temporal from-to phrase.6

A different way in which the characteristics
of specific verbs or verb argument combinations
might at least probabilistically disambiguate
possible readings is illustrated with a difference
between ‘go’ and ‘range’ with scalars. In sec-
tion 3.2, we observed that scalar ‘go’ does not
always imply that there is a steady increase or
decrease over time or space. However in all the
numerical or scalar examples except for one in
our first sample, the interpretation implies such

6But those readings themselves bring up a new clas-
sificatory problem: most of the time the subject is an
event, a show, or a game. However, in most cases the
meaning is not that one performance of the show ran for
several months or year but that several successive perfor-
mances ran. Moreover, the construction cannot only be
used with event-referring expressions but also with enti-
ties such as ‘strips’. Here we get into problems of regular
polysemy. The treatment we have given above needs to
be complicated to take these into account.
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a steady increase or decrease. We also exam-
ined the sentences with ‘price ranged’ and ‘price
went’ in the whole of Wikipedia. Unfortunately
there are very few examples but for these, the
difference in interpretation for ‘range’ and ‘go’
seems to hold up: all 4 examples with ‘go’ had
the interpretation of steady increase or decrease.
So ‘the price ranged ...’ and ‘the price went ...’
statistically might get a different interpretation
even if in some cases ‘go’ can be synonymous
with ‘range’.

Finally, there is a possibility that due to
sparseness some required features can neither be
derived from existing ontologies nor from natu-
ral language text itself. For example, in ‘The
2006 Trek the Trail event was organised on the
Railway Reserve Heritage Trail and went from
Mundaring to Darlington’ we assume an extent
interpretation, and may thus be inclined to clas-
sify all events that way. However, in ‘The case
Arklow vs MacLean went all the way from the
New Zealand High Court to the Privy Council
in London.’ we assume a change interpretation
(movement), although WordNet sees ‘event’ as
a hypernym of ‘case’. Interestingly, it is not the
arguments that determine the right interpreta-
tion here, but rather our distinction between dif-
ferent kinds of events: those for which spatial ex-
tent is important (street festivals) and those for
which not (lawsuits). More generally, in cases
where we are unable to make such fine distinc-
tions based on features derived from available
corpora, we can use our fourth method, solicit-
ing additional features from human annotators,
to group concepts in novel ways.

5 Conclusion

In this paper we first described the distinctions
that need to be made to allow a correct in-
terpretation of a subclass of from-to sentences.
We then looked at the resources that are avail-
able to help us guide to the correct interpreta-
tion. We distinguished four different ways to
obtain the information needed: features in an
existing ontology, features statistically derived
for the relations used with a concept, features
computed through reasoning and features ob-
tained through human annotation. We saw that

a small, very preliminary examination of the
data suggests that the three first methods will
allow us to make the right distinctions in an im-
portant number of cases but that there will be
cases in which the fourth method, human anno-
tation, will be necessary.
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Abstract

One of the main bottlenecks in natural lan-
guage processing is the lack of a comprehen-
sive lexicalized relation resource that contains
fine grained knowledge on predicates. In this
paper, we present PRISMATIC, a large scale
lexicalized relation resource that is automati-
cally created over 30 gb of text. Specifically,
we describe what kind of information is col-
lected in PRISMATIC and how it compares
with existing lexical resources. Our main fo-
cus has been on building the infrastructure and
gathering the data. Although we are still in
the early stages of applying PRISMATIC to
a wide variety of applications, we believe the
resource will be of tremendous value for AI
researchers, and we discuss some of potential
applications in this paper.

1 Introduction

Many natural language processing and understand-
ing applications benefit from the interpretation of
lexical relations in text (e.g. selectional preferences
for verbs and nouns). For example, if one knows that
things being annexed are typically geopolitical enti-
ties, then given the phrase Napoleon’s annexation of
Piedmont, we can infer Piedmont is a geopolitical
entity. Existing linguistic resources such as VerbNet
and FrameNet provide some argument type infor-
mation for verbs and frames. However, since they
are manually built, they tend to specify type con-
straints at a very high level (e.g, Solid, Animate),

∗Research supported in part by Air Force Contract FA8750-
09-C-0172 under the DARPA Machine Reading Program

consequently they do not suffice for cases such as
the previous example.

We would like to infer more fine grained knowl-
edge for predicates automatically from a large
amount of data. In addition, we do not want to re-
strict ourselves to only verbs, binary relations, or to
a specific type hierarchy.

In this paper, we present PRISMATIC, a large
scale lexicalized relation resource mined from over
30 gb of text. PRISMATIC is built using a suite of
NLP tools that includes a dependency parser, a rule
based named entity recognizer and a coreference
resolution component. PRISMATIC is composed
of frames which are the basic semantic representa-
tion of lexicalized relation and surrounding context.
There are approximately 1 billion frames in our cur-
rent version of PRISMATIC. To induce knowledge
from PRISMATIC, we define the notion of frame-
cuts, which basically specify a cut or slice operation
on a frame. In the case of the previous Napoleon
annexation example, we would use a noun-phrase
→ object type cut to learn the most frequent type
of things being annexed. We believe there are many
potential applications that can utilize PRISMATIC,
such as type inference, relation extraction textual en-
tailment, etc. We discuss some of these applications
in details in section 8.

2 Related Work

2.1 Manually Created Resources

Several lexical resources have been built man-
ually, most notably WordNet (Fellbaum, 1998),
FrameNet(Baker et al., 1998) and VerbNet(Baker et
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al., 1998). WordNet is a lexical resource that con-
tains individual word synset information, such as
definition, synonyms, antonyms, etc. However, the
amount of predicate knowledge in WordNet is lim-
ited.

FrameNet is a lexical database that describes the
frame structure of selected words. Each frame rep-
resents a predicate (e.g. eat, remove) with a list of
frame elements that constitutes the semantic argu-
ments of the predicate. Different words may map to
the same frame, and one word may map to multiple
frames based on different word senses. Frame ele-
ments are often specific to a particular frame, and
even if two frame elements with the same name,
such as “Agent”, may have subtle semantic mean-
ings in different frames.

VerbNet is a lexical database that maps verbs to
their corresponding Levin (Levin, 1993) classes, and
it includes syntactic and semantic information of the
verbs, such as the syntactic sequences of a frame
(e.g. NP V NP PP) and the selectional restriction
of a frame argument value must be ANIMATE,

Compared to these resources, in addition to being
an automatic process, PRISMATIC has three major
differences. First, unlike the descriptive knowledge
in WordNet, VerbNet or FrameNet, PRISMATIC of-
fers only numeric knowledge of the frequencies of
how different predicates and their argument values
through out a corpus. The statistical profiles are eas-
ily to produce automatically, and they allow addi-
tional knowledge, such as type restriction (see 8.1),
to be inferred from PRISMATIC easily.

Second, the frames are defined differently. The
frames in PRISMATIC are not abstract concepts
generalized over a set of words. They are defined
by the words in a sentence and the relations between
them. Two frames with different slot values are con-
sidered different even though they may be semanti-
cally similar. For example, the two sentences “John
loves Mary” and “John adores Mary” result in two
different frame even though semantically they are
very close. By choosing not to use frame concepts
generalized over words, we avoid the problem of
determining which frame a word belongs to when
processing text automatically. We believe there will
be enough redundancy in a large corpus to produce
valid values for different synonyms and variations.

Third, PRISMATIC only uses a very small set of

slots (see table 1) defined by parser and relation an-
notators to link a frame and its arguments. By using
these slots directly, we avoid the problem of map-
ping parser relations to frame elements.

2.2 Automatically Created Resources
TextRunner (Banko et al., 2007) is an information
extraction system which automatically extracts re-
lation tuples over massive web data in an unsuper-
vised manner. TextRunner contains over 800 mil-
lion extractions (Lin et al., 2009) and has proven
to be a useful resource in a number of important
tasks in machine reading such as hypernym discov-
ery (Alan Ritter and Etzioni, 2009), and scoring in-
teresting assertions (Lin et al., 2009). TextRunner
works by automatically identifying and extracting
relationships using a conditional random field (CRF)
model over natural language text. As this is a rela-
tively inexpensive technique, it allows rapid applica-
tion to web-scale data.

DIRT (Discovering Inference Rules from Text)
(Lin and Pantel, 2001) automatically identifies in-
ference rules over dependency paths which tend to
link the same arguments. The technique consists of
applying a dependency parser over 1 gb of text, col-
lecting the paths between arguments and then cal-
culating a path similarity between paths. DIRT has
been used extensively in recognizing textual entail-
ment (RTE).

PRISMATIC is similar to TextRunner and DIRT
in that it may be applied automatically over mas-
sive corpora. At a representational level it differs
from both TextRunner and DIRT by storing full
frames from which n-ary relations may be indexed
and queried. PRISMATIC differs from TextRun-
ner as it applies a full dependency parser in order
to identify dependency relationships between terms.
In contrast to DIRT and TextRunner, PRISMATIC
also performs co-reference resolution in order to in-
crease coverage for sparsely-occurring entities and
employs a named entity recognizer (NER) and rela-
tion extractor on all of its extractions to better repre-
sent intensional information.

3 System Overview

The PRISMATIC pipeline consists of three phases:

1. Corpus Processing Documents are annotated
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Figure 1: System Overview

by a suite of components which perform depen-
dency parsing, co-reference resolution, named
entity recognition and relation detection.

2. Frame Extraction Frames are extracted based
on the dependency parses and associated anno-
tations.

3. Frame-Cut Extraction Frame-cuts of interest
(e.g. S-V-O cuts) are identified over all frames
and frequency information for each cut is tabu-
lated.

4 Corpus Processing

The key step in the Corpus Processing stage is the
application of a dependency parser which is used
to identify the frame slots (as listed in Table 1) for
the Frame Extraction stage. We use ESG (McCord,
1990), a slot-grammar based parser in order to fill
in the frame slots. Sentences frequently require co-
reference in order to precisely identify the participat-
ing entity, and so in order to not lose that informa-
tion, we apply a simple rule based co-reference reso-
lution component in this phase. The co-reference in-
formation helps enhance the coverage of the frame-
cuts, which is especially valuable in cases of sparse
data and for use with complex frame-cuts.

A rule based Named Entity Recognizer (NER) is
used to identify the types of arguments in all frame
slot values. This type information is then registered
in the Frame Extraction stage to construct inten-
tional frames.

5 Frame Extraction

Relation Description/Example
subj subject
obj direct object
iobj indirect object
comp complement
pred predicate complement
objprep object of the preposition
mod nprep Bat Cave in Toronto is a tourist attraction.
mod vprep He made it to Broadway.
mod nobj the object of a nominalized verb
mod ndet City’s budget was passed.
mod ncomp Tweet is a word for microblogging.
mod nsubj A poem by Byron
mod aobj John is similar to Steve.
isa subsumption relation
subtypeOf subsumption relation

Table 1: Relations used in a frame and their descriptions

The next step of PRISMATIC is to extract a set of
frames from the parsed corpus. A frame is the basic
semantic unit representing a set of entities and their
relations in a text snippet. A frame is made of a set
of slot value pairs where the slots are dependency
relations extracted from the parse and the values are
the terms from the sentences or annotated types. Ta-
ble 2 shows the extracted frame based on the parse
tree in figure 2.

In order to capture the relationship we are inter-
ested in, frame elements are limited to those that
represent the participant information of a predicate.
Slots consist of the ones listed in table 1. Further-
more, each frame is restricted to be two levels deep
at the most, therefore, a large parse tree may re-
sult in multiple frames. Table 2 shows how two
frames are extracted from the complex parse tree
in figure 2. The depth restriction is needed for two
reasons. First, despite the best efforts from parser
researchers, no parser is perfect, and big complex
parse trees tend to have more wrong parses. By lim-
iting a frame to be only a small subset of a complex
parse tree, we reduce the chance of error parse in
each frame. Second, by isolating a subtree, each
frame focuses on the immediate participants of a
predicate.

Non-parser information may also be included in a
frame. For example, the type annotations of a word
from a named entity recognizer are included, and
such type information is useful for the various ap-
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Figure 2: The parse tree of the sentence In 1921, Einstein received the Nobel Prize for his original work on the
photoelectric effect.

Frame01
verb receive
subj Einstein

type PERSON / SCIENTIST

obj Nobel prize
mod vprep in

objprep 1921
type YEAR

mod vprep for
objprep Frame02

Frame02
noun work
mod ndet his / Einstein
mod nobj on

objprep effect

Table 2: Frames extracted from Dependency Parse in Fig-
ure 2

plications described in section 8. We also include
a flag to indicate whether a word is proper noun.
These two kinds of information allow us to easily
separate the intensional and the extensional parts of
PRISMATIC.

6 Frame Cut

One of the main reasons for extracting a large
amount of frame data from a corpus is to induce
interesting knowledge patterns by exploiting redun-
dancy in the data. For example, we would like to
learn that things that are annexed are typically re-
gions, i.e., a predominant object-type for the noun-
phrase “annexation of” is “Region” where “Region”
is annotated by a NER. To do this kind of knowledge
induction, we first need to abstract out specific por-
tions of the frame - in this particular case, we need
to isolate and analyze the noun-phrase → object-
type relationship. Then, given a lot of data, and
frames containing only the above relationship, we
hope to see the frame [noun=“annexation”, prepo-
sition=“of”, object-type=“Region”] occur very fre-
quently.

To enable this induction analysis, we define
frame-cuts, which basically specify a cut or slice op-
eration on a frame. For example, we define an N-P-
OT frame cut, which when applied to a frame only
keeps the noun (N), preposition (P) and object-type
(OT) slots, and discards the rest. Similarly, we de-
fine frame-cuts such as S-V-O, S-V-O-IO, S-V-P-O
etc. (where S - subject, V - verb, O - object, IO -
indirect object) which all dissect frames along dif-
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ferent dimensions. Continuing with the annexation
example, we can use the V-OT frame cut to learn
that a predominant object-type for the verb “annex”
is also “Region”, by seeing lots of frames of the form
[verb=“annex”, object-type=“Region”] in our data.

To make frame-cuts more flexible, we allow them
to specify optional value constraints for slots. For
example, we can define an S-V-O frame cut, where
both the subject (S) and object (O) slot values are
constrained to be proper nouns, thereby creating
strictly extensional frames, i.e. frames containing
data about instances, e.g., [subject=“United States”
verb=“annex” object=“Texas”]. The opposite ef-
fect is achieved by constraining S and O slot val-
ues to common nouns, creating intensional frames
such as [subject=“Political-Entity” verb=“annex”
object=“Region”]. The separation of extensional
from intensional frame information is desirable,
both from a knowledge understanding and an appli-
cations perspective, e.g. the former can be used to
provide factual evidence in tasks such as question
answering, while the latter can be used to learn en-
tailment rules as seen in the annexation case.

7 Data

The corpora we used to produce the initial PRIS-
MATIC are based on a selected set of sources, such
as the complete Wikipedia, New York Times archive
and web page snippets that are on the topics listed in
wikipedia. After cleaning and html detagging, there
are a total of 30 GB of text. From these sources, we
extracted approximately 1 billion frames, and from
these frames, we produce the most commonly used
cuts such as S-V-O, S-V-P-O and S-V-O-IO.

8 Potential Applications

8.1 Type Inference and Its Related Uses
As noted in Section 6, we use frame-cuts to dis-
sect frames along different slot dimensions, and then
aggregate statistics for the resultant frames across
the entire dataset, in order to induce relationships
among the various frame slots, e.g., learn the pre-
dominant types for subject/object slots in verb and
noun phrases. Given a new piece of text, we can
apply this knowledge to infer types for named en-
tities. For example, since the aggregate statistics
shows the most common type for the object of

the verb “annex” is Region, we can infer from the
sentence “Napoleon annexed Piedmont in 1859”,
that “Piedmont” is most likely to be a Region.
Similarly, consider the sentence: “He ordered a
Napoleon at the restaurant”. A dictionary based
NER is very likely to label “Napoleon” as a Per-
son. However, we can learn from a large amount
of data, that in the frame: [subject type=“Person”
verb=“order” object type=[?] verb prep=“at” ob-
ject prep=“restaurant”], the object type typically
denotes a Dish, and thus correctly infer the type for
“Napoleon” in this context. Learning this kind of
fine-grained type information for a particular con-
text is not possible using traditional hand-crafted re-
sources like VerbNet or FrameNet. Unlike previ-
ous work in selectional restriction (Carroll and Mc-
Carthy, 2000; Resnik, 1993), PRISMATIC based
type inference does not dependent on a particular
taxonomy or previously annotated training data: it
works with any NER and its type system.

The automatically induced-type information can
also be used for co-reference resolution. For ex-
ample, given the sentence: “Netherlands was ruled
by the UTP party before Napolean annexed it”, we
can use the inferred type constraint on “it” (Region)
to resolve it to “Netherlands” (instead of the “UTP
Party”).

Finally, typing knowledge can be used for word
sense disambiguation. In the sentence, “Tom Cruise
is one of the biggest stars in American Cinema”, we
can infer using our frame induced type knowledge
base, that the word “stars” in this context refers to a
Person/Actor type, and not the sense of “star” as an
astronomical object.

8.2 Factual Evidence

Frame data, especially extensional data involving
named entities, captured over a large corpus can be
used as factual evidence in tasks such as question
answering.

8.3 Relation Extraction

Traditional relation extraction approach (Zelenko et
al., 2003; Bunescu and Mooney, 2005) relies on the
correct identification of the types of the argument.
For example, to identify “employs” relation between
“John Doe” and “XYZ Corporation”, a relation ex-
tractor heavily relies on “John Doe” being annotated
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as a “PERSON” and “XYZ Corporation” an “OR-
GANIZATION” since the “employs” relation is de-
fined between a “PERSON” and an “ORGANIZA-
TION”.

We envision PRISMATIC to be applied to rela-
tion extraction in two ways. First, as described in
section 8.1, PRISMATIC can complement a named
entity recognizer (NER) for type annotation. This
is especially useful for the cases when NER fails.
Second, since PRISMATIC has broad coverage of
named entities, it can be used as a database to
check to see if the given argument exist in related
frame. For example, in order to determine if “em-
ploys” relation exists between “Jack Welch” and
“GE” in a sentence, we can look up the SVO cut
of PRISMATIC to see if we have any frame that has
“Jack Welch” as the subject, “GE” as the object and
“work” as the verb, or frame that has “Jack Welch”
as the object, “GE” as the subject and “employs” as
the verb. This information can be passed on as an
feature along with other syntactic and semantic fea-
tures to th relation extractor.

9 Conclusion and Future Work

In this paper, we presented PRISMATIC, a large
scale lexicalized relation resource that is built au-
tomatically over massive amount of text. It provides
users with knowledge about predicates and their ar-
guments. We have focused on building the infras-
tructure and gathering the data. Although we are
still in the early stages of applying PRISMATIC, we
believe it will be useful for a wide variety of AI ap-
plications as discussed in section 8, and will pursue
them in the near future.
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