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Abstract 2 Formal preliminaries

A linear time extension of determinis- A stack+bag pushdown automator(SBPA) is a
tic pushdown automata is introduced that ~ 6-tuple” = (Q, %, I, 4, qo, I') whereQ is a finite
recognizes all deterministic context-free  setof states} the finite alphabef] the finite stack
languages, but also languages such as Symbols,gy € Q the initial state,F’ C @ the final

{a"b"c¢" | n > 0} and the MIX lan- states, and C Qx (SU{A}) x (TU{A})x@x (TU
guage. It is argued that this new class of  {A}) X {{y1,--- . wmim [ 7.7 € I,n = 0}
automata, called-acyclic read-first deter- @ finite set of transitions, wherg ..}, is a bag
ministic stack+bag pushdown automata, ©Of @ multiset, i.e{{yi,..., wm}m | 71,-..,m €
has applications in natural language pro- I'n> 0} is the set of multisets over elements of
cessing. r.
The elements ofd, e.g. 6(¢,a,4) =
1 Introduction (¢;, A\, {A}n), are transitions between states aug-

fmented with instructions to read or process string

This ar_tu_:lg presents a linear time extension Olelements from the alphabet and pop and push stack
deterministic pushdown automata (DPAS). DPAsSymbols from the stack and the bag. The transi-
have numerous applications in computer scienceﬂon 5gira, A) = (g, A {A" ar) i for.example

: ! iy Uy = \4;5, A, M ) )
as many programming languages can be recogan instruction to read, move fromg; to ¢; and

n.|zed by such automata, but they are .not expres op a stack symball from either the stack or the
sive enough for natural language parsing. Ther .
Y ag and push a symbd! into the bag. If the tran-
are at least two reasons for this; namely, that nat-. . p ,
. : ition had beer(q;,a, A) = (g, A’,0r) A’ had
ural languages are heavily ambiguous, and th . .
o een pushed onto the stack instead of into the bag.
natural languages exhibit non-context-free con- . . _

. o The notion of an instantaneous description
structions. Deterministic stack+bag pushdown au-( w NeQxTFxT* x {{ Vs |
tomata introduce a limited form of nondetermin- ‘"> 7>7 - M- o g M
. . . . X Y1..-9 € I',n > 0} is introduced to define the
ism, since information can be stored in bags. Th .

. . o anguage of a SBPA, whergs the state the SBPA
bag construction also gives us limited context-. . . ) .

o : is currently in,w the input string still to be pro-

sensitivity. It is argued that at least for some of
. . cessedy the contents of the stack, antithe con-
the complex constructions in natural languages th

. ... lents of the bag. The derivability relation is the

degrees of nondeterminism and context-sensmvn% - . .

. ransitive, reflexive closure—() of the following
are adequate. Our example in Sect. 6 concernbs ) .

. inary relation over the class of instantaneous de-
German scrambling. o
scriptions (ID),-C ID x ID, where
Thanks to Thomas Hanneforth for pointing out previous

work on ¢-transitions to me. This work was done while the o TW. 2 / . ' w. o / if
author was a Senior Researcher at the Dpt. of Linguistics, (q; EB 77 5 (¢ w, o,y )f
University of Potsdam, supported by the German Research (¢',,00) € 6(g,x,2), [pop z from
Foundation. stack, pushu to stack]

o (qzw,2zv,7) F (d,w,v,a" U ) if
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A linear time extension of deterministic pushdown automata

(¢, )\, &) € 6(q,,z), [pop z from stack, stack+bag pushdown languadegbviously, the
pusha’ to bag] read-first deterministic stack+bag pushdown lan-
, , " guages include the deterministic stack+bag push-
* (q;xw77’ {zhu U9 F (¢ w,a7,9) i gown languages.
(¢'s,0ar) € 6(g, , 2), and [popz from bag, Finally, we say that a read-first deterministic
pusha to stack] stack+bag pushdown automatonisacyclic if it

o (¢, 7w, 2y, {230 UY) F (¢, 0,7, 0’ UY) if is impossible to apply a transition

(q/', A\ o) € d(q,x, 2), [pop z from bag, push SN ) e ...
o' to bag],

more than once without reading an element from
the input string first. The languages that can be
recognized byA-acyclic read-first deterministic
SBPAs are called\-acyclic read-first determinis-

withz € YU {A}, z e TU{\}, a € T, and

o € {{v,-- Wi | - € Tyn > 0}.
The definition of the language of a SBPAs now

as follows: tic stack+bag pushdown languages.
L(S) = Aw](qo,w,A,0nr) F*
(¢ M\, 0u) Ng € F} 3 Related work
The languages that can be recognized by SBPASs section compares our work to three rather dis-
are called stack+bag pushdown languages. parate strands of research, namely (i) work¢en

A SBPAS'is calleddeterministic if for all pos-  transitions in the automata literature, (ii) determin-
sible instantaneous descriptions ovgrat most  istic parsing strategies for shift-reduce parsers and
one transition inS'is applicable. The languages jij) recent work on linguistically motivated ex-
that can be recognized by deterministic SBPAgensions of tree-adjoining grammar. The first two
are called determln'lstlc stack+bag pushdown |ancomparisons serve to provide a bit of background
guages. Note that it can be assumed without 10S§, the read-first strategy. The third provides a bit
of generalization that a deterministic SPBA for ¢ background on our use of bags.
any stateg € () contains noA-ransitions or ¢y-  Aho and Corasick (1975) design a class of au-
cles ofA-transitions fromy to g. tomata for bibliographic search in which transi-

If a transition that reads an element of the alphatjgns are replaced by a function: Q x & — Q
bet is alyvays chosen. over_atransition that reads that maps pairs of states and input symbols into
a read-first strategy is said to have been adoptedistes or the failure messaf@l. There are no
A SBPA S is said to beread-first deterministic empty transitions, i.eA ¢ ¥; instead a failure
if it is always clear what transition to apply under fynction f: Q — Qis consulted whenevey
a read-first strategy, i.e. if for all instantaneous deyetyrnsfail. It is not difficult to see that this is
scriptions ovelS at most one transition of the form equivalent to a read-first strategy.
(¢,a,A) = ... wherea ¢ /2 and at most one  The read-first strategy is also related to
transition of the form(q, A, A") = ..., is applica- \york on deterministic shift-reduce parsers,
ble. If an automaton isot read-first deterministic e.g. Nivre (2003) for projective dependency
it thus means that there are two transitions iof grammars. A projective dependency grammar

the form: annotates a finite string, ... w, with directed
6(gi,a, A) € (qhyeeesot) edgesE, i.e. governor-dependent relations, such
6(gi,a, A") € (qf,.--s--") that the string positions, decorated by words,
or two transitions of the form: and the edges form an acyclic connected graph
5(gsMA) € (hensenn) G = ({wy ... wy}, E) in which each node has at
S(g M A € (q;_/, ) most one governor and the edges are wellnested.

Call such a graph a projective dependency graph.
and it is eithemotthe case thatl, A’ never oc-  The deterministic shift-reduce parser introduced
cur in the same bag, or it is not the case thatan  j, Nivre (2003) begins with a 3-tuplénil, A, ),
never be the top element withf in the bag, orvice jn which the first element is the empty stack

versa, or both. The languages that can be recogmg the third element is the empty graph, and
nized by read-first deterministic SBPAs running in— ——
Below it is assumed that read-first deterministic SPBAs

read-first mode are called read-first determ|n|st|ct,ilvvayS run in read-first mode.
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terminates when the string has been read, i.e. ih987), weakly equivalent to tree-adjoining gram-
(T,ws ...w,,G) where T is a possibly non- mars, which use nested stacks to provide an ad-
empty stack. The string is accepteddf is a  ditional control layer, and thread automata (Ville-
projective dependency graph. The algorithm apmonte de La Clergerie, 2002), weakly equivalent
plies four transitions to these states in a prioritizedo simple range concatenation grammar. These
way, i.e. Left-Arc first if applicable, otherwise classes are not discussed here, but it should be
Right-Arc, then Reduce and finally, if nothing noted that they were constructed to capture the ex-
else works Shift.? pressivity of linguistic theories, while the class of
automata introduced here “cross-cuts the Chom-
* The first transitiorLeft-Arc adds an edge t0 gky hierarchy” in a non-standard way. It restricts
the graph that encodes that the first elemengypressivity in some ways (by read-first determin-
on the stack is a dependent of the initial po- jsm and\-acylicity), but adds expressivity in other
sitionn’ in the substring still to be processed. ways (by introducing a bag).
The edge is licensed by a grammar rule that |, the conclusion, once we have established the
relates the two words that decorate the nodegecessary results, our proposal is also compared to
in question in this way, i.eR is a set of such  gertsch and Nederhof (1999). Bertsch and Neder-
word-to-word rules. The requirement that 1,4t (1999) define another linear time extension of
is not governed by anything else is also nec-yeterministic pushdown automata, but their exten-
essary. The node is removed from the stack gjon remains context-free.
to avoid cycles. Finally, our use of bags is related to the use
e The second transitioRight-Arc adds an of sets qf elementary trees in cert.ai.nllinguisti-
edge to the graph that encodes that the initia?a”y motlvated extensions of tree-adj.ommg gram-
position in the substring to be processed is gnar, incl. Becker etal. (1991) and_L_ch_”lte (2007).
dependent of the first element on the stack” Very brief summary of tree-adjoining gram-

The edge is again licensed by the grammalmar: Tree substitution grammar is a variation over
and it is required that the dependent is not al_&:ontext-free grammar. Instead of production rules

ready governed. The dependent node is im®' (e form

mediately shifted; again, to prevent cycles. S — NPVP

e The third transitiorReducesimply pops the tree fragments of the following form are intro-

first element of the stack. Note that an ele-duced:

ment can only be popped this way if it is al- S

ready assigned a governor. AN
NP VP

e The fourth transitionShift pushes the next

position onto the stack In derivation, trees with root labelsi are

plugged into trees with leaf nodes labeled Ay

While this is technically a bit different from the If @ tree is obtained with root labed' (the start
read-first strategy adopted in our proposal, the inSymbol) and all leaf nodes are labeled by termi-
tuition is the same: The constructive transitionsN@l Symbols, the tree is a parse of its yield. Tree-
Left-Arc and Right-Arc are tried out first, and @djoining grammar extends this context-free for-
only if no constructive transitions are applicableMalism by an operation on trees called adjunction,

can the)-transitions be applied. The underlying €-9--

if-then-else structure means that the procedure re- S + VP

mains deterministic. The three algorithms intro- /\ TN

duced in Nivre (2003) all terminate in linear time. NP VP \% S
Other related classes of automata include | N | N

extended pushdown automata (Vijay-Shanker, Bill Y NP knows NP VP,

T . . .
In fact this simple set-up is only used to obtain a base- . .
b b y knows Moira Bill

line in Nivre (2003). Two superior parsing algorithms are
introduced that complicates this simple scenario by intoad
ing limited lookahead. The details are unimportant for our
purposes.
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= S that can be recognized by pushdown automata
T~ can be recognized by stack+bag pushdown au-
NP VP tomata, by definition, and thus stack+bag push-
| T down automata recognize context-free languages.
Bl VvV S It is not difficult to show that the inclusion is
| T strict either. Simply note that the SBPg =
knows NP VP ({40, 01,42, 45}, {a. b, ¢}, {4, B, C}, 3, a0, {as})
| SN with the following transitions) generates the lan-

Bill \|/ N|P guageL(S;) = {a™b"c™ | n > 0} which is non-
context-free by the Bar-Hillel pumping lemma

knows - Moira (Aho and Ullman, 1972):
If an auxiliary treet, with a root node and a leaf

node both labeledi, is adjoined at some node (g0, A, A) € (g0, A {A, B, Chur)
also labeledd in a derived tree’, the subtrees’ d(q0, A A) € 6(gs, A, D)
(of t') rooted atn is replaced by, ands’ is then d(q0,a, %) € (a1, A D)
inserted at the leaf node of 0(q1,6,A) € (g2, A Oar)

The adjunction operator buys us limited 0(g2,¢,A) € (g3, A Dwr)
context-sensitivity. In particular, tree-adjoining (qr,a,4) € (g1, A Dwr)
grammar is weakly equivalent to linear indexed 0(g2,0,B) € 0(gz A, 0n)
grammar (Vijay-Shanker and Weir, 1994a) or level ~ 9(43:¢:C) € (g3, 0r)

2 control grammars (Weir, 1992). The universal The automaton pushes an arbitrary number of
recognition problem and the parsing problem can4, B, C’s into the bag in transitions from statg
both be solved in tim&(|G|nS) (Vijay-Shanker to stateg,. Since the stack symbols are pushed
and Weir, 1994b). into the bag simultaneously, it is guaranteed that
The formalism presented in Becker et al. (1991)he bag always contains the same numbeA'sf
is called (nonlocal) multicomponent tree- B’s andC'’s in stategy. Unless the automaton rec-
adjoining grammar (MCTAG). In fact, MCTAG ognizes the empty string, in which case it does not
comes in a number of varieties, but the intuitionpush any stack symbols into the bag, but proceeds
behind all of them is to introduce sets of auxiliary immediately to the final statg, it will first have
trees rather than just singular trees. Scramblingo remove and from the bag by moving into state
is now obtained when a set of multiple auxiliary ¢;. In fact it has to removell A’s, since if it
trees is used in a relatively unconstrained contextmoves tog, by removing aB, it is no longer pos-
The set must be emptied, i.e. each element must higble to remove thel’s that remain, and the input
adjoined, but the adjunctions can in unconstrainedtring will not be recognized. Once th&s have
contexts result in any possible permutation of thebeen removed, it proceeds e to removeB’s,
yields of the auxiliary trees. See also Kallmeyerand so on. Note that the automaton reads:an
and Yoon (2004) for an analysis of scrambling inresp.b or ¢, whenever it removes as, resp.B or
Korean in MCTAG. C. Since it is guaranteed that the bag always con-
Lichte (2007) replaces sets of auxiliary treestains the same number dfs, B’s andC’s in state
with 2-tuples(t, {a1, ... ,a,}) wheret can be any ¢, the strings that are recognized by this automa-
kind of tree, anday, ..., a,, are auxiliary trees. ton will be of the forma™b™c" for n > 0. Since
This separation is similar to what is adopted in ourthe stack+bag pushdown languages include the
analysis of German scrambling below. context-free languages and at least one language
that is not context-free, name{y,"b"c" | n > 0},
it follows that they strictly include the context-free

Lemma 4.1. The stack+bag pushdown languageslanguages. u
strictly include the context-free languages.

4 Weak generative capacity

It is not difficult to see how the automaton

Proof. The languages that can be recognized by the proof of Lemma 4.1 can be modified to
pushdown automata, i.e. stack+bag pushdown atiecognize the MIX language, i.e. the language
tomata without bags, are exactly the contextthat consists of any permutation of a string in
free languages (Chomsky, 1962). The language$a™b"c" | n > 0}. This is of some interest, since
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the MIX language is conjectured not to be rec- 5(q0, M A) € (g2, A\ 0nr)
ognized by any linear indexed grammar (Gazdar, 5(q0,a,A) € 6(q0,\{B,C}ur)
1988)3 The context-free languages constitute the 9(q0,0,B) € 6(q1, N Dnr)
first level of the hierarchy of controlled languages 6(q1,0,B) € 6(q1, A\, 0nr)
(Weir, 1992), the linear indexed languages the sec- 6(q1,¢,C) € (g2, A, 0m)
ond level. Lemma 4.3 below relates the stack+bag 8(q2,¢,C) € (g2, A\, 0ar)

pushdown languages to the entire hierarchy and When the automaton reads arit pushes aB
shows that they are not included in théh level and aC into the bag. The first inputtakes the au-

of the hierarchy for any fixed either. tomaton to its second stage in which subsequent
Lemma 4.2. The stack+bag pushdown Ianguagesbs (if any) are read; the first inputtakes the au-
include the MIX language. tomaton to its final state, in which subsequents

(if any) are read. Each reading obaresp.c, re-
Proof. The SBPA S2 = moves aB, resp.C, from the bag. Consequently,
({ao},{a;b,c},{A,B,C}, 6, qo,{a0}) With  for eacha there is exactly oné and onec. The
the following transitionsé generates the MIX transitions between the three states ensure that the

language: as precede thés, and that thés precede thes.
0(qo, A\, A) € (g0, A, {A,B,C}ur) Lemma 4.3. The stack+bag pushdown languages
5(qo,a,A) € d(qo,\,0ar) are not included in thé&th level of the hierarchy of
5(qo,b,B) € 8(qo, A\, D) control languages (Weir, 1992) for any fixéd
¥qo.e;C) € (g0, 2 0m) Proof. It is known that there exists flevel con-

In the light of our description of the automa- trol grammar for the languagguy ... a5, | n >
ton in Lemma 4.1 it should be easy to see how}, but not for{a} ...a}, ., | n > 0} (Palis and
the automaton works. It recognizes the emptyShende, 1995). It is easy to see by inspection of
string, since the initial state is also a final statethe automator; that we can always build a SBPA
and it recognizes all permutations of strings inthat acceptda? ...a3, ., | n > 0} for any fixed
{a"b™c™ | n > 0}, since the transitions that forced k. O
us to first removed’s, thenB’s, and so on, in the

| n ninth me w in ion of
above, have been removed. t can be see the same way by inspection o

the automatord; that the same holds foracyclic
Note that none of the two automai%,S, read-first deterministic stack+bag pushdown lan-
in the lemmas above are deterministic. Con-guages.
sider, for instance, the instantaneous descrip€orollary 4.4. The\-acyclic read-first determin-
tions (qo, aabbee, X, Bar) whenSy reads the string istic stack+bag pushdown languages are not in-
aabbee. In this case there are three applicable trancluded in thekth level of the hierarchy of control
sitions (the first three on the list). languages (Weir, 1992) for any fixéd
Note also that the two automata are both read- Nte also that tha-acyclic read-first determin-

first deterministic. Another language that is non-jg4c stack+bag pushdown languages include the

deterministic and read-first deterministic is theyeterministic context-free ones, since a determin-

language of palindromefguw® | w € £} _ istic pushdown automaton will never visit &
Finally, the automaton for the MIX language is yransition more than once without processing a

A-acyclic, but the one fofa"b"c" | n > 0}isn't. gping since, equivalently, for any stajec Q it

Itis easy to see that there are equivalent stack+bagyntains no\-transitions or cycles of-transitions

pushdown automata fofa"b"c" | n > 0} that  from ¢ 10 ¢. This observation is stated as a lemma
are A-acyclic. Consider, for instance, the SBPAfq, further reference:

S3 = <{QO7q1aq2}>{a7b7 6}7 {Bvc}v d, qo, {QQ}>

with the following transitions- Lemma 4.5. The A-acyclic read-first determinis-

tic stack+bag pushdown languages include the de-

®Bill Marsh’s stronger original conjecture, from an un- terministic context-free languages.
published 1985 ASL paper, is that the MIX language is not

even an indexed language. 5 Complexity

In this section it is shown that the universal recog-
nition problem of\-acyclic read-first determinis-
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tic stack+bag pushdown automata can be solved i6  Scrambling in German

linear time. . . Lo . .
This section presents an indication that it is possi-

of read-first deterministic stack+bag pushdown \_acyclic read-first deterministic SBPAs in ways
automata can be solved in time quadratic in thegjmjlar in spirit to what has been presented in

length of the input string, and in linear time for gecker et al. (1991) and Lichte (2007). Un-
A-acyclic ones. like these formalisms, both extensions of tree-

Proof. Consider the universal recognition prob-adjoining grammars A-acyclic read-first deter-
lem if for some stringw, ... w, and some read- Ministic SBPAs are computationally efficient. The

first stack+bag pushdown automata= (Q,¥, formalism used in Bec_:ker etal. (1991), called non-
T, 3,0, F) with start 1D (go,ws ... wn, A, D). local MCTAG, recognizes NP-complete languages

The stringw . .. w, is recognized byP iff the ~(Rambow and Satta, 19992). o
procedure in Figure 1 returrteue on the start ID ~ 1he phenomenon of scrambling is illustrated by
when called recursively. the example in Figure 2: _

Under the assumption that the procedure halts 1he point in this case is that all possible per-
and outputdalsewhen it reads the same state andMutations of the four NPs are grammatical in Ger-
string for thenth time? this procedure will loop Man. They can be scrambled in any way. One
at mosta? many times ifP is read-first determin- of the relevant syntactic construction involved in

istic. If P is alsoA-acyclic, the number of loops scrambling is of the following form, ignoring the
required is at mos2n. internal syntax of the verb cluster:

Step 2 can be done in tim@(|F|), andread dasspermute(NPy...NP,_; NP") V1...V,
andprint are obviously linear time. The compli- where NP is the obiect complement of
cated steps are 4 and 7. The reason is of course t tr 1 < l< n TheJ NP’ is t?]e subiect Zof
F has not been computed, so it must be checked l[ﬁe finite verb V. This construction fs rec-
there is a transition i that licenses the relevant . "
derivation say Ognlzed by the SBPAg4 = <{QO>QLQQ7QS},

' {NPy,...,NP,_1,NP' Vq,... V;,},
{NPy,...,NP, 1,NP' Vi,... V,},6,

q, Wi ... Wn,71,72 F qlvw" <o Wn, /7 5 . . .
(@ ws w1172) (g Wi w11:72) q0, {g3}) with the following transitionsy:’

This is linear in|d|, but on a naive implementa-

tion it may also depend on the size of the bag; bits set-local variant (Weir, 1988), which may not suffice

which again depends on the length of the iNputor analyses of scrambling (Rambow et al., 1992), though
string and the maximum number of stack symbolssee Xia and Bleam (2000) for discussion, is weakly equiv-

a transition can push to the bag Consequentl)f’llem to simple range concatenation grammar whose univer-
) sal recognition problem can be solved in deterministic time

on such an implementation, the overall runtimeo|G|,), wherek, intuitively, is the number of (possibly
would be cubic in the length of the input string for scrambled) complements a verb may take. The complexity is

; _fi ; to be precis@(|G|n?*(+1)) wherel is the maximum num-
unrestricted read-first SBPAs, and quadraticior ber of RHS nonterminals/predicates. See Boullier (1998) fo

acyclic ones. A more efficient option is to keep an example of a parsing algorithm, applicable via the con-
a table of stack symbols with numerical countersversion described in Weir (1988). Set-local MCTAG is more

of size|F| If a stack symbolA is pushed to the succinct than simple range concatenation grammar, however
) and its universal recognition problem can be shown to be

bag the value of the counter in columhis in-  NP-complete (Segaard et al., 2007). The formalism used in
creased by one; ifl is popped the value decreases.Lichte (2007) has also been shown to be NP-complete (Sg-

. . . . gaard et al., 2007).
The overall runtime, with such a counter, is in "The indeces here should not lead the reader to think that

O(n? x |T| x |6| x |F|) for otherwise unrestricted we are not accounting for an unbounded number of depen-
read-first deterministic pushdown automata, andencies. If the NPs in the above example are all the same,

. . sayJohn andn — 1 of the verbs aréet, except the transitive,
in O(n x |T'| x |8] x | F|) for \-acyclic ones. (] most embedded one, our automaton only needs two transiti-

“This move is safe. Itis left for the reader to verify this. sions for reading NPs (no matter how long the sentence is).

50ne of our reviewers observe that the bit complexity of
this algorithm is actuallyD(nlogn x |T'| x |§ x |F|) for A-
acyclic read-first deterministic pushdown automata. Tke di
tinction here is comparable to bit complexity vs. word com-
plexity in graph theory.
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1. read (q,w;...wn,v1,72)

2. fgeFw...wp=A\y1=N\y=0y

3. print true

4, elsif (¢, w; ... wn,71,72), (¢, Wi1 - Wy, 71,73) €F
5. print (q’,wi+1 cee wnaVia'Yé)

6. return

7. elsif (¢, w; ... wp,y1,72), (¢, wi .. wn, V], 75) €F
8. print (q/, Wi ... Wy, 'Via ’75)

0. return

10. else

11. print false

Figure 1: Recognition procedure for read-first deterministack+bag pushdown automata.

dass der Dedektiv dem Klienten den Verdachtigen des Vdibrec
that the detectivaoM the  clientbAT the suspechcCc the crimeGEN
zZu Uberflhren versprochen hat
to indict promised has

‘that the detective has promised the client to indict thgoeuasof the crime.’

Figure 2: Example from Becker et al. (1991).

6(q0, A\ A) € (g, \,{NP", V,}i)  deterministic). In fact, the-acyclic read-first de-

5(qi, NP1, A) € d(qi, M\ {Vitm) terministic stack+bag pushdown languages are not
: included in thekth level of the hierarchy of con-
6(q1, NPp—1,A) € (g, A\ {Vim1}m) trol languages for any fixedl (Corollary 4.4). It
5(qi, NP',\) € 6(ga, A\, D) was shown that the universal recognition problem
5(q2, V1, V1) € 0(q2,\,0m) for this class of pushdown automata can be solved

in linear time (Theorem 5.1).

Similar classes of linear time recognizable lan-
(g2, V1, Va1) € 6(q2, A D) guages have been identified in the literature.
(g2, Vi, Vo) € (g3, A, D) Bertsch and Nederhof (1999) also identify a class
In the transition fronyg to ¢; a requirement that of linear time recognizable pushdown languages,
there is a main verb that has a subject, intuitivelynamely the class of all languages that are in
is pushed into the bag. In the cyclic transitions inthe regular closure of the class of determinis-
q1, the NPs, incl. the subject of the finite verh, tic pushdown languages. This class includes
are read, and when NFor 1 < ¢ < nisread a number of ambiguous context-free languages,

the stack symbol for the corresponding embeddethcl. {a™b™c™}U{a™b"c"} which is probably not
verbV; is pushed into the bag. The verbs are reac read-first deterministic stack+bag pushdown lan-
in the cyclic transitions inyp. Finally, the finite  guage, but no non-context-free languages. It fol-

verbV,, is read. lows, if s0, that this class and the class\edicyclic
) read-first deterministic stack+bag pushdown lan-
7 Conclusion guages are strict extensions of their intersection.

This article presents a class of extended push- Since the paper was first submitted, a parser has
down automata, i.e\-acyclic read-first determin- P€en implemented in Python. The parser hard-
istic stack+bag pushdown automata, that recog\zwresareaq-_flrs;t strategy and warns the user a_lbout
nize a class of languages that strictly includedondeterminism and-cycles. Itis of course diffi-
the deterministic context-free languages (Lemm&un to test if the. degree of nondeterminism given
4.5), but also languages conjectured not to be int® US by bags is adequate for natural language

dexed languages (by the observation that the al2f0Cessing, but a toy automaton has been con-
tomaton in Lemma 4.2 ia-acyclic and read-first structed that parses attachment ambiguities, verbs
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with different subcategorization frames, and recurAnders Sggaard, Timm Lichte, and Wolfgang Maier.

sive modifiers. 2007. On the complexity of linguistically motivated
extensions of tree-adjoining grammar. Pnoceed-
ings of Recent Advances in Natural Language Pro-
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