1

Annotating Wall Street Journal Texts Using a Hand-Crafted Deep
Linguistic Grammar

Valia Kordoni & Yi Zhang
DFKI GmbH and Dept. of Computational Linguistics, Saarland University
66041 Saarlircken, GERMANY

{kordoni,yzhang

Abstract

This paper presents an on-going effort
which aims to annotate the Wall Street
Journal sections of the Penn Treebank with
the help of a hand-written large-scale and
wide-coverage grammar of English. In do-
ing so, we are not only focusing on the
various stages of the semi-automated an-
notation process we have adopted, but we
are also showing that rich linguistic anno-
tations, which can apart from syntax also
incorporate semantics, ensure that the tree-
bank is guaranteed to be a truly sharable,
re-usable and multi-functional linguistic
resourcé.

Introduction

}@coli.uni-sb.de

mantic annotations for the Wall Street Journal
(henceforward WSJ) sections of the Penn Tree-
bank (henceforward PTB; Marcus et al. (1993)).
The task is being carried out with the help of the
English Resource Grammar (henceforward ERG;
Flickinger (2002)), which is a hand-written gram-
mar for English in the spirit of the framework of
Head-driven Phrase Structure Grammar (hence-
forward HPSG,; Pollard and Sag (1994)).

2 Background & Motivation

The past two decades have seen the development
of many syntactically annotated corpora. There is
no need to defend the importance of treebanks in
the study of corpus linguistics or computational
linguistics here. Evidently, the successful devel-
opment of many statistical parsers is attributed

The linguistic annotation of a corpus is the prac-t0 the development of large treebanks. But for
tice of adding interpretative linguistic information Parsing systems based on hand-written grammars,
in order to give “added value” to the corpus. Lin- treebanks are also important resources on the base
guistically annotated corpora have been shown t8f which statistical parse disambiguation models
help in many kinds of automatic language pro-have been developed.

cessing or analysis. For example, corpora which The early treebanking efforts started with man-
have been POS-tagged can automatically yield freual annotations which are time-consuming and
quency lists or frequency dictionaries with gram-error-prone procedures. For instance, the WSJ

matical classification. Another important use forsections of the PTB has taken many person years
linguistically annotated corpora is in the area ofto get annotated. Similar efforts have been car-
automatic parsing. In terms of re-usability of lin- ried out in many more languages, as can be seen
guistic annotations, what is to be advocated here i the cases of the German Negra/Tiger Treebank
that — as long as the annotation provided is a kindBrants etal., 2002), the Prague Dependency Tree-
useful to many users - an annotated corpus giveBank (Hajt et al., 2000), TBa-D/Z, etc. Al-
“value added” because it can be readily shared byhough many of these projects have stimulated re-
others, apart from those who originally added thesearch in various sub-fields of computational lin-
annotation. In short, a linguistically annotated cor-guistics where corpus-based empirical methods
pus is a sharable resource, an example of the eledre used, there are many known shortcomings of
tronic resources increasingly relied on for researcfihe manual corpus annotation approach.
and study in the humanities and social sciences. Many of the limitations in the manual treebank-
In this paper, we present an on-going projecing approach have led to the development of sev-
whose aim is to produce rich syntactic and seeral alternative approaches. While annotating lin-
~ We thank Dan Flickinger and Stephan Oepen for their.(‘:JUiSﬁC?'IIy ri.Ch structures from scratch is glearly
support with the grammar and treebanking software used ifPractical, it has been shown that the different
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structures in various linguistic frameworks can beour project for parsing the WSJ sections of the
converted from annotated treebanks to a differPTB, and [incr tsdb()] (Oepen, 2001), the gram-
ent format. And the missing rich annotations canmar performance profiling system we are using,
be filled in incrementally and semi-automatically. which comes with a complete set of GUI-based
This process usually involves careful design oftools for treebanking. Version control system also
the conversion program, which is a non-trivial plays an important role in this project.

task. In very recent years, based on the treebank _

conversion approach and existing manually anno3-2  Preprocessing

tated treebanks, various “new” annotations in dif-The sentences from the Wall Street Journal Sec-
ferent grammar frameworks have been producegons of the Penn Treebank are extracted with their
for the same set of texts. For example, for theoriginal tokenization, with each word paired with
WSJ sections of the PTB, annotations in the styley part-of-speech tag. Each sentence is given a
of dependency grammar, CCG, LFG and HPSGunique ID which can be used to easily look up its
have become available. Such double annotationgrigin in the PTB.

have helped the cross-framework development and

evaluation of parsing systems. However, it mus8.3 Annotation Cycles

be noted that the influence of the original PTB an-rhe annotation is organised into iterations of

notations and the assumptions implicit in the CONparsing, treebanking, error analysis and gram-
version programs have made the independence gf 5, /treebank update cycles.

such new treebanks at least questionable. To our

knowledge, there is no completely independenParsing Sentences from the WSJ are first parsed

annotation of the WSJ texts built without conver-with the PET parser using the ERG. Up to

sion from the original PTB trees. 500 top readings are recorded for each sentence.
Another popular alternative way to aid treebankThe exact best-first parsing mode guarantees that

development is to use automatic parsing outputthese recorded readings are the ones that have

as guidance. Many state-of-the-art parsers aré&achieved” highest disambiguation scores accord-

able to efficiently produce large amount of anno-ing to the current parse selection model, without

tated syntactic structures with relatively high ac-enumerating through all possible analyses.

curacy. This approach has changed the role of

human annotation from a labour-intensive task OfTreebankmg The parsing results are then man-

drawing trees from scratch to a more inteIIigence-_ualIIy dlsamblggated F’y t_h.e annotators. However,
nstead of looking at individual trees, the annota-

demanding task of correcting parsing errors, of _ , _
eliminating unwanted ambiguities (cf., the Red-tO'S SPend most of their effort making binary de-

woods Treebank (Oepen et al., 2002)). It is OUIcisions on either accepting or rejecting construc-

aim in this on-going project to build a HPSG tree_f[ions. Each of these decisions, called discrim-

bank for the WSJ sections of the PTB based on thénants, reduces the number of the trees satisfy-

hand-written ERG for English ing the constraints (see Figure 1). Every time a
' decision is made, the remaining set of trees and
3 The Annotation Scheme discriminants are updated simultaneously. This

continues until one of the following conditions is
met: i) if there is only one remaining tree and it
The treebank under construction in this projectepresents a correct analysis of the sentence, the
is in line with the so-called dynamic treebankstree is marked as gold; ii) if none of the remain-
(Oepen et al., 2002). We rely on the HPSG analing trees represents a valid analysis, the sentence
yses produced by the ERG, and manually diswill be marked as “rejected”, indicating an error
ambiguate the parsing outputs with multiple an-in the grammat; iii) if the annotator is not sure
notators. The development is heavily based ombout any further decision, a “low confidence”
the DELPH-IN’ software repository and makes

; . %In some cases, the grammar does produce a valid read-
use of the English Resource Grammar (ERGIng, but the disambiguation model fails to rank it among the

Flickinger (2002), PET (Callmeier, 2001), an ef- op 500 recorded candidates. In practice, we find such er-

ficient unification-based parser which is used inors occuring frequently during the first annotation circle, but

- they diminish quickly when the disambiguation model gets
2http://www.delph-in.net/ updated.

3.1 Grammars & Tools
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Figure 1:Treebanking Interface with an example sentence, candidate readings, discriminants and the MRS. The top row of

the interface is occupied by a list of functional buttons, followed by a line indicating the sentence 1D, number of remaining

readings, number of eliminated readings, annotator confidence level, and the original PTB bracket annotation. The left part
displays the candidate readings, and their corresponding IDs (ranked by the disambiguation model). The right part lists all the

discriminants among the remaining readings. The lower part shows the MRS of one candicate reading.

state will be marked on the sentence, saved taare not fully disambiguated after step ii. The ex-
gether with the partial disambiguation decisionstra manual annotation effort in treebank update is
Generally speaking, given candidate trees, on usually small when compared to the first round an-
averagelog, n decisions are needed in order tonotation.
fully disambiguate. Given that we set a limit of Another type of update happens more fre-
500 candidate readings per sentence, the wholguently without extra annotation cost. When a
process should require no more than 9 decisionsiew portion of the corpus is annotated, this is used
If both the syntactic and the MRS analyses lookio retrain the parse disambiguation model. This
valid, the tree will be recorded as the gold readimproves the parse selection accuracy and reduces
ing for the sentence. It should be noted here thathe annotation workload.
the tree displayed in the treebanking window is i
an abbreviated representation of the actual HPSG# Grammar coverage & robust parsing
analysis, which is much more informative than theNot having been specifically tuned for the newspa-
phrase-structure tree shown here. per texts, the ERG achieved out-of-box coverage
of over 80% on the WSJ dataset. While thisis are-
Grammar & Treebank Update While the spectably high coverage for a hand-written preci-
grammar development is independent to the treesion grammar, the remaining 20% of the data is not
banking progress, we periodically incorporate thecovered by the first round of annotation. We plan
recent changes of the grammar into the treebanto parse the remaining data using a less-restrictive
annotation cycle. When a grammar update is inprobabilistic context-free grammar extracted from
corporated, the treebank will be updated accordthe annotated part of the treebank. The PCFG
ingly by i) parsing all the sentences with the newparser will produce a pseudo-derivation tree, with
grammar; ii) re-applying the recorded annotationwhich robust unifications can be applied to con-
decisions; iii) re-annotating those sentences whicltruct the semantic structures (Zhang and Kordoni,
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Figure 2:An example tree including a "heavy” NP-subject, a relative clause, and noun-noun compounds
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