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Foreword

The introduction of reasoning capabilities in question-answering (QA) systems appeared in the late 70s.
A second generation of QA systems, aimed at being cooperative, emerged in the late 80s - early 90s.
In these systems, quite advanced reasoning models were developed on closed domains to go beyond
the production of direct responses to a query, in particular when the query has no response or when it
contains misconceptions. More recently, systems such as JAVELIN, Inference WEB or Cogex, operating
over open domains, gradually integrated inferential components, but not as advanced as those of the
90s. Performances of these systems in the recent TREC-QA tracks show that reasoning components
substantially improve the response relevance and accuracy. They can also potentially be much more
cooperative. However, there is still a long way before being able to produce accurate, cooperative and
robust QA systems, because of the very large complexity of natural systems and of the need to make
several communities work together on common grounds.

Recent foundational, methodological and technological developments in knowledge representation
(e.g. ontologies, knowledge bases incorporating various forms of incompleteness or uncertainty), in
advanced reasoning forms (e.g. data fusion-integration, argumentation, decision theory, fuzzy logic,
incomplete knowledge bases, etc.), in advanced language processing resources and techniques (for
question processing as well as for generating responses) including semantic role labelling and the
recognition and resolution of temporal and spatial expressions, and recent progress in HLT and formal
pragmatics (user models, intentions, etc.) make it possible to foresee the elaboration of much more
accurate, cooperative and robust systems dedicated to answering questions from multimedia supports or
from textual data, from e.g. online texts or web pages, operating either on open or closed domains. The
user interface aspects (input, output (e.g. SMS or advanced interfaces), on line help, dialogue, etc.) are
also crucial for the viability of such systems.

We thanks very much the Programme Committee for producing accurate reviews.

Patrick Saint-Dizier and Marie-Francine Moens (Co-chairs).
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Abstract

Restricted domains such as medicine set
a context where question-answering is
more likely expected to be associated
with knowledge and reasoning (Mollá and
Vicedo, 2007; Ferret and Zweigenbaum,
2007). On the one hand, knowledge and
reasoning may be more necessary than
in open-domain question-answering be-
cause of more specific or more difficult
questions. On the other hand, it may
also be more manageable, since by def-
inition restricted-domain QA should not
have to face the same breadth of ques-
tions as open-domain QA. It is therefore
interesting to study the role of knowl-
edge and reasoning in restricted-domain
question-answering systems. We shall do
so in the case of the (bio-)medical domain,
which has a long tradition of investigat-
ing knowledge representation and reason-
ing and, more generally, artificial intel-
ligence methods (Shortliffe et al., 1975),
and which has seen a growing interest
in question-answering systems (Zweigen-
baum, 2003; Yu et al., 2005; Demner-
Fushman and Lin, 2007; Zweigenbaum et
al., 2007).

1 Knowledge and Reasoning for
Processing Medical Questions

Medical question-answering has to address ques-
tions other than the usual factual questions of most
QA evaluations. This calls for different question
classifications (Ely et al., 2000; Yu et al., 2005),
especially to determine whether a given ques-
tion can be answered using medical knowledge
backed with a sufficient level of evidence (Lin and
Demner-Fushman, 2005; Kilicoglu et al., 2009).
This can also lead to a different representation of

questions, for instance using a structured represen-
tation such as PICO (Niu et al., 2003; Huang et al.,
2006; Demner-Fushman and Lin, 2007) or simple
concepts and relations (Lin, 2001; Jacquemart and
Zweigenbaum, 2003).

2 Knowledge and Reasoning for Finding
Medical Answers

Answers to medical questions should be searched
in the most reliable data available. When data exist
in structured knowledge bases (e.g. a drug com-
pendium), it may be more appropriate to query
such knowledge bases directly. Therefore an ap-
proach akin to that of Start/Omnibase (Lin and
Katz, 2003) may be indicated. When answers are
to be found in a collection of documents, as is the
case in traditional question-answering systems,
a representation of the information contained in
these documents can be built, offline (Fleischman
et al., 2003; Sang et al., 2005; Delbecque et al.,
2005) or dynamically.

In medical QA systems, both document anal-
ysis and question analysis nearly always rely on
extensive knowledge of domain concepts and re-
lations, e.g. as provided by the UMLS knowl-
edge sources (McCray and Nelson, 1995). More
than named entities, systems need to detect men-
tions of concepts (Aronson, 2001) and their rela-
tions (Rindflesch et al., 2005). Besides, taking into
account the structure of documents such as sci-
entific articles or encyclopedia entries may help
focus on more relevant sections (Niu and Hirst,
2004; Sang et al., 2005). Finally, answers to com-
plex medical questions often need to span more
than one sentence. Extractive summarization is
performed both from single documents (Demner-
Fushman and Lin, 2007) and from multiple docu-
ments (Fiszman et al., 2008).
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Abstract 

 

In this paper, we propose the development of 
the Question-Answering Services System for 
the Farmer, through SMS, by focusing on 
query analysis and annotation based on a simi-
lar technique previously applied to language 
generation, thematic roles, and primitive sys-
tems of the Lexical Conceptual Structure 
(LCS).  The annotation places emphasis on the 
semantics model of “What” and “How” que-
ries, lexical inference identification, and se-
mantic role, for the answer. Finally, we show 
how these annotations and inference rules con-
tribute to the generalization of the matching 
system over semantic categories in order to 
have a large scale question-answering system. 

1    Challenges and Goals 

In the era of Information and Communications 
Technology (ICT), mobile is a fast and conven-
ient way to communicate over a network. 
Knowledge service via a mobile as “a right in-
formation for a right man” is a challenging task. 
However, this means of interchange between 
persons has the limitation of personal timing. 
Therefore, Short Message Service (SMS) is a 
better way for giving knowledge service, espe-
cially automatic interchange of short text mes-
sages, by providing the information from an 
automatic Question & Answering System.  

From the results of the statistical ICT data 
survey concerning the number and percent of the 
population 6 years of age and over who use in-
formation and communication technology: 2003 

- 2007 by the National Statistical Office1, Thai-
land, it was found that  47.2% of people in the 
entire kingdom have owned their mobile(s). 
Consequently, communicating via SMS facili-
tates an effective knowledge service for support-
ing the farmers in problem-solving, decision 
making, and early warning, and also supports the 
government, or a related organization, in order to 
e-communicate to the farmer by changing the 
model of “Training and Visit” to e-service and 
changing the collective to support cooperative 
problem solving. This kind of communication 
will provide the necessary long-term cost reduc-
tions to the agricultural economy in the areas of 
travel, visiting, productivity, etc.  

Nowadays, providing a knowledge service 
through SMS is not limited to only a Question-
Answering Services System, but also for such 
one-way services as early warning systems, for 
example, a Tsunami Alert System2, a FloodSMS 
– Early Detection and Warning of Catastrophic 
Flooding via SMS3, etc. 

The development of a Question-Answering 
Services System through SMS is not the design 
of a new technology. There have been several 
theories developed earlier, in the context of NLP 
or cognitive sciences, such as Natural Language 
Information Retrieval (NLIR), rule based Q&A, 
etc.  Nevertheless, some former theories of Q&A 
relied on complex semantic information. For in-
stance, a Wireless Natural Language Search En-
gine [6] was implemented using a system resid-
                                                           
1  http://web.nso.go.th/en/survey/keystat/keystat08.pdf 
2  http://www.wap.ait.ac.th/tsunami.html 
3  http://www.netsquared.org/projects/floodsms-
%E2%80%93-early-detection-and-warning-
catastrophic-flooding-sms 
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ing on a server, which can translate questions or 
phrases into search engine queries or queries to 
SOAP Web services, where a gateway mediates 
between the mobile network and the Internet. 
Also, [15] developed the SMS for Question-
Answering in the m-Learning Scenario System 
by using the Simple Matching Algorithm to 
match the learners’ answer messages with the 
original answer string, thus facilitating the learn-
ers to get the necessary feedback and assessment.  

In this paper, we propose the development of 
the Question-Answering Services System for the 
Farmer through SMS by focusing on query 
analysis and annotation, as well as on selected 
text matching utilizing lexical inference and se-
mantic roles. The annotation emphasizes the se-
mantics model of “What” and “How” queries. 
Finally, we show how these annotations and in-
ference rules contribute to the generalization of 
the matching system over semantic categories in 
order to have a large scale question-answering 
system.  

In the current stage, we have designed Q&A 
schema with thematic roles and have borrowed 
some primitive systems of the Lexical Concep-
tual Structure (LCS). Also, we are annotating 
1000 questions and text related to the query (but 
we randomly choose 100 pairs of Q&A for the 
experiment). In the same time, we are generaliz-
ing inference rules in order to match a question 
to its answer. This is particularly crucial when 
there is no straightforward response, e.g. when 
they require some form of lexical inference, 
elaboration, and reasoning or when the response 
is not a simple item, but a well-formed fragment 
of text, e.g. a chain of events leading to a conse-
quence, a procedure, etc.  

The project we present here emerged from a 
need of the real end-users, the Agricultural Land 
Reform Office, Ministry of Agriculture and Co-
operative, Thailand, in the project of ALRO Cy-
berBrain [3], which is a social network frame-
work that combines approaches based on knowl-
edge science and engineering with language en-
gineering, consisting of an ontology-based search 
engine, information extraction for Q&A system, 
knowledge aggregation through a knowledge 
portal and visualized in a browser with semantic 
links between problems, methods of problems 
solving and man who is the problem solver 
(PMM map Model) [1]. The main goal is to de-
velop tools for e-Farming, in particular rice farm-
ing, so that farmers can easily get information on 
farming rice and rice diseases. Now, it has been 

extended to provide question-answering services 
for the farmers through SMS [2].  

2    Problem Statements 

There are two main problems in Q&A analy-
sis: semantic interpretation for a question word 
and answer identification. 

2.1    Question’s Semantic Roles 

2.1.1    Question Word Interpretation.  

In general, when we query for the answer by a 
traditional search engine system, we might get 
many answers at different levels, depending on 
the role of the question: Definition vs Fact or set 
of Facts.  For example, with the question  
Q1: “โรค|ไหม|คือ|อะไร” 

     Rice| Blast| is| what 
    “What is a Rice Blast?”  
The answer can be returned as the definitions, 

fact or a set of facts, which are: 
A1.1: Blast, also called rotten neck, is one of the 

most destructive diseases of Missouri rice. 
Blast does not develop every year but is 
very destructive when it occurs.4   

A1.2:   Disease of Leave Burnt caused by Pyricu-
laria Oryzae can destroy all rice growing 
period  from start until harvest period.5 

The answer can be returned as the characteris-
tics detail or set of facts, such as the following: 

A1.3 : Blast symptoms can occur on leaves, 
leaf collars, nodes and panicles. Leaf spots are 
typically diamond shaped, with gray- white cen-
ters and brown to red-brown margins. Fully de-
veloped leaf lesions are approximately 0.4 to 0.7 
inch long and 0.1 to 0.2 inch wide. Both the 
shape and color vary depending on the environ-
ment, age of the lesion and rice variety.6  

2.1.2    Variety of Question Forms.  

In natural language, the question can be asked 
with different words and styles, for example:  
Q2.1:ลักษณะ|การระบาด|ของ|โรค|ไหม|เปน|อยางไร 

situation| outbreak| of| disease| Rice Blast| 
is| how  
“What is the situation of Rice Blast?” 

Q2.2:การระบาด|ของ|โรค|ไหม|มี|ลักษณะ|อยางไร 
outbreak| of| disease| Rice Blast| is| characteristic| how 
     “How does the rice blast outbreak look like?” 

                                                           
4  http://aes.missouri.edu/delta/muguide/mp645.stm  
5  http://www.sotus.co.th/article_4.html 
6  http://aes.missouri.edu/delta/muguide/mp645.stm 
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Q2.3:โรค|ไหม|ระบาด|ได|อยางไร 
Rice Blast| disperse| able| how 
“How can the rice blast disperse?” 

The reply can be returned the same answers 
with a descriptive set of events, as the following: 
A2.1: To prevent the Rice Blast: for the places 

that we often found the disease, use the dis-
ease-resistant rice variety. Don't sow the 
rice seed too densely. Don't use to much Ni-
trogen. If it is severe outbreak and it is the 
state of young plant, plow and sow again. If 
it was the epidemic state, use Fungus-
Removal chemical as Carbendasim. 

A2.2: Brown spot may be reduced by balanced 
fertilization, crop rotation, and the use of 
high quality planting seed. Seed treatment 
fungicides reduce the incidence and severity 
of seedling blight caused by this fungus. 

The examples above show that using different 
verbs or noun phrases can be represent the same 
meaning. Moreover, there is non-correspondent 
focus word between Q and A. 

2.2    Answer Type Identification 

2.2.1    Ambiguity between subtopic and an-
swer form 

To identify the answer, sometimes there is an 
ambiguity that verb phrases occurring after the 
focus word of the question can be both subtopics 
and the answer, like a procedural answer, for 
example,: 
Q3: วิธีการ|ปองกัน|โรค|ไหม|ทํา|ได|อยางไร 

 method| control| Rice Blast| to do| how 
 “What method can be used to control Rice 

Blast?”  
A3:  วิธีการ|ปองกัน|โรค|ไหม|มี|ดังนี้ 
 method| control| Rice Blast| have| such as 

“Methods for preventing the Rice Blast are:” 
• ใช|สารเคมี|ที่|เหมาะสม 

 use| Chemical Substance | that| appropriate 
“Use appropriate Chemical Substance.” 

• ใช|พันธุ|ที่|เหมาะสม 
 use| type of rice | that| appropriate 
“Use appropriate type of rice.” 

• ใช|กลไก|ใน|การ|ปองกัน 
 use| mechanism| in| prevent 
“Use mechanism to prevent.” 

• ใช|วิธีการ|ผสมผสาน 
 use| methods| hybrid 
“Use hybrid  methods.” 

The examples above convey the 4 types of 
method for Rice Blast control or names of meth-

ods, but it is not the process or the answers that 
represent how to control the disease. 

2.2.2    Non-correspondence between Q & A: 

Sometimes, the question and answer were not 
matched because the clue words or focus words 
in the question have never appeared in the an-
swers. This makes the question not correspond to 
the answer and also causes difficulty in finding 
the expected answer. For example, 
Q4: สามารถ|ควบคุม|แมลง|ศัตรู|ขาว|เหลานี้|ได|อยางไร 

can| control| pests | rice | these | How  
“How can these rice pests be controlled?”  

A4: แมลง|ศัตรู|เหลานี้|สามารถ|กําจัด|ได|โดย|ใช|วิธีการ|หลาย|
ประการ|รวม|กัน| |คือ| |ปลูก|ขาว|พันธุ|ตานทาน|โรค|,| |ปลูก|
ขาว|ตาม|ฤดูกาล|, |ควบคุม|ระดับ|น้ํา|ใน|นา |และ|ไม|ควร|ใช|
สาร|ฆา|แมลง|ที่|ทํา|ให|เกิด|การ|เพิ่ม|ระบาด||ของ|โรค| 
“These pests can be managed through inte-
grated approach including sowing insect re-
sistant rice varieties, sowing rice crop at rec-
ommended time, proper water management 
conservation and augmentation of bio-control 
predators.” 
From the example, the focus word of the 

question is “control,” but there is no word “con-
trol” in the answer. For this kind of Q&A match-
ing solution, WordNet and ontology are neces-
sary. 

3    Outline of the Project and Methodol-
ogy  

The needs of the Thai Ministry of Agriculture 
have been specified in a simple way via a corpus 
composed of (1) questions raised in real life by 
farmers (about 1000 questions), (2) the responses 
which have been provided by experts, based on 
existing documents (possibly several responses 
per question) and, quite often, (3) the texts they 
originate from. In general, the response is found 
in a unique text: there are no multiple answers, 
since most texts are not redundant, although 
some responses, in particular complex (e.g. 
evaluative questions) or indirect ones, may in-
volve the taking into account of several inde-
pendent texts. We will not address here the prob-
lem of message length reduction so that it fits 
into an SMS format (although this is also an im-
portant semantic problem). 

The system overview is shown in Figure 2. 
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Figure 2. System Architecture 

To develop a Thai QA system, the preprocess-
ing of Thai morphology and syntax is necessary. 
The NAIST lab at the University of Kasetsart has 
basic tools to manage morphological analysis, 
parts-of-speech recognition, simple syntactic 
analysis, as well as Thai parsing, and an Element 
Discourse Unit System (EDU). These tools were 
designed as basic tools in natural language proc-
essing applications. (accessible on 
http://vivaldi.cpe.ku.ac.th:9292/ with a recom-
mendation to use the Mozilla Firefox browser) 

A few examples of question-answer pairs are: 
Q5:  วิธีการ|ปองกัน|กําจัด|ขาว|วัชพืช|ทํา|ได|อยางไร 

“How to prevent the Weedy rice” 
A5.1:  ควร|เวน|ปลูก|ขาว|บาง|ฤดู 

“Skip some seasons when growing rice,” 
A5.2: ปลูก|พืช|อาย|ุสั้น|อื่น 

“Grow hydrotonics plants.” 
Q6:  โรค|ใบ|ขีด|โปรง|แสง|มี|วิธีการ|ควบคุม|อยางไร 

“How to control the Bacterial Leaf 
Streak  Disease” 

A6: ไม|ควร|ใส|ปุย|ไนโตรเจน|มาก|เกินไป| 
  “Do not put too much Nitrogen.” 
Q7:  ถา|พบ|เพลี้ย|ไฟ|ระบาด| |สามารถ|กําจัด|ดวย|สาร|

ฆา|แมลง|ชนิด|ใด 
“How to eradicate the rice thrips” 

A7:  ฉีด|พน|ดวย|มาลาไทออน|หรือ|คารบาริล|ทุก|อาทิตย|  |
ใส|ปุย|และ|ให|น้ํา|ทุก| |ๆ| |สอง|วัน 
“Spray with Malathion or Carbaryl 
every week, add fertilizer and water 
every two days.” 

Questions are essentially factoid questions 
(e.g. best periods for rice planting, rice varieties 
suggestion, symptoms of a disease), why ques-

tions, where responses are chains of events (rea-
sons for something to happen) and a large num-
ber of procedural questions [4], in particular for 
treating diseases. There are relatively few com-
parative or evaluative questions besides general 
questions, such as: What are the major rice 
pests? 

In most cases, questions do not have responses 
which can be immediately found in the texts by 
standard term matching techniques. For example: 
“How does the Sheath Blight affect the rice 
growth?” has the following response in a text: 
Plants heavily infected at these stages produce 
poorly filled grain, particularly in the lower por-
tion of the panicle. Additional losses result from 
... Therefore, some lexical semantics devices 
(e.g. a semantic link between affect and infect) or 
more elaborated reasoning schemas, based on 
domain knowledge, are needed to allow appro-
priate question-text matching [11, 7]. The kind of 
domain knowledge at stake may be quite unex-
pected (i.e., not the main topics that everyone 
knows, but more subtle pieces of information, as 
will be seen in 4.3). This is the major challenge 
of this work, which we try to resolve via a full 
annotation of the matching process, from ques-
tion parsing to response production, identifying 
matching and reasoning aspects. 

Complex questions may, e.g., require the 
elaboration of a diagnosis from premises given in 
the question before finding the response, either 
factoid or procedural (My rice has weedy leaves 
and some yellow spots, what should I do?). This 
question requires one to select all texts where 
such a symptom is identified, and then, e.g., to 
enter into a dialogue with the user if there are 
several possible diagnoses, leading to different 
treatments. 

The second aspect of this problem is to be able 
to extract the complete text portion that responds 
to the question. For that purpose we are develop-
ing an annotation methodology whose goal is to 
identify the different processes at stake and the 
needed resources. This method allows us to iden-
tify relevant text portions and then to delimit 
them appropriately. 

4    The Question-Answering Process An-
notation 

Since the task is quite large (a large group of stu-
dents are annotating a set of 600 questions and 
related texts), we need to establish norms and 
annotation guidelines. Using the research con-
ducted at IRIT on annotating procedural ques-
tions and instructions based on semantic roles 

    Question  

Question Analysis 
and Annotation

WordNet 
Ontology 

Q&A Matching and 
Answer Generation

Preprocessing Process 
Word Segmentation

POS Tagging
Name Entities Recognition

EDU Segmentation

Text Analysis and Annotation

Document Indexing 

Titles Recognition 

Text Annotation 
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(TextCoop project) and a few rhetorical relations 
(e.g. elaboration, example, explanation), we first 
annotated the questions and their corresponding 
responses in texts provided by the Thai Ministry 
of Agriculture. One of the challenges was to 
identify relevant linguistic marks or patterns [9, 
10, 14]. 

There are many attempts to annotate argu-
ments by means of primitives; our approach, 
here, is oriented towards the precise task at stake 
and the specific actions. Therefore roles are not 
as standard as they are in general. An earlier at-
tempt with a similar technique applied to lan-
guage generation was carried out in, e.g., [10, 7]. 
Semantic tags are either close to thematic roles 
(instrument, location, etc.) [8], or borrowed from 
the primitive systems of the Lexical Conceptual 
Structure (LCS) [13], in particular, to establish 
useful links between arguments or between a 
large variety of constituents, which thematic 
roles cannot do. For example, in the first Thai 
university we have a link between 'first' and 'Thai 
university' which is either loctemp or loc+char+ident, 
depending on the interpretation of first (oldest or 
the best). However, in a majority of cases, se-
mantic roles based on thematic roles have a suf-
ficient granularity, and these are the ones which 
are used in the examples in 4.1. 

The main roles we consider are: agents (for 
humans and animals like insects, and metaphori-
cally for diseases and natural forces), themes 
(undergoing actions, basically plants and soils, 
and artificial products), location (spatial), time 
(covering dates and also periods), instruments 
(from tools to chemical products), manners, 
means, conditions (under which to realize an ac-
tion, or related to observation e.g. of a disease), 
cause, goals, and results. 

Besides, the tags <action>…</action> or 
<fact>…</fact> were considered to tag the verb 
with it’s arguments or adjuncts. 

In the remainder of this section we briefly re-
port the different steps of the process as they 
stand at the moment, i.e. almost at the end of the 
experimental stage, before automating knowl-
edge acquisition, and implementing the applica-
tion. 

4.1    Dealing with Questions 

As in most systems dealing with complex types 
of questions, questions are represented by a tri-
ple: the question type (which can be in our case 
polymorphic), the question focus (usually an NP 
or a VP in case events or procedures are induced) 

and the question body, annotated by means of 
semantic roles, as indicated above. 

The main types of questions we have identi-
fied from our corpus are the following; they are 
quite different from standard classifications, but 
they correspond to more operational views: 

F: fact, with subtypes: temp (temporal, time, 
date), loc (location) or product, 

E: an event (with a subtype event: cause)  
SF: set of facts  
SE: set of events (not related, and without any 

form of sequence: different from SqE be-
low)  

PROC: procedure, more or less complex, it 
may be just a single instruction; it can also 
describe the use of an instrument.  

SqE: sequence of events, which follow each 
other.  

EVAL: evaluation, making value decisions 
about issues or resolving controversies or 
differences of opinion.  

DEF: definition, the description of object.  
Some questions may bear several non-

conflicting types, in particular when the nature of 
the response is not straightforward to determine 
from the question. For example, “What is the 
symptom of Bakanae?” would get the types SF 
and SE. 

An annotated question is, for example: 

 
As can be noted, the response is the set of 

those facts that contribute, together or independ-
ently, to the spreading of the disease. 

By the observation from 100 random inter-
rogative sentences corpus analysis, we found that 
the semantic types of questions correspondent to 
the question words are the following 
Q-Types What When Where Why Who Which How 

F 11 6 1   1 9 2 
E       1     6 
SF 3         15 3 
SE 7         2 5 

PROC             15 
SqE             7 

EVAL 2       1     
DEF 3             

Table 1 the correspondence between questions 
and semantic types of questions 

From Table 1, it is clear that “what” and 
“how” questions vary in types of question, be-
cause they have many forms to use, for example, 
“how + verb to be + noun”, “how + do(es) + 
noun + verb”, “how to”, “how can”, etc. or  
“what + verb to be + noun”, “what + noun + 
auxiliary verb”, etc. This is why we point out the 
“What” and “How” questions. 

<question type=“ SF or SE” focus=“ symptom of 
Bakanae”> What <fact> is <theme> the symp-
tom of Bakanae </theme> </fact> ? </question>
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4.2    Dealing with texts: document indexing 
and associated annotations 

Texts are initially indexed based on the main 
terms they contain which are relevant w.r.t. the 
questions given in the corpus. Our representation 
resembles a frame approach, but it is more 
flexible since there is no predefined structure to 
represent indexes. This is more in accordance 
with the variety of texts in terms of contents. In-
dexes basically are formed from: 
− Top-level terms that structure the domain: 

for example, concepts like symptom, 
spreading, treatment, time, place, effect, 
etc. where predicative (action terms) terms 
as well as entities are found, 

− relatively generic terms, found in the 
questions and structured in the domain on-
tology: water, clean, control, eradicate, 
etc., which are organized w.r.t. the top 
concepts above, 

− named entities, typed as: disease names, 
location names, chemical product names, 
bacteria names, etc. 

In our representation, those generic terms (and 
near synonyms) are represented as predicates, 
while arguments are represented as attribute-
value pairs (or attributes alone), include typed 
name entities and any kind of terms besides the 
generic terms.  

Indexes are associated with texts in the text 
database. Indexes must remain general so that 
indexing is fast and as reliable as possible. The 
idea is that when a question is uttered, a small 
number of texts are first selected on the basis of 
the indexes for further analysis. An example  
below can be indexed and annotated [2] as the 
following: 
 
Index: disease-name (Bakanae), symptoms (disease: Bakanae), 
origin (disease: Bakanae, place: California, date: 1999), spread-
ing(disease: Bakanae, period: winter, medium: [soil, water]), treat-
ment(disease: Bakanae, product). 
 
<title type=“goal” level=“1” > Rice Bakanae </title> 
<title type=“goal” level=“2”>SYMPTOMS </title> 

  <task type = “SF”>  
<theme>Symptoms of Bakanae</theme> first appear about a 

month after planting. Infected seedlings appear to be taller, more 
slender, and slightly chlorotic ... The rapid elongation of infected 
plants is caused by the pathogen’s production of the plant hormone, 
gibberellin.....</task> 

 
<title type=“goal” level=“2”>COMMENTS ON THE DISEASE 
</title> 
Bakanae is one of the oldest known diseases of rice in Asia but has 
only been observed in California rice since 1999 and now occurs in 
all California rice-growing regions. While very damaging in Asia, 
the extent to which Bakanae may effect California rice production 
is unknown. As diseased plants ..... 

 

4.3   Matching selected texts with questions: 
the deep indexing level 

The main words of the question focus and body 
are used to select a subset of indexed texts as 
potential candidates containing the response. 
Then, in each of these texts, the few sentences 
where the terms of the question or derived terms 
(closely related terms) are effectively found are 
annotated by means of semantic roles as for the 
question, for further analysis and investigations.  

For that purpose, we have developed guide-
lines for annotating those text fragments where 
the response is and the associated knowledge, 
based on the same semantic roles as those used 
in the questions. These annotations remain so far 
exploratory, in terms of feasibility and automa-
tion. Our major concern is to develop a method 
for annotators so that a large number of texts can 
be tagged homogeneously and also so that the 
technique can be reproduced for other technical 
areas. Finally, in terms of response identification, 
the goal is to define a metric that defines the best 
match and selects the text fragment(s) that best 
respond(s) to the question among several poten-
tial candidates. 

Let us first consider a simple example. Given 
the question: 
Q8: “How to eradicate Bakanae ?”  

with the following representation: 

 
The main terms of the question are ‘eradicate’ 

and ‘Bakanae’. The text above is therefore se-
lected on the basis of its indexes, because ‘treat-
ment’ is a closely related term (in terms of se-
mantic relation: ‘way to realize an event’) of 
‘eradicate’ in the domain ontology. 

Then, the question terms are searched in the 
selected text and the sentences that contain them 
are annotated using semantic roles. For example, 
the following sentence is a candidate: 

The most effective means to treat this disease 
is the use of noninfested seeds.  

It is tagged as: 

<title type=“goal” level=“2”>MANAGEMENT</title> 
<task type = “PROC”>  

The most effective means to<action> treat <theme> this disease 
</theme> </action> is the <instruction compound><instruction 
type="imperative">use of noninfested seed</instruction>. 
Also,<connector type="advice"> when possible</connector>, <ad-
vice>burning plant residues</advice> with known infection in fall 
may help limit the disease. ..... Field trials indicate that a seed treat-
ment with sodium hypochlorite (Ultra Clorox Germicidal Bleach) is 
effective at reducing the incidence of this disease.... </instruction 
compound></task> 

<question type=“PROC or SqE” focus “eradi-
cate Bakanae” > How to <action> eradicate 
<theme> Bakanae </theme>  </action> ? 
</question> 
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The answer is the above sentence and the text 

fragment that follows (introduced by the connec-
tor also) since the response is of type procedure: 

The most effective means to treat this disease 
is the use of noninfested seed. Also, when possi-
ble, burning plant residues with known infection 
in fall may help limit the disease. 

Following [5], this structure is annotated as a 
single instructional compound, which is the fun-
damental unit in a procedural text. This is the 
structure which is typically returned to users. 

Let us present here another illustrative exam-
ple of a text fragment where the response is an-
notated together with the required related reason-
ing elements: 
Q9: “How can thrips destroy the rice ?” 

annotation: 

 
The text fragment that corresponds to the an-

swer is annotated as follows: 

 
To match the action ‘destroy’ in the question 

with the text portion from which the response is 
extracted, it is then necessary to identify the in-
ference: 

 
 This example shows that (1) in the question 

and in the answer, annotations are used to iden-
tify the different components, arguments, ad-
juncts, but also some other components (e.g. 
temporal adverbs), and (2) the annotation is de-
veloped to characterize the matching steps and 
inferential components (either lexical or domain 
knowledge) between the question and the an-
swer. This latter form of annotation, which is 
quite time-consuming to develop, is the means 
we use to induce and develop domain dependent 
forms of lexical inference (or other phenomena 
like synonymy, lexical equivalence, etc.) and 
relevant domain knowledge. The types and lexi-
cal functions which are introduced are then used 
in the process of induction of generalizations 
over some semantic categories (plants, products, 
etc.), and verb classes. This way of annotating 
knowledge and inferences is obviously a simple 

bottom-up process, with well known limitations, 
but we feel it may have some advantages for in-
ducing an upper organization of knowledge, in 
conjunction, and as a complement to, the domain 
ontology. It is also simple and accessible to an-
notators. Obviously this remains to be evaluated.  

4.4  Generalizing inferences for question-
answer matching 

At this level, the inferences which may be drawn 
are directly attached to the terms which are 
tagged. This is obviously too limited. We are 
now experimenting with different generalization 
strategies in order to tune the lexical inference 
rules. This process involves: 

(1) developing various generic principles over 
different types and categories (via the domain 
ontology), We will annotation the title for match-
ing the “theme” of the answer to the “theme” and 
“Focus” of the question by using word net and 
ontology as shown below.  

Surface Form Concept 
destroy, destruct, eliminate, kill,… destroy 
treat, prevent, eradicate, protect,… manage 
suck, eat, bite, drink,… consume 
spread out, diffuse, disperse,… spread 

(2) a set of principles that limit these generali-
zations via, for example, the taking into account 
of the semantics restrictions imposed by lexical 
items, in particular verbs. The main words of the 
question focus and text body that already anno-
tated will be considered for extracting the poten-
tial candidates containing the response. The sen-
tences, where the terms of the question or de-
rived terms (closely related terms) are effectively 
found, will be the corresponding answer by using 
matching function as shown below. 
 

Function Matching (Question Q, Answer A){ 
      Match = false; 
     // Relevant document 
     If  (Q.focus  =  A.index)  then 
             // Relevant answer 
             If  (Q.type =  A.task type) then      
                    //Detect Answer for the Question 
                    If (Q.focus = A.title) then 
                         Match = true; 
                    Else if (Q.action = A.action and 
                               Q.theme = A.theme or 
                               Q.agent = A.agent) then 
                         Match = true; 
                    End If 
             End If 
       End If 
Return Match;} 

The tuning of the level of these generalizations 
is obviously one main parameter of our project. 
It has several conceptual dimensions that we ex-
plore and may also be domain dependent. 

<lex_inference>  <action> Suck sap of X 
</action>  <entail>  <modality> probably  
</modality>  <action> destroy X </action>  
</entail> ,  <type> X : plant </type>   
<part-of> sap : X </part-of >  </lex inference>  

<response>  <agent> The rice thrips</agent> 
<action>  sucks the sap <source>  from the young
plant. </source> </action> </response> 

<question type=“SqE” focus = ”destroy”>How 
can <agent> thrips </agent> <action>destroy 
<theme>the rice</theme> </action>?</question>

…<action> treat <theme> this disease </theme>   
is the use of <instrument> noninfested seeds 
</instrument> </action> . 
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Perspectives 
The matching problem between questions and 
documents to retrieve answers in question-
answering systems in concrete applicative con-
texts is often a difficult problem. This matching 
procedure often requires very accurate domain 
knowledge, besides ontological descriptions. It is 
not always easy to access this knowledge in a 
structured way or to extract it from texts. The 
present contribution, still experimental and in an 
early stage of development, is an attempt, via 
annotations, at resolving this problem, following 
a simple and clear methodology. 

This task needs to be developed and evaluated 
gradually. So far, it is too early to evaluate the 
quality of the generalizations and the inferential 
patterns we get.  

This approach, and the principles we have 
briefly outlined, allow us to introduce a working 
method for the development of question-
answering systems for concrete applications, es-
pecially for non-factoid questions, an area which 
is still not very much developed in spite of its 
obvious usefulness. One of the reasons is that 
non-factoid questions require a language proc-
essing technology, analysis methods, reasoning 
aspects, and a conceptual approach, which are 
substantially different from what is used for fac-
toid questions. 
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Abstract

We propose an open-domain question an-
swering system using Thai Wikipedia as
the knowledge base. Two types of in-
formation are used for answering a ques-
tion: (1) structured information extracted
and stored in the form of Resource De-
scription Framework (RDF), and (2) un-
structured texts stored as a search index.
For the structured information, SPARQL
transformed query is applied to retrieve a
short answer from the RDF base. For the
unstructured information, keyword-based
query is used to retrieve the shortest text
span containing the questions’s key terms.
From the experimental results, the system
which integrates both approaches could
achieve an average MRR of 0.47 based on
215 test questions.

1 Introduction

Most keyword-based search engines available on-
line do not support the retrieval of precise infor-
mation. They only return a list of URLs, each re-
ferring to a web page, sorted by relevancy to the
user’s query. Users then have to manually scan
those documents for needed information. Due to
this limitation, many techniques for implement-
ing QA systems have been proposed in the past
decades.

From the literature reviews, previous and exist-
ing QA systems can be broadly categorized into
two types:

1. Knowledge Intensive: Knowledge intensive
systems focus on analyzing and understand-
ing the input questions. The system knows

exactly what to be answered, and also what
type the answer should be. The analysis
phase usually depends on an ontology or a
semantic lexicon like WordNet. The an-
swer is retrieved from a predefined organized
knowledge base. Natural Language Process-
ing (NLP) techniques are heavily used in a
knowledge intensive system.

2. Data Intensive: Data intensive systems,
which do not fully analyze the input ques-
tions, rely on the redundancy of huge amount
of data (Dumais et al., 2002). The idea is that
if we have a huge amount of data, a piece of
information is likely to be stated more than
once in different forms. As a result, the data-
intensive QA systems are not required to per-
form many complex NLP techniques.

In this paper, we propose an open-domain QA
system for Thai Wikipedia called QAST. The sys-
tem supports five types of close-ended questions:
person, organization, place, quantity, and date/-
time. Our system can be classified as a data in-
tensive type with an additional support of struc-
tured information. Structured information in Thai
Wikipedia is extracted and represented in the form
of RDF. We use SPARQL to retrieve specific in-
formation from the RDF base. If using SPARQL
cannot answer a given question, the system will re-
trieve answer candidates from the pre-constructed
search index using a technique based on Minimal
Span Weighting (Monz, 2003).

2 System Architecture

Figure 1 shows the system architecture of QAST
which consists of three main sub-systems: Data
Representation , Question Processor , and Answer
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Figure 1: The system architecture of QAST

Processor .

2.1 Data Representation

The Data Representation part is a storage for all
information contained in Thai Wikipedia. Two
modules constitute this sub-system.

RDF Base: In QAST, RDF triples are generated
from Wikipedia’s infoboxes following similar ap-
proaches described in the works of Isbell and But-
ler (2007) and Auer and Lehmann (2007). To gen-
erate RDF triples from an infobox, we would have
the article title as the subject. The predicates are
the keys in the first column. The objects are the
values in the second column. Altogether, the num-
ber of generated triples corresponds to the number
of rows in the infobox.

In addition to the infoboxes, we also store syn-
onyms in the form of RDF triples. The synonyms
are extracted from redirect pages in Wikipedia.
For example, a request for the Wikipedia article
titled “Car” will result in another article titled “Au-
tomobile” to be shown up. The former page usu-
ally has no content and only acts as a pointer to
another page which contains the full content. The
relationship of these two pages implies that “Car”
and “Automobile” are synonymous. Synonyms
are useful in retrieving the same piece of informa-
tion with different texual expressions.

Search Index: QAST stores the textual content
as a search index. We used the well-known IR li-
brary, Lucene1, for our search backend. We in-
dexed 41,512 articles (as of February 5, 2009)
from a Thai Wikipedia dump with full term posi-
tions. Firstly, all template constructs and the Wiki-
Text markups are removed, leaving with only the
plain texts. A dictionary-based longest-matching
word segmentation is then performed to tokenize
the plain texts into series of terms. Finally, the
resulted list of non-stopwords are passed to the
Lucene indexing engine. The dictionary used for
word segmentation is a combination of word list
from the LEXiTRON2 and all article titles from
Thai Wikipedia. In total, there are 81,345 words
in the dictionary.

2.2 Question Processor

Question processor sub-system consists of four
modules as follows.

1. Question Normalizer – This first module is
to change the way the question is formed into
a normal form to ease the processing at lat-
ter stages. This includes correcting mistyped
words or unusual spelling such as f33t for
feet.

2. Word Segmenter – This module performs
tokenizing on the normalized question to ob-
tain a list of non-stopwords.

3. Question Analyzer – The question ana-
lyzer determines the expected type of answer
(i.e., quantity, person, organization, location,
date/time and unknown) and constructs an
appropriate query. Normally, a SPARQL
query is generated and used to retrieve a can-
didate answer from the RDF base. When the
SPARQL fails to find an answer, the system
will switch to the index search. In that case,
the module also defines a set of hint terms to
help in locating candidate answers.

4. Searcher – This module executes the query
and retrieves candidate answers from the data
representation part.

To generate a SPARQL query, the input ques-
tion is compared against a set of predefined regu-
lar expression patterns. Currently, the system has
two types of patterns: pattern for definitional ques-
tions, and pattern for questions asking for a prop-

1Apache Lucene, http://lucene.apache.org
2LEXiTRON, http://lexitron.nectec.or.th
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erty of an entity. The pattern for definitional ques-
tion is of the form a-rai-kue-X ‘What is X ?’ or
X-kue-a-rai ‘X is what ?’. After X is determined
from a user’s question, the first paragraph of the
article titled X is retrieved and directly returned to
the user. Since the first paragraph in any article is
usually the summary, it is appropriate to use the
first paragraph to answer a definitional question.

Questions asking for a property of an entity are
of the form a-rai-kue-P-kong-X ‘What is P of X ?’
e.g., “When was SIIT established ?” which can be
answered by looking for the right information in
the RDF base. A simplified SPARQL query used
to retrieve an answer for this type of question is as
follows.�
SELECT ? o
WHERE {

? tempPage h a s I n f o b o x ? tempBox .
? tempPage r d f s : l a b e l ”X” .
? tempBox ?P ? o .

}
� �
The query matches an object of a RDF triple with
the predicate P (e.g., “date of establishment”), pro-
vided that the triple is generated from an infobox
titled X (e.g.,“SIIT”) . The object of the year 1992
is then correctly returned as the answer.

When SPARQL fails, i.e., the question does
not match any known pattern or the answer does
not exist in the RDF base, the system switches to
the index search which performs the following the
steps.

1. Word Segmenter tokenizes the question into
a list of keywords q.

2. Question analyzer analyzes q, generates a ba-
sic Lucene’ TermQuery, and defines a set of
hint terms H .

3. Retrieve the most relevant c documents using
Lucene’s default search scoring function3.
Denote D as the set of retrieved documents.

4. For each document d in D where d =
{t1, t2, . . . , t|d|} (t is a term),
(a) Find in d the start term index

mmsStart and end term index
mmsEnd of the shortest term span
containing all terms in q (Monz, 2003).

(b) spanLength ← 1 + mmsEnd −
mmsStart

(c) If spanLength > 30, skip current d.
Go to the next document.

3http://lucene.apache.org/java/2_3_0/
scoring.html

(d) Find minimal span weighting
score msw (Monz, 2003). If
|q ∩ d| = 1 then, msw =
RSVn(q, d). Otherwise, msw =
0.4 ·RSVn(q, d)+0.6 ·( |q∩d|

spanLength)1/8 ·
( |q∩d|

|q| ) where RSVn(q, d) =
lucene(q, d)/maxdlucene(q, d)

(e) mmsStart← max(mmsStart−s, 1)
(f) mmsEnd← min(mmsEnd + s, |d|)
(g) Find the weighting for hint terms hw

(0 ≤ hw ≤ 1).
(h) Calculate the span score

sp = msw · (1 + hw)
(i) Add the text span to the span set P (Sort

P by sp in descending order).
5. Return the top k spans in P as answers.

In the actual implementation, we set c equal to
500 so that only the top 500 documents are con-
sidered. Although retrieving more texts from the
corpus would likely increase the chance of find-
ing the answer (Moldovan et al., 2002), our trial-
and-error showed that 500 documents seem to be
a good trade-off between speed and content cov-
erage. To look for an occurrence of hint terms,
each span is stretched backward and forward for
10 terms (i.e., s = 10). Finally, we set k equal to
5 to return only the top five spans as the answers.

2.3 Answer Processor
This sub-system contains two modules: Answer
Ranker and Answer Generator.

Answer Ranker concerns with how to rank the
retrieved answer candidates. In the case where
SPARQL query is used, this module is not re-
quired since most of the time there will be only
one result returned.

In the case when the search index is used, all
candidate answers are sorted by the heuristic span
score (i.e., sp = msw · (1 + hw)). The func-
tion mostly relies on regular expressions defining
expected answer patterns. If a span has an occur-
rence of one of the defined patterns (i.e., hw > 0),
it is directly proportional to the suitability of the
occurrence with respect to the question, length and
rareness of the pattern occurrence. For example,
the hint terms of questions asking for a person
would be personal titles such as Ms. and Dr.

As for the final step, the Answer Generator
module formats the top five candidate answers into
an HTML table and returns the results to the user.
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Question Type Index & RDF Index
Person 0.47 0.37

Organization 0.56 0.46
Place/Location 0.43 0.36

Quantity 0.51 0.44
Date/Time 0.39 0.34

Average MRR 0.47 0.39

Table 1: QAST’s performance comparison be-
tween (1) using both index and RDF and (2) using
only the index.

3 Evaluation Metric

To evaluate the system, 215 test questions (43
questions for each question type) and their cor-
rect answers were constructed based on the con-
tents of random articles in Thai Wikipedia. Mean
Reciprocal Rank (MRR), the official measurement
used for QA systems in TREC (Voorhees and Tice,
2000), is used as the performance measurement.
To evaluate the system, a question is said to be
correctly answered only when at least one of the
produced five ranked candidates contained the true
answer with the right context. Out-of-context can-
didate phrases which happen to contain the true
answers are not counted. If there is no correct an-
swer in any candidate, the score for that question
is equal to zero.

4 Experimental Results and Discussion

Table 1 shows a comparison of the MRR values
when using both index and RDF, and using only
the index. The approach of using only the index,
the overall MRR is equal to 0.39 which is fairly
high with respect to the answer retrieval method-
ology. The index search approach simply relies on
the fact that if the question keywords in a ranked
candidate document occur close together and at
least one occurrence of expected answer pattern
exists, then there is a high chance that the term
span contains an answer.

The MRR significantly increases to 0.47 (20.5%
improvement) when RDF (structured information)
is used together with the index. A thorough analy-
sis showed that out of 215 questions, 21 questions
triggered the RDF base. Among these, 18 ques-
tions were correctly answered. Therefore, using
the additional structured information helps answer
the definitional and factoid questions. We expect a
higher improvement when more structured infor-

mation is incorporated into the system.

5 Conclusions and Future Works

We proposed an open-domain QA system called
QAST. The system uses Thai Wikipedia as the cor-
pus and does not rely on any complex NLP tech-
nique in retrieving an answer.

As for future works, some possiblities for im-
proving the current QAST are as follows.

• An information extraction module may be
added to extract and generate RDF triples
from unstructured text.
• Infoboxes, wikipedia categories and internal

article links may be further explored to con-
struct an ontology which will allow an auto-
matic type inference of entities.
• More question patterns and the correspond-

ing SPARQL queries can be added so that
SPARQL is used more often.
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Abstract

Comparative and evaluative question an-
swering (QA) requires a detailed semantic
analysis of comparative expressions and
complex processing. Semantics of predi-
cates from questions have to be translated
to quantifiable criteria before extraction
of information can be done. This paper
presents some challenges faced in answer-
ing comparative and evaluative questions.
An application on the domain of business
intelligence is discussed.

1 Introduction

In the recently updated paper by Burger, et al.
(2009), it is indicated that new types of questions
like evaluative and comparative questions must
be targeted in question answering (QA) systems.
Evaluative refers to the consideration of at least
one property or criteria over one or more enti-
ties and the computation of the associated values.
Comparative refers to the evaluation of objects de-
pending on one or more criteria and classifying
those objects depending on the returned values.
Included in comparative is the identification of the
extreme, i.e., the superlatives, the topmost objects.
In such cases, the focus of the questions is on the
properties at stake in the evaluation, leading to
the comparison. Thus, comparative and evaluative
QA involves answering questions that require vari-
ous forms of inference related to evaluation before
an answer can be given. Since evaluation is nec-
essary, the answer is not lifted from source text, as
in the case of answering factoid, definition, or list
questions. Instead, natural language answers will
have to be constructed from the results of numeric
and non-numeric evaluations of the criteria.

Currently, to our knowledge, there are no sys-
tems that answer comparative and evaluative ques-
tions. The closest applications to comparing or

evaluating information are implemented through
natural language database interfaces (Olawsky,
1989) and database queries (e.g., via SQL state-
ments). In the former, the user is prompted to
choose among a set of candidate interpretations of
comparative expressions to indicate his intent. The
comparisons are based on quantifiable predicates
(i.e., those measurable by count, mass, or value).
Using database queries restrict the possible ques-
tions that can be raised and is far less natural and
user-friendly than using human language. It also
does not allow producing cooperative responses.

Recent researches in linguistics on the seman-
tics of comparatives and superlatives (Kennedy,
2006) can be used as a basis in answering com-
parative and evaluative questions. The next sec-
tion discusses some challenges we have identified
as crucial for the development of comparative and
evaluative QA systems. We briefly propose some
research directions we have explored or evaluated.
We end this short document by a few illustrations
from two applications we have worked on during
the past year.

2 Challenges

The processes involved in classic components of a
QA system are not only more complex but differ-
ent for comparative and evaluative QA.

2.1 Question Analysis and Semantics of
Comparatives

A question analyzer must identify the comparative
expressions in the question and decompose it
into meaningful constituents, among which are
those properties that will be evaluated and the
parameters of the comparison. Issues include:

- Identifying the type of comparison
Comparisons may be in relation to properties
within the same object, degree of comparisons of
the same property between different objects, or
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different properties of different objects (Kennedy,
2006). In some simple situations, comparative
relations in sentences can be extracted automati-
cally via machine learning (Jindal and Liu, 2006).
Their approach determines whether the expression
is non-equal gradable, equative, or superlative.
From this, the type of comparison may be deter-
mined from the semantics of the predicate and the
properties of the objects through the pairability
constraints. In our approach, we want to explore
in more depth semantic and conceptual issues and
their dependence to context, users, and domains.

- Determining semantic meaning and con-
verting to quantifiable measures
The properties at stake in the comparison are
embedded in the semantics of the words in the
question, and possibly in the context that comes
with the question. To date, there is obviously no
widely available lexical resource containing an
exhaustive list of comparative predicates, applied
to precise terms, together with the properties
involved. These can possibly be derived, to a lim-
ited extent, from existing resources like FrameNet
or from an ontology where relationships between
concepts and terms can be mapped. However,
this is tractable for very simple situations, and
in most cases, identifying those properties is
a major challenge. We plan to explore, over
restricted domains, ways to accurately identify
those properties through different resources (like
Generative Lexicon) and elaborate on inferential
models to associate properties for evaluation.

- Determining limits, ranges, and values that
are relative depending on the object
The standard of comparison (i.e., the value) asso-
ciated to the predicate may be different based on
the context, i.e., depending on the object that it is
associated to and on the type of predicate. Prop-
erties of predicates may be underspecified and/or
polysemic and would gain context only when as-
sociated with the object. One such predicate is in-
novative. The following are some properties that
can be used to evaluate innovative.

• innovative product: type of product, number
of entities interested in acquiring the product

• innovative company: strategy employed, type
of product it produces

• innovative research: number of papers pub-

lished on the same research, number of cita-
tions from other authors

To automatically determine the properties, includ-
ing default values, to be used in the evaluation,
other available sources indicating some range of
values may be tapped, as is done in answer fusion
(Girju, 2001). But rather than retrieving the partial
answer, properties needed for evaluation must
be retrieved or inferred. In terms of values, we
have either numerical values (where comparisons
are quite easy to handle) or textual values (that
are often discrete). It is then necessary to define
comparative scales along basic properties so that
those values get ordered. This is a major challenge
for our project.

- Processing superlatives and other forms of
quantification related to comparisons
Superlatives and other forms of quantifications in
connection with comparative expressions can also
be used on top of the basic evaluative expressions.
As the semantics of the predicate may encompass
multiple properties, strict evaluation of these may
trim the list prematurely. Consider the question:

• Which companies take the most risk?

Take most risk entails different dimensions from
being conservative. In the context of business
intelligence, evaluation could be in terms of the
amount of investments, types of products invested
in, the partners being taken, or all of these criteria.
If a strict evaluation of all these criteria is done,
the result may not be complete or accurate. We
are exploring on relaxing the evaluation of mul-
tiple properties before determining the top results
and on evaluating the superlative of each of the
properties so as to identify which of the properties
the object has not met.

2.2 Answer Determination
Only when the predicate/s is/are decomposed into
properties can proper evaluation take place. We
have two situations: either the QA system is con-
nected to a database (which may have been con-
structed from natural language data as in the case
of economic news) or it searches for the response
on the Web. In the first case, the main challenge is
to convert the concepts of the query into those of
the conceptual schema of the database.

In the second case, relevant data must be
searched on the Web. A straightforward procedure
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consists of extracting keywords from the ques-
tion, then getting results from search engines from
which, via local grammars associated to proper-
ties, relevant values may be extracted. We already
successfully conducted such an experiment for nu-
merical data fusion (Moriceau, 2006).

2.3 Response Generation

The answer cannot be lifted from the source text,
thus a response generator component should be
part of a comparative and evaluative QA system.
As response is to be generated from the results
of numeric and textual comparisons of the crite-
ria, it is necessary to go through complex sentence
generation, involving comparative expressions. In
case the response is not direct, it is also neces-
sary to elaborate adapted forms of cooperativity,
by providing the user with adequate forms of ex-
planations, elaborations, examples (of properties),
and other relevant information. This is clearly a
major challenge, since the quality of the response
will reflect the overall credibility of the system.

3 Applications

We first carried out a relatively simple experiment
on the business intelligence domain, where the cri-
teria for evaluation are almost an exact science.
The difficulty is to get the expertise in economics
and to formulate it in terms of properties “visible”
in the related economic news. An example ques-
tion is given in (1).

1. Which private biotech
companies in Asia have the
highest number of transactions
from 2005 to 2008?

News articles are used as the source of information
to answer these types of questions. They are fac-
tual, structured, and concise. They do not contain
conflicting information, though there is the possi-
bility of updates but the date is normally included
in the information to provide temporal perspective.
Rhetorical relations between sentences are being
explored to give hints as to the relevance of infor-
mation in the sentences. Semantic dependencies
via thematic roles of arguments within each sen-
tence are being considered to extract data. From
the semantic dependency representation, a con-
ceptual representation of these information is cre-
ated using type-feature structure with the follow-
ing information:

Location and Date are complex types contain-
ing info like country and month, respectively.
TransCategory and TransType are transaction cat-
egories and its transaction subtype. There can be
at most ten companies, where each contains infor-
mation like the name and location of the company.
The ContractedItem is also a complex type con-
taining information like worth of the product.

To build this knowledge base, other web sources
are used and a set of inferencing rules is developed
to retrieve and store the required information.

Similarly, questions are represented semanti-
cally using thematic roles. Then, a conceptual rep-
resentation is built to map the question focus with
the answer from the type-feature representation of
the news. To illustrate, the question type-feature
structure contains the following:

For criteria or properties that are already in
the conceptual representation, these are used in
the evaluation and/or comparison. For question
(1), occurrences of each company that fit the con-
straints (e.g., location Asia), are counted and the
resulting values are compared to determine the top
companies.

However, in (2), the sample question involves a
non-directly translatable predicate.

2. Does Company X take more risks
than Company Y?

Non-directly translatable predicates can be quan-
tifiable by one criterion (e.g., active company:
company with above-mean number of transac-
tions), quantifiable by multiple criteria (e.g., com-
pany that take-risk: active company that has trans-
actions every year, and has alliances every year
but always with new partners or has unstable part-
ners), polysemous (e.g., stable can mean ability to
resist motion, steady in purpose, or established),
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and/or underspecified (e.g., stable company vs.
stable partner, though partner is also a company,
the criteria is not the same. Stable company is an
active company that may not have alliances every
year or have alliances every year but always with
old partners, whereas a stable partner is a company
with alliances every year). There is also the issue
of metonymy. In the context of company, the set
of quantifiable properties associated to company
could be number of employees, number of transac-
tions, type of partners, and so on. Choosing which
of these properties to associate to evaluate a pred-
icate (like stable) is a challenge.

In this application, the categories, classifica-
tions, boundaries (what the term entails), and eval-
uation criteria of the terms are defined by an ex-
pert, so the result is consistent and objective. The
challenge is to analyze the given information and
convert it to machine tractable instructions. At
present, set theory is used to define constraints and
to generate the answer. It should be noted that it
is one expert’s interpretation of the terminologies
used in the constraints. Others may have different
criteria to associate with the predicates.

Other domains, like tourism, may be more chal-
lenging. Aside from information sources being not
purely textual (i.e., some may be in tables or di-
agrams), the evaluation criteria for questions (3)
and (4) may be subjective and may produce con-
flicting results. For example, value for money
is subjective since certain amenities may not be
important to the user. This can be resolved by
prompting the user for additional criteria, by hav-
ing a user profile, or by comparing with other enti-
ties (in this case, other hotels) to determine what is
considered the norm (as a gauge to what is excep-
tional). It is also possible to generate different re-
sults based on the various criteria and present these
to the user with explanations on the basis used.

3. Which hotels in Singapore
offer the most value for money
for stay from August 28, 2009?

4. Which Asian cities are most
kid-friendly?

5. Which hotels in Asia are most
kid-friendly?

As mentioned, the properties at stake in the eval-
uation could be different if the question focus was

changed, as in the case of “kid-friendly” in ques-
tion (5). In question (4), the criteria for a kid-
friendly city could be one with avenues for fun
and entertainment (like theme parks, zoos, parks)
and a city with low crime rate (or specifically, low
child abuse rate). On the other hand, a kid-friendly
hotel would be one with amenities for supervised
or planned activities, proximity to entertainment
venues, larger rooms, or special menu for kids.
The criteria or properties cannot be easily and re-
liably accessed from an ontology. Our challenge
here is to elaborate means to get those properties.
A direction we are investigating includes learn-
ing these properties from the web, but we may be
faced with the recurrent problem of data sparse-
ness, besides the fact that the web contains many
erroneous statements.
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Abstract

In this document, we illustrate how com-
plex questions such as procedural (how-to)
ones can be addressed in an interactive for-
mat by means of a spoken dialogue sys-
tem. The advantages of interactivity and
in particular of spoken dialogue with re-
spect to standard Question Answering set-
tings are numerous. First, addressing user
needs that do not necessarily arise in front
of a computer; moreover, a spoken or mul-
timodal answer format can often be bet-
ter suited to the user’s need. Finally, the
procedural nature of the information itself
makes iterative question formulation and
answer production particularly appealing.

1 Introduction

Question answering (QA) is nowadays an estab-
lished technology, advancing information retrieval
to the point of allowing queries to be formulated
in natural language and to return actual answers
(in the form of sentences/phrases).

While the first QA systems (Simmons, 1965)
mainly dealt with factoid questions, i.e. ques-
tions about names, dates and all that can be re-
duced to a fact, a number of systems in the last
decade have appeared with the aim of addressing
non-factoid questions (Voorhees, 2003). In par-
ticular, the problem of addressing definition ques-
tions has received great attention from the research
community (Chen et al., 2006; Moschitti et al.,
2007), while less research has been conducted so
far on other types of non-factoid QA, such as why-
questions (Verberne et al., 2007; Pechsiri et al.,
2008) and procedural (also called how-to) ques-
tions (Yin, 2006; Delpech and Saint-Dizier, 2008).

Another recent trend in QA is interactivity, i.e.
the use of a dialogue interface to better support
the user, e.g. by resolving anaphoric and elliptic

expressions in his/her queries (Webb and Strza-
lkowski, 2006). Indeed, the dialogue community
has been addressing the problem of information
seeking for decades, often with very satisfying
commercial products able to interact not only in
text but especially via spoken interfaces (Gupta et
al., 2006; Traum, 1996). However, also in this
field the information retrieval task has mainly fo-
cused on a limited domain (travel planning, tele-
com rates) and on returning database values rather
than cooperatively solving problems or providing
complex information.

In this paper, we focus on handling procedural
questions, not as commonly researched as defini-
tional QA but for which a number of resources
are available on the Web. Indeed, although por-
tals dedicated to how-to questions exist (eHow.
com), where stereotyped questions are presented
together with a few responses, QA would allow a
broader approach to intelligently respond to how-
to questions.

Our main claim is that joining the existing QA
technology for complex procedural questions with
the potentials of spoken conversation would pro-
vide an excellent testbed for the integration of
these two technologies. Indeed, understanding and
answering procedural questions requires a high
level of cooperation between the user and the sys-
tem: a procedure is a complex answer to return
and would better be provided and received step by
step than “dumped” in a text-to-speech generator
or a text file.

In the rest of this document, we outline the main
features of procedural QA and the approach we
propose to address it via dialogue. We illustrate
the potentials of our approach with two use cases
of different complexity.

2 Procedural Question Answering

Procedural text contains not only step-by-step in-
structions, but also additional content such as
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warnings, recommendations and advice. Due to
the argumentative nature of such text, procedural
QA is a complex task. Indeed, the main challeges
offered by procedural QA can be summarized as:

1. Acquiring procedural data:

• (automatically) obtaining the data, filter-
ing out text with little procedural con-
tent;
• tagging relevant structures in procedures

(such as warnings, advice, step-wise in-
structions);
• efficiently indexing texts based on their

title and content;

2. Answering procedural questions:

• recognizing and interpreting procedu-
ral questions (question classification and
analysis);
• pinpointing answer passages (answer re-

trieval);
• generating answers to procedural ques-

tions and supporting interaction span-
ning over more than one Q/A pair, such
as step-by-step procedural descriptions.

To our knowledge, little extensive work exists
in this field; an example is the TextCoop project
(Delpech and Saint-Dizier, 2008) that produced a
procedural tagger able to recognize and segment
the main units found in French procedural text (ti-
tles, instructions, prerequisites, warnings and ad-
vice) via an ad hoc markup convention (see Table
1). In addition, QA technology was used for the
resolution of elliptic titles and their indexing for
answer matching (titles often express goals).

Although automatic procedure tagging and
analysis appears as a necessary step towards an ef-
ficient treatment of procedural questions, we argue
that an accurate choice of the format and modality
in which their answers are returned would be a vi-
tal advantage. In particular, we propose to return
the response to a procedural QA under the form
of oral instructions rather than text to read. In-
deed, besides the advantages of oral communica-
tion in terms of expressiveness, the latter solution
may be inappropriate in some situations such as
when walking around or driving.

In Section 3, we discuss our dialogue-based ap-
proach to procedural QA.

3 Dialogue-based Procedural QA

We believe that the integration of QA research
with a Spoken Dialogue System (SDS) is a
promising approach to procedural Question An-
swering. Indeed, work on procedural QA so far
accounts for the textual structures of written docu-
ments; since procedural texts are in general highly
interactive, it is clear that the pairing with a spo-
ken dialogue system is of much interest. In addi-
tion, a spoken interface enables to go far beyond a
mere enumeration of instructions (as found in Web
pages), achieving cooperation between the service
provider (SDS) and the user.

A first step towards this is the (automatic or
semi-automatic) annotation of procedural texts via
an ad hoc markup in order to distinguish sub-
texts that can yield to dialogues, such as conditions
(texts containing “if you are under 20 . . . ”, “if you
are aged between . . . ” may be translated in the
question: “how old are you?”). Similarly, in warn-
ings, terms bearing the illocutionary force (“Re-
member”, “Caution”, “Notice”) can be marked in
order to be stressed.

During system execution, instructions can be ut-
tered one after the other, waiting for an acknowl-
edgement from the user, but the system can also
provide more information about the task at hand
upon request. Moreover, the system can provide
alternative solutions when users have trouble car-
rying out an instruction (“I cannot pay by credit
card”), or make an instruction more explicit by
splitting it into simpler ones (automatically gen-
erating another how-to question for the subgoal at
hand).

Finally, in addition to speech and dialogue, mul-
timodal aspects of interactivity can be consid-
ered, such as displaying a map when providing an
itinerary, or a 3D picture related to an instruction.

Translating a procedural text into speech is a
challenge that requires intensive NLP processing,
a strong and accurate domain model and an ability
for reasoning. In order to address this challenge,
we propose the following approach:

1. Obtain domain-related data from the Web;

2. Represent domain knowledge and reasoning.
While most of the factual knowledge of a do-
main can be captured by means of an en-
riched ontology, other types of knowledge
(know-how, domain constraints, etc.) and
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reasoning procedures need to be defined on
other grounds, optionally manually;

3. Devise a Dialogue Manager able to interact
about procedural information using markup
in the procedural data representation;

4. Define how the procedural data representa-
tion can be rendered by a Natural Language
Generator;

5. Use existing technology for Automatic
Speech Recognition and Text-To-Speech.

Evidently, the difficulty of answering procedu-
ral questions via dialogue varies depending on the
availability and format of answers. We distinguish
between two types of questions:

Type 1: a procedural text corresponding to the
question is already available on the Web; in
this case, the user’s query can be answered
by tagging such text using a tagger such as
TextCoop and enriching it with dialogic and
prosodic markers to be rendered by an off-
the-shelf TTS module;

Type 2: there is no direct answer to the user’s
query on the Web; for instance, the answer
may be dependent on information which the
user has not yet provided. In this case, the
query must first be formulated, and procedu-
ral tagging/TTS intervene later.

In Sections 4 and 5, we report two case stud-
ies reflecting type 1 and type 2 situations, respec-
tively: the first relates to the University helpdesk
domain, the second to the tourist advice domain.

4 Text-to-Speech from a Web page

To illustrate type 1 questions, we study a well-
known domain, universities, where helpdesks
must provide various kinds of procedural informa-
tion (dealing with e.g. paperwork, student life and
infrastructure).Let us consider the question: “How
to get a student card in Wolverhampton?”. In Fig.
1, we report an extract of the top Web page ob-
tained by typing such question into a search en-
gine. It can be noted that in this case, the top
search engine result contains the procedural an-
swer sought by the question, hence procedural tag-
ging can be performed on the text.

A possible procedural annotation has been
(manually) applied to the same text in Figure 2,

Figure 1: Extract from the top Web hit for: “How
to get a student card in Wolverhampton?” (source:
wlv.ac.uk)

following the conventions used in the TexCoop
tagger (see Tab. 1) to denote the abilities of a pro-
cedural tagger. While some of the HTML objects
in the Webpage, such as title, headers and enumer-
ations, are directly converted in their equivalent
tags (item, subtitle), additional markup ap-
pears, such as warnings and prerequisites.

Table 1: TextCoop procedural markup (extract)

Label Example
title “Get your student ID card”
subtitle “What you’ll need”
cond “if you are a UK student”
objective “in order to get your ID”
instr “Head to the Uni info service.”
prerequisite “You’ll need 3 passport photos”
warning “Format MUST be passport!”
aim “to get good photos”
advice “try the photobooth next to . . . ”

At this point, using a dialogue system to sim-
ply “read out” the above passage (even if split
into their main components) would result in inef-
fective, close-to intonation free speech. Indeed,
in order to provide instructions to the Natural
Language Generator and Text-to-Speech modules
of a dialogue system for verbalizing such text,
dialogue-level markup must be added to the above
procedural annotation.

In some cases, direct mapping rules can be de-
vised to directly translate procedural markup into
dialogue patterns. For instance, step-by-step in-
structions (item) contained in the itemize en-
vironment can be rendered as a sequence of inform
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<subtitle> Applying for an ID card </subtitle>
<inst-compound>
When you receive a firm offer from the University,you can upload your photo
for your student ID card, <warning> and you should do this as soon as
you can. </warning>
</inst-compound>

<prerequisite> What you’ll need
<itemize>
<item:1> Your student number, a seven-digit number which will be on your
offer letter < /item:1>
<item:2> A digital photo that meets the requirements outlined below
< /item:2>
<item:3> Access to a computer with Internet access to send your
photo to the University using the Photo Upload facility.< /item:3>
</itemize></prerequisite>

<inst-compound> <cond> If you don’t have a digital photo or a com-

puter with internet access, </cond> . . .

Figure 2: Procedural annotation of a Web page

dialogue acts, expecting acknowledgments (ack)
from the user. In addition, conditions can be ren-
dered as yes-no questions (“If you don’t have a
digital photo” becomes ask(digital photo));

In other cases, such as verbalizing warnings and
advice, specific salient words should be marked
with prosodic information as to how to pronounce
them. Specific lexical patters can be matched by
rules to provide such annotations, such as “Re-
member” or “as soon as possible”. Finally, part of
the procedural annotation could be excluded from
the dialog when redundant or implicit. For in-
stance, titles (title) could be skipped or men-
tioned separately by the dialogue system (e.g.
“Would you like to hear about how to Get your
student ID card?”).

Figure 3 illustrates the dialog act and prosodic
annotation enriching the procedural one of Figure
2. Such generic markup can then me converted
in a specific commercial voice markup languages,
e.g. VXML or SALT, via simple rules.

5 Integrating Scenarios and QA

Besides improving access to procedures via direct
interactions by spoken dialogue, it is often neces-
sary to interact with the user to get more precise
information about his query, so that the response
can be accurate enough. Furthermore, a number
of procedural questions do not get any direct re-
sponse via Web queries. This is the case of type
2 questions, as introduced in Section 3. There are
several reasons to this situation. First, a number
of these questions are both complex and very spe-
cific. Next, most of them involve various forms
of reasoning and of elaboration. Other questions
require the integration of several simpler proce-
dures, e.g. via concatenation. Finally, others re-

<subtitle> Applying for an ID card </subtitle>
<inst-compound> When you receive a firm offer from the University,
you can upload your photo for your student ID card, <warning> and
you should do this < /prosody:emphasize> as soon as you can.
< /prosody:emphasize> </warning> </inst-compound>

<prerequisite> What you’ll need
<itemize>
<item:1> <dialog:inform-ack> Your student number, a seven-
digit number which will be on your offer letter < /dialog:inform-ack>
< /item:1>
<item:2> <dialog:inform-ack> A digital photo that meets the re-
quirements outlined below < /dialog:inform-ack> < /item:2>
<item:3> <dialog:inform-ack> Access to a computer with Inter-
net access to send your photo to the University using the Photo Upload facility.
< /dialog:inform-ack> < /item:3>
</itemize> </prerequisite>

<inst-compound> <dialog:ask> <cond> If you don’t have a dig-

ital photo or a computer with internet access,</cond> < /dialog:ask>

. . .

Figure 3: Dialog act and prosodic annotation of a
Web page

quire a substantial adaptation of existing proce-
dures: adaptation to a different context, general-
izations (e.g. knowing how to register in a uni-
versity may lead to a generalization so that it is
globally acceptable for other universities).

This is in particular the case for non-trivial
itineraries. For example, looking on the Web for
ways to go from Toulouse to Trento does not lead
to any solution. Search engines return partial and
often local information, e.g. description of Verona
airport, train schedules going via Trento, etc. We
need in this case to define a very generic scenario,
which is a procedure, of type ’travel’ and, for a
given trip, to construct the details from simpler
procedures or factual data available on the Web.

To overcome these limitations and to be able to
offer a real QA service, we propose the following
approach:

• Creating a general scenario, in our case for
itinerary construction, involving dialogue to
get necessary (departure/arrival location and
dates, etc.) and optional (budget, comfort,
etc.) information from the user.

• Including reasoning procedures and prefer-
ences related to transportation: e.g. it is
preferable to fly above a certain distance or if
there are obstacles (sea, mountains), or elab-
orate compromise between cost and trans-
portation length. Itinerary construction also
involves a planner, that operates over any
kind of transportation means, paired with an
optimizer. The planner should be flexible so
that it can propose alternatives (e.g. train or

22



renting a car, stops at different places) while
the optimizer should take user preferences
into account.

• Submitting queries to a search engine to get
detailed information on precise points: flight
schedules, airport transportation, bus routes,
etc. Such queries are triggered by the differ-
ent functions of the scenario to fill in infor-
mation slots. From search engine results, it
is necessary to process the text segments so
that the correct information is found. This in-
cludes either getting precise data or selecting
a text portion (e.g. that describes services,
schedules, etc.).

• Summarizing the information and generat-
ing a response in natural language under the
form of a procedure, possibly with schemas,
maps, etc. and then producing a vocal output.
As shown above, parts of this scenario may
be vocal or multimedia. As in most natural
language generation systems, this involves a
planner that operates of various types of input
data (text, words, structured sequences of the
scenarion) and a language generation compo-
nent which, in this type of application, can
be based on predefined word sequences and
gaps to be filled in for the query at stake.

This approach has its roots in the frames and
scripts of cognitive science and AI in the 70s
(Schank and Abelson, 1977). However, in our
case we include a QA component to get informa-
tion and a planner to construct the itinerary based
on the results of the queries which also outputs
a procedure in natural language. In addition, the
proposed approach supports cooperative dialogues
and provides explanations to the user when there
is no direct answer to his request.

6 Perspectives

We have proposed a model of procedural QA sys-
tem conducting cooperative spoken dialogue with
the user. Indeed, we argue that the advantages of
spoken communication channel to address proce-
dural QA are mainly twofold. On the one hand,
procedural information can be returned to the user
in a more efficient way compared to the textual
format. On the other hand, cooperative dialogue
allows the system to understand and refine the
user’s information needs and to account for the

cases when information is not directly available on
the Web.

Our proposed approach has currently only been
validated through case studies and a long process
is required in order to achieve spoken procedural
QA. However, we believe that using existing re-
sources to address procedural information, such as
procedural taggers, as well as state-of-the art QA
and spoken dialogue technology, fulfilling our ob-
jectives is a feasible task.
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