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Abstract

The ability to generate or to recognize
paraphrases is key to the vast majority of
NLP applications. As correctly exploit-
ing context during translation has been
shown to be successful, using context in-
formation for paraphrasing could also lead
to improved performance. In this arti-
cle, we adopt the pivot approach based
on parallel multilingual corpora proposed
by (Bannard and Callison-Burch, 2005),
which finds short paraphrases by finding
appropriate pivot phrases in one or several
auxiliary languages and back-translating
these pivot phrases into the original lan-
guage. We show how context can be ex-
ploited both when attempting to find pivot
phrases, and when looking for the most
appropriate paraphrase in the original sub-
sentential “envelope”. This framework al-
lows the use of paraphrasing units ranging
from words to large sub-sentential frag-
ments for which context information from
the sentence can be successfully exploited.
We report experiments on a text revision
task, and show that in these experiments
our contextual sub-sentential paraphrasing
system outperforms a strong baseline sys-
tem.

1 Introduction

The ability to generate or to recognize paraphrases
is key to the vast majority of NLP applications.
Most current research efforts on paraphrase gener-
ation attempt to push the limits of their respective
methods and resources without recourse to deep
meaning interpretation, an admitedly long-term
research objective. A step towards meaning-aware
paraphrasing can be done by appropriate use of the
context in which a paraphrasing occurrence oc-
curs. At the lowest level, deciding automatically

when a word can be substituted with a synonym is
a complex issue (Connor and Roth, 2007). When
attempting paraphrasing on a higher level, such as
arbitrary phrases or full sentences (Barzilay and
Lee, 2003; Pang et al., 2003; Quirk et al., 2004;
Bannard and Callison-Burch, 2005; Zhao et al.,
2008a), a first issue concerns the acquisition of el-
ementary units, which in the general case do not
exist in predefined dictionaries. Some paraphras-
ing strategy must then follow, which may consider
the context of a substitution to guide the selection
of appropriate units (Callison-Burch, 2008; Max,
2008). An important limitation to this family of
works is the scarcity of corpora that can be used as
reliable supervised training data. Indeed, strictly
parallel sentence pairs, for instance, are not nat-
urally produced in human activities.1 As a con-
sequence, works on paraphrasing have recourse to
costly human evaluation procedures, and an objec-
tive of automatic evaluation metrics is to rely on
as little gold standard data as possible (Callison-
Burch et al., 2008).

A text revision task is an application of para-
phrase generation where context may be used in
an effective way. When a local change is made to
a text, it occurs within a textual “envelope” within
which a paraphrase should fit. In particular, if the
original sentence was grammatical, the substituted
sentence should remain grammatical and convey
essentially the same meaning.2 The manner in
which such a context can be exploited depends
of course on the type of automatic paraphrasing
technique used. In this article, we adopt the pivot

1Recent works such as (Nelken and Yamangil, 2008)
have proposed mining the revision histories of collabora-
tive authoring resources like Wikipedia, offering interesting
prospects in paraphrasing and rewriting studies.

2We posit here that therevisionactivity does not involve
important semantic changes, as opposed to therewriting ac-
tivity. In future work, we will attempt to consider cases of
paraphrasing involving meaning changes corresponding to
textual entailment phenomena.
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approach based on parallel multilingual corpora
proposed by (Bannard and Callison-Burch, 2005),
which finds short paraphrases by finding appropri-
ate pivot phrases in one or several auxiliary lan-
guages and back-translating these pivot phrases
into the original language. We show how con-
text can be exploited both when attempting to find
pivot phrases, and when looking for the most ap-
propriate paraphrase in the original sub-sentential
envelope. This framework allows the use of para-
phrasing units ranging from words to large sub-
sentential fragments for which context informa-
tion from the sentence can be successfully ex-
ploited.

This article is organized as follows. In section 2,
we briefly review related work in paraphrasing and
context-aware Machine Translation. We describe
the main characteristics of our approach to sub-
sentential paraphrasing in section 3. We then de-
scribe an evaluation protocol for evaluating our
proposal and report the results of a human evalua-
tion in section 4. We finally conclude and present
our future work in section 5.

2 Related work

Different sources have been considered for para-
phrase acquisition techniques. (Pang et al., 2003),
for example, apply syntactic fusion to multiple
translations of individual sentences. (Barzilay and
Lee, 2003; Dolan et al., 2004) acquire short para-
phrases from comparable corpora, while (Bha-
gat and Ravichandran, 2008) considered the is-
sue of acquiring short paraphrase patterns from
huge amounts of comparable corpora. (Bannard
and Callison-Burch, 2005) introduced a pivot ap-
proach to acquire short paraphrases from multi-
lingual parallel corpora, a resource much more
readily available than their monolingual counter-
part. (Zhao et al., 2008b) acquire paraphrase pat-
terns from bilingual corpora and report the vari-
ous types obtained.3 (Callison-Burch, 2008) im-
proves the pivot paraphrase acquisition technique
by using syntactic constraints at the level of con-
stituents during phrase extraction. This works also
uses syntactic constraints during phrase substitu-
tion, resulting in improvements in both grammat-

3The types of their paraphrase patterns are the follow-
ing (numbers in parentheses indicate frequency in their
database): phrase replacements (267); trivial changes (79);
structural paraphrases (71); phrase reorderings (56); andad-
dition of deletion of information that are claimed to not alter
meaning (27).

icality and meaning preservation in a large-scale
experiment on English. (Max, 2008) explored the
use of syntactic dependency preservation during
phrase substitution on French.

This family of works considered the acquisi-
tion of short paraphrases and their use in local
paraphrasing of known units. Several works have
tackled full sentence paraphrasing as a monolin-
gual translation task relying on Statistical Ma-
chine Translation (SMT). For instance, (Quirk et
al., 2004) used a phrase-based SMT decoder that
uses local paraphrases acquired from compara-
ble corpora to produce monotone sentential para-
phrases. (Zhao et al., 2008a) acquired monolin-
gual biphrases from various sources and used them
with a phrase-based SMT decoder, and (Madnani
et al., 2007) combined rules of their hierarchical
decoders by pivot to obtain a monolingual gram-
mar. These works were not motivated by the gen-
eration of high-quality paraphrases that could, for
example, be reused in documents. The lack of
structural information, the local nature of the para-
phrasing performed and the fact that the context of
the original sentences was not taken into account
in the phrase-based approaches make it difficult to
control meaning preservation during paraphrasing.

Context has been shown to play a crucial role
in Machine Translation, where in particular proper
Word Sense Disambiguation (WSD) is required in
many cases. A variety of works have integrated
context with some success into phrase-based and
hierarchical decoders. For example, (Carpuat and
Wu, 2007) disambiguate phrases using a state-of-
the-art WSD classifier, and (Stroppa et al., 2007)
use a global memory-based classifier to find ap-
propriate phrase translations in context. Context
is often defined as local linguistic features such
as surrounding words and their part-of-speech, but
some works have experimented with more syntac-
tic features (e.g. (Gimpel and Smith, 2008; Max
et al., 2008; Haque et al., 2009)).

Using an intermediate pivot language with
bilingual translation in which a given language
pair is low-resourced has led to improvements
in translation performance (Wu and Wang, 2007;
Bertoldi et al., 2008), but to our knowledge this ap-
proach has not been applied to full sentence para-
phrasing. Several reasons may explain this, in par-
ticular the relative low quality of current MT ap-
proaches on full sentence translation, and the diffi-
culties in controlling what is paraphrased and how.
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3 Contextual pivot SMT for
sub-sentential paraphrasing

Although many works have addressed the issue of
local paraphrase acquisition, effective use of such
paraphrases for paraphrase generation has only be
achieved at the level of text units corresponding
to short contiguous phrases. Recent works have
proposed approaches to exploit context in order
to correctly replace a text fragment with a para-
phrase, but they are limited to known text units
and therefore suffer from a scarcity of data.4

In this work, we address the case of sub-
sentential paraphrase generation, an intermediate
case between local paraphrasing using text units
for which paraphrases are available and full sen-
tence paraphrasing. Data sparcity is addressed by
using a pivot translation mechanism, which can
produce back-translations for text fragments for
which paraphrases cannot be acquired beforehand
by some paraphrase acquisition technique. Sub-
sentential paraphrasing by pivot allows the ex-
ploitation of context during both source-to-pivot
translation, where the source context is avail-
able, and during pivot-to-source back-translation,
where the target context is known. The success
of this approach is then directly dependent on the
availability of high quality MT engines and on
their ability to exploit these source and target con-
texts.

3.1 Paraphrasing by pivot translation

Whereas attempts at using two translation sys-
tems in pivot have met with some success for low-
resourced language pairs, it is unlikely that cur-
rent SMT systems can be successfully called in
succession to obtain high-quality sentential para-
phrases.5 Several works have shown that mono-
lingual biphrases obtained by multilingual pivots
can be used by decoders, but although gains can
for example be obtained by using sentential para-
phrases as alternative reference corpora for opti-
mizing SMT systems (Madnani et al., 2007), re-
sulting paraphrases seem to be of too low quality

4Current approaches based on paraphrase patterns are
only a partial solution to this issue, as the variables used are
limited to simple types.

5In particular, back-translation can introduce lexical er-
rors due to incorrect word sense disambiguation and there-
fore severely hamper understanding, as illustrated by the in-
famous MT textbook example of the sentenceThe spirit is
willing but the flesh is weakbeing translated into Russian and
back-translated into English asThe vodka is good, but the
meat is rotten.

for most other possible application contexts. In
this work, we propose to use a pivot approach from
a source language to a pivot language and back to
the source language, but for sub-sentential frag-
ments. In this way, the source context in which
they occur can be exploited for both translating
into the pivot language and for back-translating
into the original language. This is illustrated on
Figure 1.

Step (1) performs aN-best decoding (a single
example is shown here) in which a segmentation
of the source sentence is forced to ensure that
a given fragment (mettre en danger la richesse
écologiquein the example) is translated indepen-
dently of its surrounding context.6 Only trans-
lations which respect this segmentation are kept,
yielding a variety of pivot sentences. We are
mostly interested in the pivot translation of our
paraphrased fragment, but its prefix and suffix
pivot context can be exploited by contextual SMT
to guide pivot-to-source translation, although the
lower quality of automatically generated sentences
might not help as much as before.

Step (2) produces from each obtainedN-best
hypothesis a newN-best list of hypotheses, this
time in the source language. The decoder is once
more asked to use a given segmentation, and is fur-
ther given imposed translations for the pivot pre-
fix and suffix, as shown by the arrows going di-
rectly from the sentence at the top to the sentence
at the bottom of Figure 1. Step (2) can be fol-
lowed by a reranking procedure on the obtained
N-best list of hypotheses, whose individual score
can be obtained by combining the scores of the
two translation hypotheses that led to it. As op-
posed to the pivot approach for phrases of (Ban-
nard and Callison-Burch, 2005), it is not possi-
ble to sum over all possible pivots for a given
pair 〈original sentence, paraphrased sentence〉, as
the search space would make this computation im-
practical. We can instead look for the paraphrase
that maximizes the product of the probabilities of
the two translation steps according to the scores
produced by the decoders used.

A further step can eliminate paraphrases by ap-
plying heuristics designed to define sought or un-
desirable properties for paraphrases, although this

6It is in fact incorrect to say that translation of the vari-
ous fragments would take place independently of each other,
as various models such as a source context models or target
language models will use information from surrounding frag-
ments.
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Figure 1: Example of sub-sentential paraphrasing by contextual pivot translation

could be directly integrated in the reranking step.
For example, we may not be interested by identity
paraphrases, or by paraphrases including or being
included in the original fragment, or we may pre-
fer paraphrases in which a given word has been
replaced, etc.

3.2 Source context for pivot SMT

Using the context of a phrase is necessary to trans-
late it correctly, most notably when several word
senses corresponding to distinct translations are
involved. The following examples show a case of
a polysemous English word, which can be trans-
lated into three distinct French words and back-
translated into various English fragments:

• Follow the instructions outlined below to
save that file. → sauvegarder ce fichier→
write the file on disk

• Quitting smoking is a sure-fire way tosave
some money.→ économiser de l’argent→
have some money on your bank account

• Brown’s gamble maysave the banks but the
economy cannot wait.→ sauver les banques
→ salvage the banks

Our approach for source context aware SMT,
based on that of (Stroppa et al., 2007), is illus-
trated by the system architecture on Figure 2. A
memory-based classification approach was cho-
sen as it allows for efficient training with large
example sets, can handle any number of output
classes and produces results that can be directly
used to estimate the required conditional probabil-
ities. We add context-informed features to the log-
linear framework of our SMT system based on the
conditional probability of a target phraseei given
a source phrasefi and its context,C(fi):

hm(fi, C(fi), ei) = log P (ei|fi, C(fi))

Figure 2: Architecture of our contextual phrase-
based SMT system
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Memory-based classification performs implicit
smoothing, which addresses in part the problem
of data sparcity, which worsen with the inclu-
sion of context features and makes direct estima-
tion of those probabilities problematic. Given a
fixed-length vector,〈fi, C(fi)〉, a set of weighted
class labels corresponding to target phrases is
returned by the classifier, which give access to
P (ei|fi, C(fi)) after normalization.

Because each source phrase potentially occurs
in a unique context, they must be given a unique
entry in the phrase table. To this end, we added
a preprocessor component whose role is to dy-
namically build a modified source file containing
unique tokens and to produce a modified trans-
lation table containing those tokens. Phrase ex-
traction uses both phrase alignment results and
linguistic analysis of the source corpus to pro-
duce standard biphrases and biphrases with con-
textual information. The latter are used to train the
memory-based classifier. The source file under-
goes the same linguistic analysis whose output is
then aligned to unique tokens (e.g. president@45),
and each possible phrase which is also present in
the standard translation table is classified using its
context information. The output is used to create a
set of entries in the contextual translation tables, in
which a new score corresponding to our context-
based feature are added.

Most existing context-aware SMT approaches
rely on context features from the immediate con-
text of a source phrase. In this work, we initially
restricted ourselves to a limited set of features: up
to two lemmas to the left and to the right of a seg-
ment and their part-of-speech.7

3.3 Target context for pivot SMT

When decoding from the pivot hypothesis, we
force our decoder to use provided sentence pre-
fix and suffix corresponding to the “envelope” of
the original fragment. Target context will thus be
taken into account by the decoder.

Furthermore, based on the hypothesis that a
paraphrase for an unmodified envelope should pre-
serve the syntactic dependencies between the para-
phrased fragment and its envelope (inter-fragment
dependencies), we optionaly add a “hard” rerank-
ing step where we filter theN-best list of hypothe-

7We will integrate richer syntactic context as in (Gimpel
and Smith, 2008; Max et al., 2008) in our short-term future
work, as we expect it to be particularly useful for our para-
phrasing task.

ses to keep only those which preserve these depen-
dencies. Note however that for a dependency to be
marked as preserved, we only need to find its label
and its target word in the envelope (governor or de-
pendent), as the word in the paraphrased fragment
might have changed. This of course has practical
implications on the nature of the paraphrases that
can be produced.

In part due to various deficiencies of phrase
alignments discussed in (Callison-Burch, 2008),
we further apply heuristics to filter out some un-
desirable paraphrase candidates. Our current set
of heuristics includes:

• no reordering should have taken place be-
tween the original source phrase and its con-
text8;

• considering the set of full word lemmas for
the original fragment and the paraphrased
fragment, at least one lemma should not be-
long to both sets9;

• neither the original fragment nor its para-
phrase must be included into the other (only
taking full words into account).

4 Experiments

We have conducted experiments motivated by a
text revision task that we report in this section
by describing our baseline and context-aware sub-
sentential paraphrasing systems and the results of
a small-scale manual evaluation.

4.1 Data and systems

We built two-way French-English SMT sys-
tems using 188,115 lines of the Europarl cor-
pus (Koehn, 2005) of parliamentary debates with
moses (Koehn et al., 2007)10. Our corpus was
analyzed by the XIP robust parser (Aı̈t-Mokhtar
et al., 2002) and its output tokenization was used.
We built standard systems, as well as a contextual
system for French→English as described in sec-
tion 3.2 using an additional contextual score ob-

8Reordering is allowed in the paraphrased fragment.
9As a consequence, minimal paraphrases may differ by

only one full word. This can however be used advantageously
when the sought type of paraphrasing aims at “normalizing”
a text fragment and when the most appropriate rewording is
very similar to an original text fragment.

10We used revision 2234 available on the moses SVN web-
site: http://mosesdecoder.sourceforge.net/
svn.php. In particular, it allows the use of XML annota-
tions to guide the translation of particular fragments.
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Baseline fr→en 30.56
Contextual fr→en 31.17

Baseline en→fr 32.10

Table 1: BLEU scores for the translation systems
used by our paraphrasing system

tained through memory-based classification per-
formed with the TiMBL package (Daelemans et
al., 2007). Standard MERT was used to optimize
model weights. BLEU scores for the three systems
are reported on Table 1. The contextual system
obtains a slightly higher score than the baseline
system, which can participate to some extent to a
better exploitation of context for paraphrasing.11

Two paraphrasing systems we built:Sbas is a
baseline system which uses standard phrase tables
and post-filtering heuritics, but does not include
reranking based on syntactic dependencies.Scont

is a contextual system which uses the contex-
tual French→English translation system, rerank-
ing based on syntactic dependencies and post-
filtering heuristics.

We used 1000-best lists of hypotheses for the
source-to-pivot translation, and restricted our-
selves to much smaller 10-best lists for pivot-
to-source translation (integrating early more con-
straints directly into decoding could help in ob-
taining better and smallerN-best lists).12

4.2 Evaluation protocol

A native speaker was asked to study a held-out test
file of Europarl data in French and to identify at
most one fragment per sentence that would be a
good candidate for revision and for which the an-
notator could think of reasonable paraphrases that
did not involve changes to the envelope. Candidate
fragments were accepted if they were not found in
the French→English translation table. This step
resulted in a corpus of 151 sentences with as many
test fragments, with sizes ranging from 2 to 12
words, an average size of 5.38 words and a me-
dian size of 4 words.

Two native speakers, including the previous an-
notator, were asked to evaluate all paraphrased
sentences on grammaticality and meaning. Con-
trary to previous works, we decided to use a

11The unexpected worse performance of the fr→en system
may be explained by issues related to tokenization after anal-
ysis by the parser.

12In our future work, we intend to investigate the possible
use of lattices rather thanN-best lists.

smaller evaluation scale with only 3 values, as
using more values tend to result in low inter-
annotator agreement:

• 2: indicates that the paraphrase is perfect or
almost perfect;

• 1: indicates that the paraphrase could become
grammatical with one minor change, or that
its meaning is almost clear;

• 0: indicates that more than one minor change
is required to make the paraphrase grammat-
ical or understandable.

4.3 Results and discussion

We ran both systems and took their one-best hy-
pothesis for evaluation. Table 2 shows the results
of a contrastive evaluation of the results obtained.
For the 143 sentences for which paraphrases could
be produced, we obtained 72 results common to
both systems, and 71 which were specific to each
system. The fact that for half of the cases the two
systems produced the same paraphrases reveals
that either context did not play an important role
in these cases, and/or that the search space was
rather limited due to the presence of rare words in
the original fragment. SystemsScont andSbas are
compared based on the number of cases were one
was found to be better or worse than the other for
the 71 cases where they proposed different para-
phrases, either by the two judges (denoted by the
< and> signs) or by one of the two judges while
the other found the two systems to be of compara-
ble performance (denoted by the≤ and≥ signs).
As can be seen from the table, there is a clear pref-
erence for ourScont system, with a 31:37 ratio of
cases where it is preferred for grammar, and 33:49
for meaning.

Table 3 shows absolute results for the same run
of evaluation. First, it can be noted that both sys-
tems perform at a reasonable level, both for short
and long text fragments. Several reasons may ex-
plain this: first, sentences to paraphrase are from
the same domain as the training corpora for our
SMT systems, which is a positive bias towards
the paraphrasing systems. Also, the post-filtering
heuristics and the fact that both systems could
benefit from the knowledge of the target enve-
lope during pivot-to-source back-translation cer-
tainly helped in filtering out incorrect paraphrases.
These results confirm the trend observed on con-
trastive results that ourScont system is the best
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Scont < Sbas Scont ≤ Sbas Scont ≥ Sbas Scont > Sbas ? Total

Grammar 3 3 10 21 34 71
Meaning 3 13 13 20 22 71

Table 2: Contrastive results. The notationScont < Sbas stands for cases in whichScont is found to be
worse thanSbas by both judges;Scont ≤ Sbas for cases whereScont was found to be worse by one judge
while the other found the two systems equivalent; similarlyfor other cases. ’?’ stands for cases where
judges disagreed.

count Grammar Meaning System
- + ? - + ? - + ?

Sbas andScont 72 0 69 3 1 67 4 0 66 6
Sbas only 71 13 46 12 18 41 12 9 39 23

Scont only 71 5 63 3 8 56 7 4 55 12
Sbas: 2≤ size≤ 5 81 6 69 6 10 63 8 4 61 16

Scont: 2≤ size≤ 5 81 2 78 1 6 72 3 2 71 8
Sbas: 6≤ size≤ 12 62 7 46 9 9 45 8 5 44 13

Scont: 6≤ size≤ 12 62 4 54 4 3 51 8 2 50 10

Table 3: Absolute results for manual evaluation. ’+’ indicates that both judges agree on a positive
judgement (score 1 or 2), ’-’ that both judges agree on a negative judgment (score 0), and ’?’ that judges
disagreed. ’System’ judgments include judgments for both Grammar and Meaning.

performer for that task and that test set. It is
however noteworthy that results were significantly
better when they were produced by both systems,
which may correspond to the easiest cases with re-
spect to the training data and/or the task but also
suggests the application of consensus techniques
as done in MT system output combination.

Table 4 shows paraphrasing examples produced
by Scont. As can be noted from positive exam-
ples (a-c), the obtained paraphrases are mostly of
the same syntactic types as the original phrases,
which may be due to the proximity between the
main language and the pivot language, as well as
to the constraint on syntactic dependency preser-
vation. Example (a) shows a case of what may
be seen as some sort of normalization, as the con-
cept of “confidence of people” (w.r.t. the English
pivot language) may be more frequently expressed
as la confiance des citoyens (citizens)than asla
confiance des gens (people)in the reference cor-
pus. Example (b), although showing a correct
paraphrasing, contains an agreement error which
is a result of the use of the gender neutral English
pivot and the fact that the language model used by
the pivot-to-source SMT system was not able to
choose the correct agreement. Example (c) illus-
trates a case of correct paraphrasing involving re-
ordering strongly influenced by the reordering re-

quired by the pivot language. The incorrect para-
phrase of example (d) mainly results from the in-
ability of the source-to-pivot SMT system to cor-
rectly translate the selected fragment; in particular,
the syntactic structure was not correctly translated,
and the nounpalier (stage)was incorrectly trans-
lated as the verbheal and back-translated as the
verb traiter (heal, cure). Lastly, example (e) con-
tains an error in word sense disambiguation be-
tween the pivot nounact and the nounloi (law)13,
as well as the incorrect deletion of the adverbtrès
fermement (firmly)during source-to-pivot transla-
tion.

Several conclusions can be drawn from these
results and observations. First, it is not surpris-
ing that the performance of the SMT systems used
has an important impact on the results. This can
be mitigated in several ways: by attempting para-
phrasing on in-domain sentences; by using an ap-
propriate pivot language with respect to the nature
of the text fragment to paraphrase; by using one or
several pivot languages (as proposed by (Bannard
and Callison-Burch, 2005) for phrase paraphras-
ing) and consensus on the obtained paraphrases.

13This example might call for better lexical checking be-
tween original and paraphrased sentences, as well as exploit-
ing context-aware SMT on the lower quality input of pivot-
to-source translation.
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(a) En tant que parti de gauche, nous avons dû, avec beaucoupde peine, nous rendre compte que les institutions ne sont
pas des jeux de construction montables, transformables et démontables à souhait, mais qu’elles ont leur propre histoire
etdoivent bénéficier de la confiance des gensqui les soutiennent.
As the left, we have had, with a great deal of trouble, we see that the institutions are not games montables construction,
transformables démontables and to wish, but they have their own history andmust enjoy the confidence of people
who support them.
→ doivent avoir la confiance des citoyens

(b) Monsieur le président,je suis inquiète au sujet del’attitude qui risque de se développer au sein de l’UE concernant la
liberté des échanges.
Mr President,I am concerned aboutthe attitude which might develop within the EU on free trade.
→ je suis préoccuṕe par

(c) Ces accords constituentun cadre contractuel entìerement nouveaupour les pays de la région.
These agreements constitutean entirely new contractual framework for the countries of the region.
→ un tout nouveau cadre contractuel

(d) Aujourd’hui, le durcissement parallèle des indépendantistes albanais et des autorités serbesfait franchir à la crise un
nouveau palier très inquíetant dans la montée des tensions.
Today, the inflexibility parallel with the Albanian independent and the Serbian authoritiesto overcome the crisis is a
new heal very worrying in the rise of tension.
→ (*) de surmonter la crise est une nouvelle traiter tr̀es pŕeoccupant

(e) La commissioncondamne tr̀es fermement cet acteet prend note de la décision de constituer un comité spécial au sein
de la fiscalia general de la nación afin d’enquêter sur cet assassinat.
The Commissioncondemn this actand takes note of the decision to set up a special committee fiscalia within the
general de la nacin in order to investigate this murder.
→ (*) condamne cette loi

Table 4: Examples of sub-sentential paraphrasings produced by ourScont system.

Another remark is that our systems could be im-
proved as regards their ability to exploit source
context.14

5 Conclusion and future work

In this article, we have presented an approach to
obtain sub-sentential paraphrases by using pivot
SMT systems. Although our results showed that
we were able to build a strong baseline on our test
set, they also showed that integrating context both
when translating from source-to-pivot and when
back-translating from pivot-to-source can lead to
improved performance. Our approach has the dis-
tinctive feature that it targets text fragments that
can be larger than phrases traditionally captured
by statistical techniques, while not targeting full
sentences for which it would be harder to exploit
context successfully. More generally, it addresses
the case of the paraphrasing of text units for which
no paraphrases are directly available.

We have identified several issues in our exper-
iments that will constitute our future work. We
intend to experiment with several pivot languages
and to make them compete to obtain theN-best
lists, as done in some approaches to multisource
translation (Och and Ney, 2001) and/or to use a
consensus technique to select the best paraphrase.

14It should be noted, however, that the reported experi-
ments used relatively small amounts of training data as in
most comparable works on context-aware Machine Transla-
tion.

As regards our context-aware SMT systems, we
plan to exploit more complex syntactic knowledge
and to learn correspondances for inter-fragment
dependencies so as to make our rescoring based
on syntactic dependencies more flexible. We are
currently working on extracting revision instances
from Wikipedia’s revision history, which will pro-
vide us with a corpus of genuine revision occur-
rences as well as with an out-domain test corpus
with reference paraphrases. Lastly, we want to in-
vestigate the use of our approach for two types of
applications: text normalization, in which a text
is revised to select approved phraseology and ter-
minology, through the use of a carefully chosen
training corpus for our pivot-to-source SMT sys-
tem ; and interactive translation output revision for
cases with or without a source text for professional
translators or monolingual users.
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