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Abstract entity in that argument position satisfies the type ex-
pected by the predicate. If not, then one needs to
In this paper, we describe thergument Se- identify how the entity in that position satisfies the

lection and Coerciortask, currently in devel-

typing expected by the predicate; that is, to identi
opment for the SemEval-2 evaluation exercise yping €xp y P ’ j fy

scheduled for 2010. This task involves char- the source and target types in a type-shifting (or co-

acterizing the type of compositional operation ~ €rCion) operation.
that exists between a predicate and the argu- Consider the example below, where the vezb

ments it selects. Specifically, the goal is to port normally selects for a human in subject po-
identify whether the type that a verb selectsis  sition as in (1). Notice, however, that through a

satisfied directly by the argument, or whether  metonymic interpretation, this constraint can be vi-

the argument must change type to satisfy the  55ted as demonstrated in ).
verb typing. We discuss the problem in detail . .
and describe the data preparation for the task. (1) a. John reported in late from Washington.

b. Washington reported in late.

Neither the surface annotation of entity extents and
types, nor assigning semantic roles associated with
Inrecent years, a number of annotation schemes that predicate would reflect in this case a crucial
encode semantic information have been developgmint: namely, that in order for the typing require-
and used to produce data sets for training machingents of the predicate to be satisfied, what has been
learning algorithms. Semantic markup schemes thedferred to aype coercioror ametonymyHobbs et
have focused on annotating entity types and, moeg., 1993; Pustejovsky, 1991; Nunberg, 1979; Egg,
generally, word senses, have been extended to iP905) has taken place.
clude semantic relationships between sentence ele-The SemEval Metonymy task (Markert and Nis-
ments, such as the semantic role (or label) assignefin, 2007) was a good attempt to annotate such
to the argument by the predicate (Palmer et al., 200metonymic relations over a larger data set. This task
Ruppenhofer et al., 2006; Kipper, 2005; Burchardinvolved two types with their metonymic variants:
etal, 2_006; Ohara, 2008;_ Subirats, 2004)' . (2) i. Categories for Locations: literal, place-for-people,

In this task, we take this one step further, in that place-for-event, place-for-product;
this task attempts to capture the “compositional his-  ii. Categoriesfor Organizations: literal, organization-
tory” of the argument selection relative to the pred- for-members, .orgf’;mization-folr-event, organization-for-
icate. In particular, this task attempts to identify the ~ Product organization-for-faciliy.
operations of type adjustment induced by a predicatene of the limitations of this approach, how-
over its arguments when they do not match its seleever, is that, while appropriate for these special-
tional properties. The task is defined as follows: foized metonymy relations, the annotation specifica-
each argument of a predicate, identify whether thiéon and resulting corpus are not an informative
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guide for extending the annotation of argument se-

lection more broadly.
In fact, the metonymy example in (1) is an in- -"-"-"-_'-'

stance of a much more pervasive phenomenon of

type shifting and coercion in argument selection. Figure 1: The MATTER Methodology
For example, in (3) below, the sense annotation for
the verbenjoyshould arguably assign similar values d. Test: Algorithm is tested against held-out data;
to both (3a) and (Sb)' e. Evaluate: Standardized evaluation of results;
(3) a. Mary enjoyedlrinking herbeer . f. Revise: Revisit the model, annotation specification,
b. Mary enjoyecherbeer. or algorithm, in order to make the annotation more

) ) robust and reliable.
The consequence of this, however, is that, under cur-

rent sense and role annotation strategies, the ma;(—)me of the current and completed annotation ef-
ping to a syntactic realization for a given sense i rts that have undergone such a development cycle

made more complex, and is in fact, perplexing for 'clude:
clustering or learning algorithm operating over sub- e PropBank (Palmer et al., 2005)

categorization types for the verb. NomBank (Meyers et al., 2004)
TimeBank (Pustejovsky et al., 2005)

Opinion Corpus (Wiebe et al., 2005)

Penn Discourse TreeBank (Miltsakaki et al., 2004)

Befpre introducing the specifics of th_e argu_ment S8 Task D escription

lection and coercion task, let us review briefly our

assumptions regarding the role of annotation withift his task involves identifying the selectional mech-

the development and deployment of computationa@nism used by the predicate over a particular argu-

linguistic systems. ment! For the purposes of this task, the possible re-
We assume that the features we use for encodih@tions between the predicate and a given argument

a specific linguistic phenomenon are rich enough tare restricted tgelectiorandcoercion In selection

capture the desired behavior. These linguistic déhe argument NP satisfies the typing requirements of

scriptions are typically distilled from extensive the-the predicate, as in (5).

oretical modeling of the phenomenon. The descrip-(5) a. The spokesman denied tstatementgRoPOSITION.

tions in turn form the basis for the annotation values b. The child threw thestone PHYSICAL OBJECY).

of the specification language, which are themselves  ¢. The audience didn't believe thremor (PROPOSH

the features used in a development cycle for training ~ "'°N

and testing an identification or labeling algorithmCoercion encompasses all cases when a type-

over text. Finally, based on an analysis and evalhifting operation must be performed on the com-

ation of the performance of a system, the model gflement NP in order to satisfy selectional require-

the phenomenon may be revised, for retraining anglents of the predicate, as in (6). Note that coercion

2 Methodology of Annotation

testing. operations may apply to any argument position in a
We call this particular cycle of development thesentence, including the subject, as seen in (6b). Co-
MATTER methodology: ercion can also be seen as an object of a proposition
(4) a. Model: Structural  descriptions  provide asin (6c).
theoretically-informed  attributes  derived from (6) a. The president denied tiagtack EVENT — PROPOSH
empirical observations over the data; TION).
) b. TheWhite House (OCATION — HUMAN) denied this
b. Annotate: Annotation scheme assumes a feature statement.
set that encodes specific structural descriptions and c. The Boston office called withn update EVENT —
properties of the input data; INFO).

c. Train: Algorithm is trained over a corpus annotated  !This task is part of a larger effort to annotate text with com-
with the target feature set; positional operations (Pustejovsky et al., 2009).

&9



The definition ofcoercionwill be extended to in-

clude instances of type-shifting due to what we term -
thequarelation.

(7) a. You can crush thgill (PHYSICAL OBJECT) between

two spoons. $election

b. Itis always possible to crusmagination (BSTRACT
ENTITY qua PHYSICAL OBJECT) under the weight of
numbers. Coercion/qua-relation

Data Set Construction Phase

!

| Word Sense Disambiguation

In order to determine whether type-shifting has
taken place, the classification task must then in-
volve the following (1) identifying the verb sense ~——10—7—
and the associated syntactic frame, (2) identifyind_ *""
selectional requirements imposed by that verb sense Argument Selection/Cosrcon

on the target argument, and (3) identifying semant
type of the target argument. Sense inventories foliatne Arnotation Phese

the verbs and the type templates associated with dif-
ferent syntactic frames will be provided to the par- Figure 2: Corpus Development Architecture
ticipants.

—] | Template Assignment |

3.1 Semantic Types 4 Resourcesand Corpus Development

Inthe present task, we use a subset of semantic typeeparing the data for this task will be done in two
from the Brandeis Shallow Ontology (BSO), whichphasesthe data set construction phasedthe an-

is a shallow hierarchy of types developed as a pafotation phaseThe first phase consists of (1) select-
of the CPA effort (Hanks, 2009; Pustejovsky et al.jng the target verbs to be annotated and compiling a
2004; Rumshisky et al., 2006). The BSO types wergense inventory for each target, and (2) data extrac-
selected for their prevalence in manually identifiedion and preprocessing. The prepared data is then
selection context patterns developed for several hupyaded into the annotation interface. During the an-
dreds English verbs. That is, they capture commagotation phase, the annotation judgments are entered
semantic distinctions associated with the selectiong{tg the database, and the adjudicator resolves dis-

properties of many verbs. _ agreements. The resulting database representation is
The following list of types is currently being usedysed by the exporting module to generate the corre-
for annotation: sponding XML markup or stand-off annotation. The

(8) HUMAN, ANIMATE, PHYSICAL OBJECT ARTIFACT, corpus development architecture is shown in Fig. 2.

ORGANIZATION, EVENT, PROPOSITION INFORMA- )
TION, SENSATION, LOCATION, TIME PEriop, as- 4.1 Data Set Construction Phase

STRACT ENTITY, ATTITUDE, EMOTION, PROPERTY

PRIVILEGE, OBLIGATION, RULE In the set of target verbs selected for the task, pref-

erence will be given to the verbs that are strongly
The subset of types chosen for annotation is pugoercive in at least one of their senses, i.e. tend to
posefully shallow, and is not structured in a hierarimpose semantic typing on one of their arguments.
chy. For example, we include bottumAN andaN-  The verbs will be selected by examining the data
IMATE in the type system along withHYSICAL oB-  from several sources, using the Sketch Engine (Kil-
JECT. While HUMAN is a subtype of botaNIMATE  garriff et al., 2004) as described in (Rumshisky and
and PHYSICAL OBJECT, the system should simply Batiukova, 2008).
choose the most relevant type (iteUMAN) and not An inventory of senses will be compiled for each
be concerned with type inheritance. The present se¢rb. Whenever possible, the senses will be mapped
of types may be revised if necessary as the annot@ OntoNotes (Pradhan et al., 2007) and to the CPA
tion proceeds. patterns (Hanks, 2009). For each sense, a set of type
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templates will be compiled, associating each sensg saved into the database, along with the associated
with one or more syntactic patterns which will in-type template.

clude type specification for all arguments. For ex- In the second subtask, the annotator is presented
ample, one of the senses of the veldnyis refuse with a list of sentences in which the target verb
to grant This sense is associated with the followings used in the same sense. The data is annotated

type templates: one grammatical relation at a time. The annotator
is asked to determine whether the argument in the

9) HUMAN deny ENTITY to HUMAN - . .
HUMAN deny HUMAN ENTITY specified grammatical relation to the target belongs

to the type associated with that sense in the corre-
The set of type templates for each verb will be builsponding template. The illustration of this can be
using a modification of the CPA technique (Hankseen in Fig. 4. We will perform double annotation
and Pustejovsky, 2005; Pustejovsky et al., 2004)). and subsequent adjudication at each of the above an-
A set of sentences will be randomly extracted fonotation stages.

each target verb from the BNC (BNC, 2000) and
the American National Corpus (Ide and Sudermar® Data Format
e o e test nd inin it il b vt XL

_tormat. The relation between the predicate (viewed

in commonly annotated WSJ and other NEWSWITE & function) and its argument will be represented by

text. Each extracted sentence will be automaticall composition link ConpLi nk) as shown below
parsed, and the sentences organized according to éwe P P )

. o . ncase ofcoercion there is a mismatch between the
grammatical relation involving the target verb. Sen-

. ; source and the target types, and both types need to
tences will be excluded from the set if the target A o identified:
gument is expressed as anaphor, or is not present’in '
the sentence. Semantic head for the target grammat- The State Department repeatedly denied the attack.

ical relation will be identified in each case.
The State Department repeatedly

. <SELECTCR si d="s1" >deni ed</ SELECTCR>
4.2 Annotation Phase the

; ; ; ; <NOUN ni d="n1">at t ack</ NOUN> .
Word sense disambiguation will need to be per- o/ "o g1 st D st

formed as a preliminary stage for the annotation of  rel at edToNoun="n1" granRel =" dobj "
compositional operations. The annotation task is  ¢omPType=" COERG ON'

L . sour ceType="EVENT
thus divided into two subtasks, presented succes- arget Type="PROPCSI TI ON'/ >
sively to the annotator:

_ o When the compositional operationsglection the
(1) Word sense disambiguation of the target predisgrce and the target types must match:
cate
The State Department repeatedly denied this statement.
(2) Identification of the compositional relationship

between target predicate and its arguments The State Department repeatedly

<SELECTOR si d="s1">deni ed</ SELECTOR>
this
In the first subtask, the annotator is presented with  <NOUN ni d="n1">st at ement </ NOUN> .
ini <ConpLi nk cid="cidl" slD="s1"

a set of sentence_s contal_nlng the target verb_ and the F ol at e ToNoUN="n1" gr anRel < dobj *
chosen grammatical relation. The annotator is asked  ¢onpType="sel ecti on"
to select the most fitting sense of the target verb, or fourctﬂype:: Egg E g:/

. . . = >
to throw out the example (pick the “N/A” option) if arget ype
no sense can be chosen el'ther due to insufficient CO8- Evaluation Methodol ogy
text, because the appropriate sense does not appear
in the inventory, or simply no disambiguation can béd°recision and recall will be used as evaluation met-
made in good faith. The interface is shown in Figrics. A scoring program will be supplied for partic-

3. After this step is complete, the appropriate sengpants. Two subtasks will be evaluated separately:
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Annotator annoA : deny, dobj

[ Show instructions ]

1 Alltoo often we preferred to deny their existence than acknowledge the presence of mental illness .

€ refuse to grant something
¢ state or maintain that something is untrue
& reject; refuse to acknowledge something

2 The ANC denied responsibility for the attack , and there was renewed suspicion about a * third force * deliberately
inciting enmity among the black population .

€ refuse to grant something
@ state or maintain that something is untrue
€ reject; refuse to acknowledge something
© NA

3 Headmitted taking his hand off the tiller at the group but denied any boardroom rift over strategy -

€ refuse to grant something
@ state or maintain that something is untrue
€ reject; refuse to acknowledge something
© NA

4 Itis hard not to wonder when , in ignoring the best writing for children , they are denying the existence of the L|
il Sviet i bR e FelAsroA s Shavie tn cheiabs see tha 1ok O maare

Figure 3: Predicate Sense Disambiguationdeny

(1) identifying the compositional operation (i.e. sefor the task and evaluation techniques for analyzing

lection vs. coercion) and (2) identifying the sourcehe results.

and target argument type, for each relevant argu-

ment. Both subtasks require sense disambiguati®efer ences

which will not be evaluated separately. N '
Since type-shifting is by its nature a relativelyBNC: 2000.  The British National Corpus

oo . The BNC Consortium, University of Oxford,
rare event, the distribution between different types

f i | i in the dat t will b http://www.natcorp.ox.ac.uk/
of compositional operations 1n the data Set wi %\I'oscha Burchardt, Katrin Erk, Anette Frank, Andrea

necessarily skeweq. One Of_ the standgrd Sampl.ln Kowalski, Sebastian Pado, and Manfred Pinkal. 2006.
methods for handling class imbalance is downsiz- The salsa corpus: a german corpus resource for lexical
ing (Japkowicz, 2000; Monard and Batista, 2002), semantics. IiProceedings of LREGSenoa, Italy.

where the number of instances of the major class . chawla, N. Japkowicz, and A. Kotcz. 2004. Editorial:
the training set is artificially reduced. Another possi- special issue on learning from imbalanced data sets.
ble alternative is to assign higher error costs to mis- ACM SIGKDD Explorations Newslettes(1):1-6.

classification of minor class instances (Chawla et alB. Domingos. 1999. Metacost: A general method for
2004; Domingos, 1999). making classifiers cost-sensitive. Rroceedings of
the fifth ACM SIGKDD international conference on
Knowledge discovery and data miningages 155—
164. ACM New York, NY, USA.

In this paper, we have described the Argument sarcus Egg. 2005Flexible semantics for reinterpreta-

lection and Coercion task for SemEval-2, to be held tion PhenomenaCsLl, Stanford.

in 2010. This task involves the identifying the rela-- Hanks and J. Pustejovsky. 2005. A pattern dictionary
for natural language processinfRevue Francaise de

tion between a predicate and its argument as one thatl_inguistique Appligae

encodes thg compositional .hlgtory of the selectlop. Hanks. 2009. Corpus pattern analysis. CPA
process. This allows us to distinguish surface forms Project Page. Retrieved April 11, 2009, from
that directly satisfy the selectional (type) require- it //nip.fi.muni.cz/projekty/cpal.

ments of a predicate from those that are coerced fﬁ R. Hobbs, M. Stickel, and P. Martin. 1993. Interpreta-
context. We described some details of a specifica- tion as abductionArtificial Intelligence 63:69-142.

tion language for selection and the annotation taslf |ge and K. Suderman. 2004. The American National
using this specification to identify argument selec- Corpus first release. IRroceedings of LREC 2004
tion behavior. Finally, we discussed data preparation pages 1681-1684.

7 Conclusion
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Annotator annoA : deny, dobj

[ Show instructions |

D the word existincs isually
©yes &
denote a PROPOSITION? yes @ no

with?

2 Sir Nicholas Lyell , Attorney General , denies a cover-up .
Does the word coverupusually - o
denote a PROPOSITION? yes € no

with?

Does the word accusations

@ yes €
usually denote a PROPOSITION? yes 4 o

1 All too often we preforred to deny their existence than acknowledge the presence of mental illness .

What type is it usually associated [~ HUMAN [~ PHYSICAL OBJECT [~ EVENT 7 ABSTRACT ENTITY [~ PROPOSITION
™ ARTIFACT |~ LOCATION [~ HUMAN GROUP

What type is it usually assoclated |~ HUMAN [~ PHYSICAL OBJECT [ EVENT [~ ABSTRACT ENTITY [~ PROPOSITION
I™ ARTIFACT [~ LOCATION [~ HUMAN GROUP

3 Klaus denied accusations by opposition parties that he was copying Poland 's * shock therapy * .

Figure 4: Identifying Compositional Relationship fdeny
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