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Abstract 2006 and 2007 the shared tasks were devoted to
the parsing of syntactic dependencies, using corpora

For the 11th straight year, the Conference  from up to 13 languages. In 2008, the shared task
on Computational Natural Language Leamn- (grdeanu et al., 2008) used a unified dependency-
ing has been a_ccompamed by a shared task based formalism, which modeled both syntactic de-
whose purpose is to promote natural language . . .
processing applications and evaluate them in pendencies and semantic roles for English. The
a standard setting. In 2009, the shared task ~CONLL-2009 Shared Task has built on the 2008 re-
was dedicated to the joint parsing of syntac- sults by providing data for six more languages (Cata-
tic and semantic dependencies in multiplelan-  lan, Chinese, Czech, German, Japanese and Span-
guages. This shared task combines the shared  jsh) in addition to the original English It has thus
tasks of the previous five years underaunique  patyrally extended the path taken by the five most
dependency-ba'_sed formalism §|m|lar to the recent CoNLL shared tasks.
2008 task. In this paper, we define the shared As in 2008, the CONLL-2009 shared task com-

task, describe how the data sets were created . ) X .
and show their quantitative properties, report bined dependency parsing and the task of identify-

the results and summarize the approaches of  ing and labeling semantic arguments of verbs (and
the participating systems. other parts of speech whenever available). Partici-

pants had to choose from two tasks:

1 Introduction ¢ Joint task (syntactic dependency parsimd

, semantic role labeling), or
Every year since 1999, the Conference on Com-

putational Natural Language Learning (CoNLL) e SRL-only task (syntactic dependency parses
launches a competitive, open “Shared Task”. A  have been provided by the organizers, using
common (“shared”) task is defined and datasets are state-of-the art parsers for the individual lan-
provided for its participants. In 2004 and 2005, the ~ guages).

shared tasks were dedicated to semantic role label-11here are some format changes and deviations from the
ing (SRL) in a monolingual setting (English). In 2008 task data specification; see Sect. 2.3
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In contrast to the previous year, the evaluation datal Closed and Open Challenges

indicated which words were to be dealt with (for theSimilarly to the CoNLL-2005 and CoNLL-2008

S.RL task). _In other words, (predicate) dlsamb_'guaéhared tasks, this shared task evaluation is separated
tion was still part of the task, whereas thenti-

o . . into two challenges:
fication of argument-bearing words was not. This

decision was made to compensate for the significa@losed ChallengeThe aim of this challenge was to
differences between languages and between the ammpare performance of the participating systems in
notation schemes used. a fair environment. Systems had to be built strictly

The “closed” and “open” challenges have beeP{Vith information contained in the given training cor-

kept from last year as well; participants could hav&YS: and tuned with the development section. In

chosen one or both. In the closed challenge, systerﬁgdition’ the lexical frame fi!es (such as the _Pr_op-
had to be trained strictly with information containedBank and NomBank for English, the valency dictio-

in the given training corpus; in the open challenger,1ary PDT-Vallex for Czech etc.) were provided and

systems could have been developed making use y_:ave been used. _Thgst()a reastrlctlo_n_S mea}n that
any kind of external tools and resources. outside parsers (not trained by the part|C|pants Sys-
tems) could not be used. However, we did provide

~ This paper is organized as follows. Section 2 dehe output of a single, state-of-the-art dependency
fines the task, including the format of the data, thgarser for each language so that participants could
evaluation metrics, and the two challenges. A sulhyild a SRL-only system (using the provided parses

stantial portion of the paper (Section 3) is devoteds inputs) within the closed challenge (as opposed to
to the description of the conversion and developthe 2008 shared task).

ment of the data sets in the additional languages.
Section 4 shows the main results of the submitte@Pen ChallengeSystems could have been devel-
systems in the Joint and SRL-only tasks. Section 8Ped making use of any kind of external tools and

summarizes the approaches imp|emented by partitesources. The Only condition was that such tools or
ipants. Section 6 concludes the paper. In all se¢esources must not have been developed with the an-

tions, we will mention some of the differences behotations of the test set, both for the input and output
tween last year's and this year's tasks while keepingnnotations of the data. In this challenge, we were
the text self-contained whenever possible; for detail§terested in learning methods which make use of
and observations on the English data, please refer@py tools or resources that might improve the per-
the overview paper of the CONLL-2008 Shared Taskormance. The comparison of different systems in
(Surdeanu et al., 2008) and to the references meliUs setting may not be fair, and thus ranking of sys-
tioned in the sections describing the other languagel§ms is not necessarily important.

2.2 Joint and SRL-only tasks

2 Task Definition In 2008, systems participating in the open challenge
could have used state-of-the-art parsers for the syn-
) ) ) o tactic dependency part of the task. This year, we
In this sectu_an we prpwde the definition of the shareg provided the output of these parsers for all the
task; after mtrodu_m_ng the two challenges and th%nguages in an uniform way, thus allowing an or-
two tasks the participants were to choose, We CORq,qonal combination of the two tasks and the two
tinue with the format of the shared task data, folgpjlenges. For the SRL-only task, participants in
lowed by a description of the evaluation metricgq cjosed challenge simply had to use the provided
used. parses only.

For three of the languages (Czech, English and Despite the provisions for the SRL-only task, we
German), out-of-domain data (OOD) have also beeare more interested in the approaches and results of
prepared for the final evaluation, following the samé¢he Joint task. Therefore, primary system ranking is
guidelines and formats. provided for the Joint task while additional measures



are computed for various combinations of parsersorpus; their contents could have been used e.g. as
and SRL methods across the tasks and challengedeatures for the PRED/APREDS predictions (or even
for the syntactic dependencies, i.e., for filling in the
2.3 Data Format PHEAD and PDEPREL fields).
The data format used in this shared task has beenThe system of filling-in the APREDs follows
based on the CoNLL-2008 shared task, with somine 2008 pattern; for each argument-bearing token
differences. The data follows these general rules: (predicate), a new APREDnN column is created in the
_ _ order in which the predicate token is encountered
* The files contain sentences separated by a blaglithin the sentence (i.e., based on its ID seen as a
line. numerical value). Then, for each token in the sen-
. tgnce, the value in the intersection of the APREDN
e A sentence consists of one or more tokens an S .
. . . column and the token row is either left unfilled
the information for each token is represented on . .
) (if the token is not an argument), or a predicate-
a separate line.

argument label(s) is(are) filled in.

e Atoken consists of at least 14 fields. The fields The differences between the English-only 2008
are separated by one or more whitespace chdask and_ this year’s multilingual task can be briefly
acters (spaces or tabs). Whitespace characts&i¢mmarized as follows:

are not allowed within fields. o Jan D
e only “split”< lemmas and forms have been pro-

The data is thus a large table with whitespace- ~ Vided in the English datasets (for the other lan-
separated fields (columns). The fields provided in ~ 9u@ges, original tokenization from the respec-
the data are described in Table 1. They are identical Ve treebanks has been used);
for all languages, but they may differ in contents;
for example, some fields might not be filled for all
the languages provided (such as the FEAT or PFEAT
fields). e syntactic dependencies by state-of-the-art

For the SRL-only task, participants have been parsers have been provided (for the SRL-only
provided will all the data but the PRED and task);

APREDSs, which they were supposed to fill in with _ . _

their correct values. However, they did not have ® multiple semantic labels for a single token_ have
to determine which tokens are predicates (or more P€en allowed (and properly evaluated) in the
precisely, which are the argument-bearing tokens), APREDS columns;

since they were marked by ‘Y’ in the FILLPRED
field.

For the Joint task, participants could not (in ad-
dition to the PRED and APREDs) see the gold- e some of the fields (e.g. th&PREDx) and val-
standard nor the predicted syntactic dependencies ues ARGD — A0 etc.) have been renamed.
(HEAD, PHEAD) and their labels (DEPREL, PDE- )

PREL). These syntactic dependencies were also fo# Evaluation Measures
be filled by participants’ systems. It was required that participants submit results in all

In both tasks, participants have been free teeven languages in the chosen task and in any of (or
use any other data (columns) provided, except tHeoth) the challenges. Submission of out-of-domain
LEMMA, POS and FEAT columns (to get more ‘re- data files has been optional.
alistic’ results using only their automatically pre- The main evaluation measure, according to which
dicted variants PLEMMA, PPOS and PFEAT). systems are primarily compared, is the Joint task,

Besides the corpus proper, predicate dictionari 23plitting of forms and lemmas in English has been intro-

have been provided to participants in order to be ablgced in the 2008 shared task to match the tokenization con-
to properly match the predicates to the tokens in thention for the arguments in NomBank.

e rich morphological features have been added
wherever available;

e predicates have been pre-identified and marked
in both the training and test data,;
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Field# Name Description

1 ID Token counter, starting at 1 for each new sentence

2 FORM Form or punctuation symbol (the token; “split” for Hish)

3 LEMMA Gold-standard lemma of FORM

4 PLEMMA  Automatically predicted lemma of FORM

5 POS Gold-standard POS (major POS only)

6 PPOS Automatically predicted major POS by a languageHsptgger

7 FEAT Gold-standard morphological features (if appliedbl

8 PFEAT Automatically predicted morphological featurdsfiplicable)

9 HEAD Gold-standard syntactic head of the current tokeng(lD if root)

10 PHEAD Automatically predicted syntactic head

11 DEPREL Gold-standard syntactic dependency relatiollEAD)

12 PDEPREL  Automatically predicted dependency relatioRk&AD

13 FILLPRED Contains ‘Y’ for argument-bearing tokens

14 PRED (sense) identifier of a semantic “predicate” comingfa current token
15... APREDnN Columns with argument labels for each semangidicate (in the ID order)

Table 1: Description of the fields (columns) in the data piled. The values of columns 9, 11 and 14 and above are
not provided in the evaluation data; for the Joint task, oola 9—12 are also empty in the evaluation data.

closed challenge, Macro;score. However, scores which a system has predicted the correct HEAD and
can also be computed for a number of other condBEPREL columns. The unlabeled attachment score

tions: (UAS), i.e., the percentage of tokens with correct
o Task: Joint or SRL-only HEAD rgg_ardless if the DE_PREL is correct, has not
been officially computed this year. No precision and

e Challenge: open or closed recall measures are applicable, since all systems are

supposed to output a single dependency with a single

¢ Do_m_am: in-domain data (IDD, §eparated fromIabel (see also below the footnote to the description
training corpus) or out-of-domain data (OOD) of the combined score)

Joint task participants are also evaluated separately . .
on the syntactic dependency task (labeled attach:4-2 Semantic Labeling Measures
ment score, LAS). Finally, systems competing in The semantic propositions are evaluated by con-
both tasks are compared on semantic role labelirggrting them to semantic dependencies, i.e., we cre-
alone, to assess the impact of the the joint pargten semantic dependencies from every predicate
ing/SRL task compared to an SRL-only task on preto its n arguments. These dependencies are labeled
parsed data. with the labels of the corresponding arguments. Ad-
Finally, as an explanatory measure, precision arfditionally, we create a semantic dependency from
recall of the semantic labeling task have been congach predicate to a virtual ROOT node. The latter
puted and tabulated. dependencies are labeled with the predicate senses.
We have decided to omit several evaluation figThis approach guarantees that the semantic depen-
ures that were reported in previous years, such as tHency structure conceptually forms a single-rooted,
percentage of completely correct sentences (“Exag@nnected (but not necessarily acyclic) graph. More
Match”), unlabeled scores, etc. With seven lanimportantly, this scoring strategy implies that if a
guages, two tasks (plus two challenges, and tH&y/stem assigns the incorrect predicate sense, it still
IDD/OOD distinction), there are enough results tdeceives some points for the arguments correctly as-
get lost even as it is. signed. For example, for the correct proposition:

2.4.1 Syntactic Dependency Measures verb.01: A0, Al, AM TMP

The LAS score is defined similarly as in the prethe system that generates the following output for
vious shared tasks, as the percentage of tokens fbie same argument tokens:

4



verb. 02: A0, Al, AM LCC semantic task. The macro labeled Fscore, which

receives a labeled precision score of 2/4 because tWS used for the ranking of the participating sys-
out of four semantic dependencies are incorrect: tH8MS: iS computed as the harmonic mearl.of P
dependency to ROOT is label@® instead ofo1 andLMR.

and the dependency to tAdt TMPis incorrectly la-

beledAM: LCC. Using this strategy we compute pre-3 Data

cision, recall, and Fscores for semantic dependen-The unification of the data formats for the various
cies (labeled only). languages appeared to be a challenge in itself. We
For some languages (Czech, Japanese) there mgiy briefly describe the processes of the conversion
be more than one label in a given argument positiorsf the existing treebanks in the seven languages of
for example, this happens in Czech in special cas@ige CoNLL-2009 shared task. In many instances,
of reciprocity when the same token serves as two @he original treebanks had to be not only converted
more arguments to the same predicate. The scomgmat-wise, but also merged with other resources in

takes this into account and considers such casesdgjer to generate useful training and testing data that
be (as if) multiple predicate-argument relations fofit the task description.

the computation of the evaluation measures.
For example, for the correct proposition: 3.1 The Input Corpora

v1f1: ACT| EFF, ADDR The data used as the input for the transformations
O?imed at arriving at the data contents and format de-
scribed in Sect. 2.3 are described in (Taulé et al.,
2008), (Xue and Palmer, 2009), (Hajic et al., 2006),
vif1: ACT, ADDR| PAT (Surdeanu et al., 2008), (Burchardt et al., 2006) and
receives a labeled precision score of 3/4 becaugawahara et al., 2002).
the PAT is incorrect and labeled recall 3/4 be- In the subsequent sections, the procedures for the
cause the EFF is missing (should the AEFF and data conversion for the individual languages are de-
ADDRIPAT be taken as atomic values, the scorescribed. The data has been collected by the main
would then be zero). organization site and checked for format errors, and
. . . repackaged for distribution.
2.4.3 Comblned Syntactl-c and Semantllc Score There were three packages of the data distributed
We combine the syntactic and semantic measurgs ine participants: Trial, Training plus Develop-

into one global measure using macro averaging. Waant  and Evaluation. The Trial data were rather
compute macro precision and recall scores by aveLinall, just to give the feeling of the format and

aging the labeled precision and recall for semantig,q;ages involved. A visual representation of the
dependencies with the LAS for syntactic dependeryyja| gata was also created to make understanding

cies? of the data easier. Any data in the same format
can be transformed and displayed in the Tree Editor
TrEP (Pajas andtépanek, 2008) with the CoNLL
LMR = Wiem * LRsem + (1 — Waem) * LAS  (2) 2009 Shared Task extension that can be installed
from within the editor. A sample visualization of an

Where_LMP is the Iabel_e(_j macro preC|§|on andEninsh sentence after its conversion to the shared
LP,.,, is the labeled precision for semantic depen;

! - . task format (Sect. 2.3) is in Fig. 1.
dencies. Similarly,LM R is the labeled macro re- Due to Iic(ensin re) uireme?\ts everv package of
call and LR,,,, is the labeled recall for semantic greq ' yp 9

. . . . the data had to be split into two portions. One
dependencies iV, is the weight assigned to the portion (Catalan, German, Japanese, and Spanish

We can do this because the LAS for syntactic dependemdata) was published on the task’s webpage for down-
ciesis a special case of precision and recall, where thégbeeld
number of dependencies is equal to the number of gold depen- “We assign equal weight to the two tasks, il€..., = 0.5.
dencies. Shttp://ufal.nff.cuni.cz/ ~pajas/tred

the system that generates the following output f
the same argument tokens:

LMP = Wiep % LPsern + (1 = Wee) * LAS (1)



gets (get.03)
ROOT VBZ \O

0 \?
And sor\nétimes-\‘_ charity - _ =777 used (use.01) and .
DEP CC TMP RB>«_ Y A SBJ NN, VC VBN COORD CC P.

AM-TMP AM-TMP AM-TMP  AO

~ AN
~
~
SS ~
~o ~
- ~

~ ~

a reputable “with s S~ does™>_
NMOD DT NMOD JJ NMOD IN\\\\ “~~._ CONJ VBZ\
name (name.01) nt “~-__even—"  know (know.01)
PMOD NN ADV RB ADVRB VCVB
Z AM-NEG AM-ADV
o
a household it
NMOD DT NMOD NN OBJ PRP

Figure 1: Visualisation of the English senteriéead sometimes a reputable charity with a houshold name gstsl

and doesn't even know it’(Penn Treebank, w€)559) showing jointly the labeled syntactic and semantigede
dencies. The basic tree shape comes from the syntactic diepeies; syntactic labels and POS tags are on‘tHe 2
line at each node. Semantic dependencies which do not folleveyntactic ones use dotted lines. Predicate senses
in parentheseaue: 01, ...) follow the word label. SRLsAO, AM TMP, ...) are on the last line. Please note that
multiple semantic dependencies (e.g., there are foutarity: AO «— know Al «— gets Al «— used A1 — namg

and self-dependenciesdme appear in this sentence.

load, the other portion (Czech, English, and Chinese ¢ The first character on a non-empty line is al-
data) was invoiced and distributed by the Linguistic =~ ways a digit, the last one is never a whitespace.
Data Consortium under a special agreement free of

charge. e The number of empty lines (i.e. the number
Distribution of the Evaluation package was a bit OT Sent%?fif‘) equals the number of lines begin-
ning wi :

more complicated, because there were two types of
the packages - one for the Joint task and one for the , r,q yata contain no spaces nor double tabs.
SRL-only task. Every participant had to subscribe
to one of the two tasks; subsequently, they obtained sgme statistics on the data can be seen in Ta-
the appropriate data (again, from the webpage amMles 2, 3 and 4. Whereas the training sizes of the
LDC). data have not been that different as they were e.g.
Prior to release, each data file was checked for the 2007 shared task on multilingual dependency
eliminate errors. The following test were carriedparsing (Nivre et al., 200§) substantial differences
out: existed in the distribution of the predicates and ar-
guments, the input features, the out-of-vocabulary
e For every sentence, number of PREDs rowkates, and other statistical characteristics of the data.

matches the number of APREDSs columns. Data sizes have been relatively uniform in all the
datasets, with Japanese having the smallest dataset

e The first line of each file is never empty, while  ent ¢ - // next ens. uvt . nl / deppar se- wi ki /
the last line always is. Dat aOver vi ew



containing data for SRL annotation training. Togesting that the labeling task might have similar dif-
compensate at least for the dependency parsing pditulty’. The most skewed one is for Czech (after
an additional, large Japanese corpus with syntactlapanese).
dependency annotation has been provided. Table 4 shows similar statistics for the argument
The average sentence length, the vocabulary sizieels (PRED/APREDS); it also adds the average
for FORM and LEMMA fields and the OOV rates number of arguments per “predicate” token, since
characterize quite naturally the properties of the rehis is part of the SRL tadk It is apparent from the
spective languages (in the domain of the training ancomparison of the “Total” rows in this table and Ta-
evaluation data). It is no surprise that the FORMle 3 that the first five argument labels cover more
OOV rate is the highest for Czech, a highly inflecthat their syntactic counterparts. For example, the
tional language, and that the LEMMA OOV rate isarguments A0-A4 account for all but 3% of all ar-
the highest for German (as a consequence of keepiggments labels, whereas Spanish and Catalan have
compounds as a single lemma). The other statistiesuch more rich set of argument labels, with a high
also reflect (to a large extent) the annotation specgntropy of the most-frequent-label distribution.
fication and conventions used for the original tree-
banks and/or the result of the conversion process 2 Catalan and Spanish

the unified CoNLL-2009 Shared Task format. The Catalan and Spanish datasets (Taulé et al., 2008)
Starting with the POS and FEAT flglds, it can bgyere generated from the AnCora corgbtarough
seen that Catalan, Czech and Spanish use only thg 5 ;;omatic conversion process from a constituent-
12 major part-of-speech categories as values of theseq formalism to dependencies (Civit et al., 2006).
P_OS field (W!th richly populated '_:EAT field); E'_]' AnCora corpora contain about half million words
g“Sh_ and Chinese are the opppsﬂe extreme, disrgs. catalan and Spanish annotated with syntactic
garc_ilng the use of the FEAT field completely an_dand semantic information. Text sources for the Cata-
coding everything as a POS value. While for Chiy corpus are EFE news agency76Kw), ACN
nese this is quite understandable, English follows th@atalan news agency-@25Kw), and ‘El Periodico’
PTB tradition in this respect. German and Japaneﬁ%wspaperr(JZOOKw). The Spanish corpus comes
use relgtively rich set of values in both the POS anﬂOm the Lexesp Spanish balanced corpuggkw),
FEAT fields. i the EFE Spanish news agency225Kw), and the
For the dependency_ r.elatlor?s (DEPREL), a”Spanish version of ‘El Periddico~200Kw). The
the languages use a similarly-sized set except fQy,pqet from ‘El Periodico’ corresponds to the same
Japanese, which only encodes the distinction b?fewsin Catalan and Spanish, spanning from January
tween a root and a dependent node (and some % December 2000.
frequent special ones). Linguistic annotation is the same in both lan-

Evaluation data are over 10% of the size of th uages and includes: PoS tags with morphologi-
training data for Catalan, Chinese, Czech, Japane gl features (gender, number, person, etc.), lemma-

;n;nSpanlsh and roughly 5% for English and Gert'ization, syntactic dependencies (syntactic func-

Table 3 sh the distributi fthe f of tions), semantic dependencies (arguments and the-
able 5 shows the distribution orthe five mostires,, .q roles), named entities and predicate semantic

quent dependency rellatlons. (determlned as par-t Blasses (Lexical Semantic Structure, LSS). Tag sets
the subtask of sy_ntactlc par_smg). With the exceptiol . chared by the two languages.
of Japanese, which essentially does not label depen-
dency relations at this level, all the other languages
show little difference in this distribution. For exam-  7ves; this is overgeneralization since this distributiorsio
ple, the unconditioned probability of “subjects” isnot condition on the features, dependencies etc. But asghrou
almost the same for all the six other languages (bglesasure, it often correlates well with the results. _
tween 6 and 8 percent). The probability mass cov- A number below 1 means there are some ar_gument-b(_earlng
. . . words (often nouns) which have no arguments in the particula
ered by the first five most frequent DEPRELS is als@entence in which they appear.
almost the same (again, except for Japanese), sug-°http://clic. ub. edu/ ancora

If we take into account the complete PoS tags,



Characteristic Catalan| Chinese| Czech English German | Japanese Spanish
Training data size (sentencegs)13200 | 22277 38727 39279 36020 4393 14329
Training data size (tokens) | 390302| 609060 | 652544 958167 648677 | 11255% | 427442
Avg. sentence length (tokeng) 29.6 27.3 16.8 24.4 18.0 25.6 29.8
Tokens with argumentg%) 9.6 16.9 63.5 18.7 2.7 22.8 10.3
DEPREL types 50 41 49 69 46 5 49
POS types 12 41 12 48 56 40 12
FEAT types 237 1 1811 1 267 302 264
FORM vocabulary size 33890 | 40878 86332 39782 72084 36043 | 40964
LEMMA vocabulary size 24143 | 40878 37580 28376 51993 30402 | 26926
Evaluation data size (sent.) | 1862 2556 4213 2399 2000 500 1725
Evaluation data size (tokens) 53355 | 73153 70348 57676 31622 13615 | 50630
Evaluation FORM OOY 5.40 3.92 | 7.98/8.62 | 1.58/3.768 | 7.93/7.57 6.07 5.63
Evaluation LEMMA OOV 4.14 3.92 | 3.03/4.29 | 1.08/2.30 | 5.83/7.36 5.21 3.69

Table 2: Elementary data statistics for the CoNLL-2009 8tafrask languages. The data themselves, the original
treebanks they were derived from and the conversion praresdescribed in more detail in sections 3.2-3.7. All

evaluation data statistics are derived from the in-domeétLation data.
“There were additional 33257 sentences (839947 tokendpblafor syntactic dependency parsing of Japanese; thedpd

vocabulary statistics are computed using this larger datas
bPercentage of tokens with FILLPRED="Y".

“Percentage of FORM/LEMMA tokens not found in the respectiveabularies derived solely from the training data.
400V percentage for in-domain/out-of-domain data.

DEPREL

Catalan Chinese Czech English German Japanese | Spanish
sn  0.16| COMP 0.21| Atr 0.26 | NMOD 0.27| NK 0.31| D 0.93|sn 0.16
spec 0.15{ NMOD 0.14 | AuxP 0.10| P 0.11| PUNC 0.14| ROQOT 0.04 | spec 0.15
Labels f 0.11 | ADV 0.10 | Adv 0.10| PMOD 0.10| MO 0.12| P 0.03| f 0.12
sp 0.09] UNK 0.09| Obj 0.07| SBJ 0.07| SB  0.07| A 0.00 | sp 0.08
suj 0.07| SBJ 0.08/ Ssb 0.06| OBJ 0.06| ROOT 0.06] | 0.00 | suj 0.08
Total 0.58 0.62 0.59 0.61 0.70 1.00 0.59

Table 3: Unigram probability for the five most frequent DERRIRbels in the training data of the CoNLL-2009
Shared Task is shown. Total is the probability mass coveydtéfive dependency labels shown.

APRED Catalan Chinese Czech English German| Japanese Spanish
argl-pat0.22| A10.30 | RSTR0.30 A10.37 A00.40| GA0.33| argl-pat0.20
arg0-agt0.18| AO00.27 PAT 0.18 A0 0.25 A10.39| WO 0.15| arg0-agt0.19

Labels | argl-tem0.15| ADV 0.20 | ACT 0.17 A20.12 A20.12| NOO0.15| argl-tem0.15

argM-tmp 0.08| TMP 0.07| APP 0.06 | AM-TMP 0.06 | A30.06 | NI0.09 arg2-atr 0.08
arg2-atr0.08 | DIS0.04 | LOCO0.04 | AM-MNR 0.03 | A4 0.01 | DE0.06 | argM-tmp 0.08
Total 0.71 0.91 0.75 0.83 0.97 0.78 0.70
Avg. 2.25 2.26 0.88 2.20 1.97 1.71 2.26

Table 4: Unigram probability for the five most frequent APREDels in the training data of the CoNLL-2009
Shared Task is shown. Total is the probability mass coveyethé five argument labels shown. The “Avg.” line

shows the average number of arguments per predicate or atip@ment-bearing token (i.e. for those marked by
FILLPRED=

Y.




AnCora has 280 different labels. Considering onl26.11% to adjuncts. Numbers for the Spanish cor-
the main syntactic categories, the tag set is reducgdis are comparable in all aspects: 17,709 sentences
to 47 tags. The syntactic tag set consists of 50 difaith 29.84 lexical tokens on average (11.58% of the
ferent syntactic functions. Regarding semantic asentences longer than 50 tokens, 4.07% longer than
guments, we distinguish Arg0, Argl, Arg2, Arg3,60); 54,075 predicates (3.05 per sentence, on aver-
Arg4, ArgM, and ArgL. The first five tags are num-age) and 122,478 arguments (2.26 per predicate, on
bered from less to more obliqueness with respeetverage); 73.34% core arguments and 26.66% ad-
to the verb, ArgM corresponds to adjuncts. Théuncts.
list of thematic roles consists of 20 different labels: The following are important features of the Cata-
AGT (Agent), AGI (Induced Agent), CAU (Cause), lan and Spanish corpora in the CoNLL-2009 shared
EXP (Experiencer), SCR (Source), PAT (Patient)task setting: (1) all dependency trees are projective;
TEM (Theme), ATR (Attribute), BEN (Beneficiary), (2) no word can be the argument of more than one
EXT (Extension), INS (Instrument), LOC (Loca- predicate in a sentence; (3) semantic dependencies
tive), TMP (Time), MNR (Manner), ORI (Origin), completely match syntactic dependency structures
DES (Goal), FIN (Purpose), EIN (Initial State), EFI(i.e., no new edges are introduced by the semantic
(Final State), and ADV (Adverbial). Each argumentstructure); (4) only verbal predicates are annotated
position can map onto specific thematic roles. Bywith exceptional cases referring to words that can
way of example, Argl can be PAT, TEM or EXT. Forbe adjectives and past participles); (5) the corpus is
Named Entities, we distinguish six types: Organizasegmented so multi-words, named entities, temporal
tion, Person, Location, Date, Number, and Others. expressions, compounds, etc. are grouped together;
An incremental process guided the annotation aind (6) segmentation also accounts for elliptical pro-
AnCora, since semantics depends on morphosyntaxeuns (there are marked as empty lexical tokens °
and syntax relies on morphology. This procedurevith a pronoun POS tag).
made it possible to check, correct, and complete Finally, the predicted columns (PLEMMA,
the previous annotations, thus guaranteeing the firePQOS, and PFEAT) have been generated with the
quality of the corpora and minimizing the error rateFreeLing Open source suite of Language Analyz-
The annotation process was carried out sequentialpytglO. Accuracy in PLEMMA and PPOS columns
from lower to upper layers of linguistic description.is above 95% for the two languages. PHEAD
All resulting layers are independent of each otheand PDEPREL columns have been generated using

thus making easier the data management. The infMaltParset. Parsing accuracy (LAS) is above 86%
tial annotation was performed manually for syntaxfor the the two languages.

semiautomatically in the case of arguments and the-
matic roles, and fully automatically for PoS (Marti3.3 Chinese

etal.,, 2007; Marquez et al., 2007). The Chinese Corpus for the 2009 CoNLL Shared

The Catalan and Spanlsh. AnCora corpora WErFask was generated by merging the Chinese Tree-
straightforwardly translated into the CoNLL-2009 ank (Xue et al., 2005) and the Chinese Proposition

shared task formatting (information about name ank (Xue and Palmer, 2009) and then converting

entities was skipped in this process). The resultin e constituent structure to a dependency formalism
Catalan corpus (including training, development ani specified in the CoNLL Shared Task. The Chi-
test partitions) contains 16,786 sentences with an ese data used in the shared task is based on Chinese
erage length of 29.59 lexical tokens per Sentenc%?eebank 6.0 and the Chinese Proposition Bank 2.0,

Long sentences abound in this corpus. For instancg,, ., ¢ which are publicly available via the Linguis-
10.73% of the sentences are longer than 50 toker}% Data Consortium

0 -
an_d 4.42% are longer than .60' The corpus con The Chinese Treebank Project originated at Penn
tains 47,537 annotated predicates (2.83 predicates ) .
d was later moved to University of Colorado at

. n
per sentence, on average) with 107,171 argumenat‘s
(2.25 arguments per predicate, on average). Fromiont ¢ p: /7w | si. upc. es/ ~nl p/ freel i ng
the latter, 73.89% correspond to core arguments and*ht t p: // w3. nsi . vxu. se/ ~j ha/ mal t par ser
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Boulder. Now it is the process of being to movedion structure is designated as the head and the heads
to Brandeis University. The data sources of the Chief the other conjuncts are the conjunctions preced-
nese Treebank range from Xinhua newswire (mairing them. The conjunctions all “modify” the first
land China), Hong Kong news, and Sinorama Magazonjunct.

zine (Taiwan). More recently under DARPA GALE

funding it has been expanded to include broadcadt4 Czech

news, broadcast conversation, news groups and Wegr the training, development and evaluation data,
log data. It currently has over one million wordsprague Dependency Treebank 2.0 was used (Haji¢
and is fully segmented, POS-tagged and annotategl al., 2006). For the out-of-domain evaluation data,
with phrase structure. The version of the Chinesgart of the Czech side of the Prague Czech-English
Treebank used in this shared taSk, CTB 60, inCIUd%pendency Treebank (Version 2’ under construc-
newswire, magazine articles, and transcribed broaglon) was uset?, see also¢mejrek et al., 2004). For
cast news'?2. The training set has 609,060 tokensthe OOD data, no manual annotation of LEMMA,
the development set has 49,620 tokens, and the tgghs and FEAT existed, so the predicted values
set has 73,153 tokens. were used. The same conversion procedure has been
The Chinese Proposition Bank adds a layer of sgpplied to both sources.
mantic annotation to the syntactic parses in the Chi- The EORM column was created from ther m
nese Treebank. This layer of semantic annotatiofiement of the morphological layer, not from the
mainly deals with the predicate-argument structurggoken” from the word-form layer. Therefore, most
of Chinese verbs and their nominalizations. Eacfynos, errors in word segmentation and tokenization
major sense (callettamese) of a predicate takes a are corrected and numerals are normalized.
number ofcore arguments annotated with numeri- Tthe LEMMA column was created from the
cal labelsArg0 through Arg5 which are defined in | o ymya element of the morphological layer. Only
a predicate-specific manner. The Chinese Propogie intial string of the element was used, so there is
tion Bank also annotates adjunctive arguments sU¢ly distinction between homonyms. However, some
as locative, temporal and manner modifiers of the,mponents of the detailed lemma explanation were

predicate. The version of the Chinese Propbank Us%orporated into the FEAT column (see below).
in this CoNLL Shared Task is CPB 2.0, but nominal The POS column was created form the morpho-

predicates are excluded because the annotation is fBgicaI t ag element, its first character more pre-
complete. cisely

Since the Chinese Treebank is annotated With +1o EEAT column was created from the remain-
constituent structures, the conversion and mergiqgg characters of theag element. In addition, the

procedure converts the constituent structures to dgbecial feature “Sem” corresponds to a semantic fea-
pendencies by identifying the head for each COMre of the lemma

stituent in a parse tree and making its sisters its de- For the HEAD and DEPREL columns. the PDT
pendents. The Chinese Propbank pointers are thgﬂalytical layer was used. The DEPREL’ was taken
shifted from the entire constituent to the head of thaf | " .\ analytic function (theaf un node at-

constituent. The conversion procedure identifies ”}?ibtue) There are 27 possible values &irun el-
head by first exploiting the structural informationemen,[,'Pr ed, Pnom AuxV, Sb, Qbj , At r, Adv

in the syntactic parse and detecting six broad catgsi \, At vV Coor d Apos, ExD, and a number
gories of syntactic relations that hold between the al’inIiary ‘and “doL ’ :
head and its dependentarédication modification nine of these are the “most interesting” from the

complementatigncoordination auxiliary, andflat) oint of view of the shared task, since they relate to

a_md then des_lgnatlng th.e head_based on thesg rf€&mantics more closely than the rest (at least from
tions. In particular, the first conjunct of a coordina-

the linguistic point of view). The HEAD is a pointer
2A small number of files were taken out of the CoNLL to its parent, which means the PDTs d attribute

shared task data due to conversion problems and time con-_____

straints to fix them. Bhttp://ufal.nff.cuni.cz/pedt

double-function” labels. The first
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(within-sentence ID / word position number) of thewhich has typical dependency accuracy around
parent. If a node is a member of a coordinatior35%.
or apposition i(s_nmenber element), its DEPREL  The valency lexicon, converted from (Haji€ et al.,
obtains the_M suffix. The parenthesis annotation2003), has four columns:
(i s_parent hesi s_r oot element) was ignored.

The PRED and APREDs columns were created 1. lemma (can occur several times in the lexicon,
from the tectogrammatical layer of PDT 2.0 and the ~ With different frames)
valency lexicon PDT-Vallex according to the follow- , "¢ 16 igentifier (as found in the PRED column)
ing rules:
list of space-separated actants and obligatory

e Every line corresponding to an analytical node 3.
members of the frame

referenced by a lexical referenc&/( ex. rf)

from the tectogrammatical layer has a PRED
value filled. If the referring non-generated
tectogrammatical node é_gener at ed not The source of the out-of-domain data uses an
equal to 1) has a valency frame assigneextended valency lexicon (because of out-of-
(val _frame. rf), the value of PRED is the vocabulary entries). For simplicity, the extended
identifier of the frame. Otherwise, it is set tolexicon was not provided; instead, such words were
the same value as the LEMMA column. not marked as predicates in the OOD data (their

e For every tectogrammatical node, a CorreFILLPREDwas set to ‘') and thus not evaluated.

sponding analytical node is searched for: 3.5 English

4. example(s)

1. If the tectogrammatical node is notThe English corpus is almost identical to the cor-
generated and has a lexical referencgus used in the closed challenge in the CoNLL-2008
(a/lex.rf), the referenced node is shared task evaluation (Surdeanu et al., 2008). This
taken. corpus was generated through a process that merges

2. Otherwise, if the tectogrammatical nodeseveral input corpora and converts them from the
has a coreference¢ref _text.rf or constituent-based formalism to dependencies. The
cor ef _gram rf)or complement refer- following corpora were used as input to the merging
ence ¢conpl . rf) to a node that has an procedure:

analytical node assigned (by 1. or 2.), the
assigned node is taken. e Penn Treebank 3— The Penn Treebank 3 cor-

_ _ pus (Marcus et al., 1994) consists of hand-
APRED columns are filled with respect to the coded parses of the Wall Street Journal (test,

following correspondence: for a tectogrammatical development and training) and a small subset
node P and its effective child C with functor F, the of the Brown corpus (W. N. Francis and H.

column for P’s corresponding analytical node at the Kucera, 1964) (test only).

row for C’s corresponding analytical node is filled

with F. Some nodes can thus have several functors ¢ BBN Pronoun Coreference and Entity Type

in one APRED column, separated by a vertical bar  Corpus — BBN’s NE annotation of the Wall

(see Sect. 2.4.2). Street Journal corpus (Weischedel and Brun-
PLEMMA, PPOS and PFEAT were gener- stein, 2005) takes the form of SGML inline

ated by the (cross-trained) morphological tagger markup of text, tokenized to be completely

MORCE (Spoustova et al., 2009), which gives full compatible with the Penn Treebank annotation.

combined accuracy (PLEMMA+PPOS+PFEAT) For the CoNLL-2008 shared task evaluation,

slightly under 96%. this corpus was extended by the task organizers
PHEAD and PDEPREL were generated by  to cover the subset of the Brown corpus used as

the (cross-trained) MST parser for Czech (Chu— a secondary testing dataset. From this corpus

Liu/Edmonds algorithm, (McDonald et al., 2005)), we only used NE boundaries to derive NAME
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dependencies between NE tokens, e.g., we cr8:6 German
ate a NAME dependency frofdlary to Smith

) . . The German in-domain dataset is based on the an-
given the NE mentiotMary Smith

notated verb instances of the SALSA corpus (Bur-

° Proposition Bank | (PropBank) — The Prop_ chardt et al., 2006), a total of around 40k sen-
Bank annotation (Palmer et al., 2005) classifieéenceé‘r’: SALSA provides manual semantic role
the arguments of all the main verbs in the PenAnnotation on top of the syntactically annotated

Treebank corpus, other thaie Arguments are TIGER newspaper corpus, one of the standard Ger-
numbered (Arg0, Argl,..) based on lexical Mman treebanks. The original SALSA corpus uses se-

entries or frame files. Different sets of argu-mantic roles in the FrameNet paradigm. We con-

ments are assumed for different rolesets. Detructed mappings between FrameNet frame ele-
pendent constituents that fall into categories inlnents and PropBank argument positions at the level
dependent of the lexical entries are classified & frame-predicate pairs semi-automatically. For the
various types of adjuncts (ArgM-TMP, -ADV, frame elements of each frame-predicate pair, we first
etc.). identified the semantically defined PropBank Arg-
0 and Arg-1 positions. To do so, we annotated a
e NomBank — NomBank annotation (Meyers etsmall number of very abstract frame elements with
al., 2004) uses essentially the same framewotkese labels (Agent, Actor, Communicator as Arg-
as PropBank to annotate arguments of noung. and Theme, Effect, Message as Arg-1) and per-
Differences between PropBank and NomBanko|ated these labels through the FrameNet hierar-
stem from differences between noun and verbhy, adding further manual labels where necessary.
al’gument structure, differences in treatment then, we used frequency and grammatica| realiza-
nouns and verbs in the Penn Treebank; and difjon information to map the remaining roles onto
ferences in the sophistication of previous rehigher-numbered Arg roles. We considerably sim-
search about noun and verb argument structurgiified the annotations provided by SALSA, which
Only the subset of nouns that take argumentgse a rather complex annotation scheme. In partic-
are annotated in NomBank and only a subset gfiar, we removed annotation for multi-word expres-
the non-argument siblings of nouns are markegions (which may be non-contiguous), annotations
as ArgM. involving multiple frames for the same predicate

The complete merging process and the ConVersio(lmetaphors, underspecification), and inter-sentence

from the constituent representation to dependenciég €s. )
is detailed in (Surdeanu et al., 2008). The out-of-domain dataset was taken from a study

The main difference between the 2008 and 2009" the multi-lingual projection of FrameNet annota-
version of the corpora is the generation of word lemtion (Pado and Lapata, 2005). Itis sampled fm”_“
mas. In the 2008 version the only lemmas proth® EUROPARL corpus and was chosen to maxi-
vided were predicted using the built-in lemmatizefM2€ the lexical coverage, i.e., it contains of a large
in WordNet (Fellbaum, 1998) based on the most frerjumber. of infrequent predicates. Both syntactl_c and
quent sense for the form and the predicted part—oﬁemant'c structure were annotated _manually, in 'Fhe
speech tag. These lemmas are listed in the ZOJ§GER and S_ALSA formqt, respectively. Sln(_:e I
corpus under the PLEMMA column. The LEMMA USes a simplified annotation schemes, we did not
column in the 2009 version of the corpus contain@Ve to discard any annotation. _
lemmas generated using the same algorithm but us-For both datasets, we converted the syntactic
ing the correct Treebank part-of-speech tags. Addt/GER (Brants et al., 2002) representations into de-
tionally, the PHEAD and PDEPREL columns werdendencies with a similar set of head-finding rules
generated using MaltPar&&rsimilarly to the open used for the preparation of the CoNLL-X shared task

challenge corpus in the CoNLL 2008 shared task. German dataset. Minor modifications (for the con-

¥http: //w3. msi . vxu. se/ ~ni vre/ r esear ch/ 5Note, however, that typically not all predicates in each sen
Mal t Par ser . ht m tence are annotated (cf. Table 2).
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version of person names and coordinations) wetdAN 16 and the dependency and case structure an-
made to achieve better consistency with datasesdyzer KNP, To produce the PHEAD and PDE-
of other languages. Since the TIGER annotatioRREL columns, we used the MSTPar&er

allows non-contiguous constituents, the resulting

dependencies can be non-projective. Secondafy Submissions and Results

edges were discarded in the conversion. As for the |

automatically constructed features, we used Tre&articipants uploaded the results through the shared

Tagger (Schmid, 1994) to produce the PLEMMAtaSk website, and the official evaluation was per-

and PPOS columns, and the Morphisto morphof—ormed centrally. Feedback was provided if any for-

ogy (Zielinski and Simon, 2008) for PFEAT mal problems were encountered (for a list of checks,
’ ' see the previous section). One submission had to
3.7 Japanese be rejected because only English results were pro-

For Japanese, we used the Kyoto University Te)&ided. After the evalluation periodn had passed, the
Corpus (Kawahara et al., 2002), which consists d£Sults were anonymized and published on the web.
approximately 40k sentences taken frviainichi A total of 20 systems participated in the closed

Newspapers. Out of them, approximately 5k serghallenge; 13 of them in the Joint tas!< _and seven in
tences are annotated with syntactic and semantic §8€ SRL-only task. Two systems participated in the
pendencies, and are used the training, developme?€n challenge (Joint task). Moreover, 17 systems
and test data of this year's shared task. The remaiRrovided outputin the out-of-domain part of the task

ing sentences, which are annotated with only syntaél1 in the OOD Joint task and six in the OOD SRL-

tic dependencies, are provided for the training coRMY task). .
pus of syntactic dependency parsers. The main results for the core task - the Joint task

This corpus adopts a dependency structure rep,@_ependency syntaand semantic relations) in the
sentation, and thus the conversion to the CoNLLcoNtext of the closed challenge - are summarized and
2009 format was relatively straightforward. How-fanked in Table 5.
ever, since the original dependencies are annotated!he largest number of systems can be compared
on the basis of phrases (Japandsmsets) we in the SRL results table (Table 6), where all the sys-
needed to automatically convert the original annotdems have been evaluated solely on the SRL perfor-
tions to word-based ones using several criteria. W&ance regardless whether they participated in the
used the following basic criteria: the words excep#oint or SRL-only task. However, since the results
the last word in a phrase depend on the next (righftight have been influenced by the supplied parser,
word, and the last word in a phrase basically dependg§pParate ranking is provided for both types of the
on the head word of the governing phrase. systems.

Semantic dependencies are annotated for bothAdditional breakdown of the results (open chal-
verbal predicates and nominal predicates. The skgnge, precision and recall tables for the semantic
mantic roles (APRED columns) consist of 41 surlabeling task, etc.) are available from the CoNLL-
face cases, many of which are case-marking pos2009 Shared Task website
positions such aga (nominative),wo (accusative)
andni (dative). Semantic frame discrimination is no®  Approaches

annotated, and so the PRED column is the same ?s . .
able 7 summarizes the properties of the systems

the LEMMA column. The original corpus contains _ )
i . . that participated in the closed the open challenges.
coreference annotations and inter-sentential seman-

tic dependencies, such as inter-sentential zero pro-¢ht ¢ p: // nl p. kuee. kyot o- u. ac. j p/
nouns and bridging references, but we did not ugd - r esour ce/ j uman- e. ht m
these annotations, which are not the target of this ‘'t tp://nl p. kuee. kyoto-u.ac.  p/
, nl - resource/ knp-e. htm
years shared task. Bht t p: // sour cef or ge. net / proj ects/

To produce the PLEMMA, PPOS and PFEATg¢ par ser
columns, we used the morphological analyzer JU- *http://ufal.nff.cuni.cz/conll2009- st

13



Rank | System | Average | Catalan| Chinese| Czech| English | German| Japanesg Spanish
1 Che 82.64 81.84 76.38 83.27 | 87.00 82.44 85.65 81.90
2 Chen 82.52 83.01 76.23 | 80.87 | 87.69 81.22 85.28 83.31
3 Merlo 82.14 82.66 76.15 | 83.21 | 86.03 79.59 84.91 82.43
4 Bohnet 80.85 80.44 75.91 79.57 | 85.14 81.60 82.51 80.75
5 Asahara| 78.43 75.91 73.43 | 81.43 | 86.40 69.84 84.86 77.12
6
7
8
9

Brown 77.27 77.40 72.12 | 75.66 | 83.98 77.86 76.65 77.21
Zhang 76.49 75.00 73.42 | 76.93 | 82.88 73.76 78.17 75.25

Dai 73.98 72.09 72.72 | 67.14 | 81.89 75.00 80.89 68.14
LuLi 73.97 71.32 65.53 | 75.85| 81.92 70.93 80.49 71.72
10 Lluis 71.49 56.64 66.18 | 75.95| 81.69 72.31 81.76 65.91
11 | Vallejo 70.81 73.75 67.16 | 60.50 | 78.19 67.51 77.75 70.78
12 Ren 67.81 59.42 75.90 | 60.18 | 77.83 65.77 77.63 57.96

13 | Zeman 51.07 49.61 43.50 | 57.95| 50.27 49.57 57.69 48.90

Table 5: Official results of the Joint task, closed challengieams are denoted by the last name (first name added
only where needed) of the author who registered for the atialu data. Results are sorted in descending order of the
language-averaged macre $core on the closed challenge Joint task. Bold numbers démebest result for a given
language.

Rank | Rank intask| System Average | Catalan| Chinese| Czech| English | German| Japanesg Spanish
1 1 (SRLonly) | Zhao 80.47 80.32 77.72 | 85.19 | 85.44 75.99 78.15 80.46
2 2 (SRLonly) | Nugues 80.31 80.01 78.60 | 85.41 | 85.63 79.71 76.30 76.52
3 1 (Joint) Chen 79.96 80.10 76.77 | 82.04 | 86.15 76.19 78.17 80.29
4 2 (Joint) Che 79.94 77.10 77.15 | 86.51 | 85.51 78.61 78.26 76.47
5 3 (Joint) Merlo 78.42 77.44 76.05 | 86.02 | 83.24 71.78 77.23 77.19
6 3 (SRLonly) | Meza-Ruiz| 77.46 78.00 77.73 | 75.75 | 83.34 73.52 76.00 77.91
7 4 (Joint) Bohnet 76.00 74.53 75.29 | 79.02 | 80.39 75.72 72.76 74.31
8 5 (Joint) Asahara 75.65 72.35 74.17 | 84.69 | 84.26 63.66 77.93 72.50
9 6 (Joint) Brown 72.85 72.18 72.43 | 78.02 | 80.43 73.40 61.57 71.95
10 7 (Joint) Dai 70.78 66.34 71.57 | 75.50 | 78.93 67.43 71.02 64.64
11 8 (Joint) Zhang 70.31 67.34 73.20 | 78.28 | 77.85 62.95 64.71 67.81
12 9 (Joint) Lu Li 69.72 66.95 67.06 | 79.08 | 77.17 61.98 69.58 66.23
13 | 4 (SRLonly) | BaoliLi 69.26 74.06 70.37 | 57.46 | 69.63 67.76 72.03 73.54
14 10 (Joint) | Vallejo 68.95 70.14 66.71 | 71.49 | 75.97 61.01 68.82 68.48
15 | 5(SRLonly) | Moreau 66.49 65.60 67.37 | 71.74 | 72.14 66.50 57.75 64.33
16 11 (Joint) | Lluis 63.06 46.79 59.72 | 76.90 | 75.86 62.66 71.60 47.88
17 | 6 (SRLonly) | Tackstrom | 61.27 57.11 63.41 | 71.05 | 67.64 53.42 54.74 61.51
18 | 7 (SRLonly) | Lin 57.18 61.70 70.33 | 60.43 | 65.66 59.51 23.78 58.87
19 12 (Joint) | Ren 56.69 41.00 72.58 | 62.82 | 67.56 54.31 58.73 39.80
20 13 (Joint) | Zeman 32.14 24.19 34.71 | 58.13 | 36.05 16.44 30.13 25.36

Table 6: Official results of the semantic labeling, closedligmge, all systems. Teams are denoted by the last name
(first name added only where needed) of the author who regdster the evaluation data. Results are sorted in
descending order of the semantic labeled€ore (closed challenge). Bold numbers denote the bedt fessa given
language. Separate ranking is provided for SRL-only system

The second column of the table highlights the overmptimization (the best such system was placed third
all architectures. We used to indicate that the in the Joint task, and there were only four systems
components are sequentially connected. The lack wfere the learning methodology can be considered
a + sign indicates that the corresponding tasks argoint”).
performed jointly. Therefore, most of the observations and conclu-
It is perhaps not surprising that most of the obsesions from 2008 shared task hold as well for the
vations from the 2008 shared task still hold; namelgurrent results. For details, we will leave it to the
the best systems overall do not use joint learning aeader to interpret the architectures and methods
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when comparing Table 7 with the Tables 5 and 6). and Spanish. (Gesmundo et al., 2009) use an in-
cremental parsing model with synchronous syntac-
tic and semantic derivations and a joint probability

This year's task has been demanding in several rg10del for syntactic and semantic dependency struc-
spects, but certainly the most difficulty came fronfures. The system uses a single input queue but two
the fact that participants had to tackle all seven laréParate stacks and synchronizes syntactic and se-
guages. It is encouraging that despite this added df@ntic derivations at every word. The synchronous
fort the number of participating systems has beefiérivations are modeled with an Incremental Sig-
almost the same as last year (20 vs. 22 in 2008). moid Belief Network that has latent variables for
There are several positive outcomes from thigoth syntactic and semantic stat_es and connec’;ions
year's enterprise: from syntax to semantics and vice versa. (Dai et
al., 2009) designed an iterative system to exploit
e we have prepared a unified format and data fahe inter-connections between the different subtasks
several very different lanaguages, as a basaf the CoNLL shared task. The idea is to decom-
for possible extensions towards other languaggmsse the joint learning problem into four subtasks
and unified treatment of syntactic depenndecies syntactic dependency identification, syntactic de-
and semantic role labeling across natural larpendency labeling, semantic dependency identifica-
guages; tion and semantic dependency labeling. The initial
. step is to use a pipeline approach to use the input of
* 20 participants have produced SRL results fop,e gybtask as input to the next, in the order speci-
all seven languages, using several differergey g jterative steps then use additional features
methods, giving hope for a combined systémy ¢ are not available in the initial step to improve the
with even substantially better performance;  ,.c\racy of the overall system. For example, in the

« initial results have been provided for three lan iterative steps, semantic inf(_)rmatiqn becomes avail-
guages on out-of-domain data (being in facfble as features to syntactic parsing, so on and so
quite close to the in-domain results). forth.

Despite these results, it is still not clear whether

Only four systems tried to apply what can be dejoint learning has a significant advantage over other
scribed as joint learning for the syntactic and semampproaches (and if yes, then for what languages). It
tic parts of the task. (Morante et al., 2009) use a trug thus necessary to carefully plan the next shared
joint learning formulation that phrases syntacticotasks; it might be advantageous to bring up a sim-
semantic parsing as a series of classification wheliar task in the future once again, and/or couple it
the class labels are concatenations of syntactic amgth selected application(s). There, (we hope) the
semantic edge labels. They predict (a), the set denefits of the dependency representation combined
syntactico-semantic edge labels for each pair of tawith semantic roles the way we have formulated it

kens; (b), the set of incoming syntactico-semantign 2008 and 2009 will really show up.
edge labels for each individual token; and (c), the

existence of an edge between each pair of tokenacknowledgments

Subsequently, they combine the (possibly conflict-

ing) output of the three classifiers by a ranking apWe would like to thank the Linguistic Data Consor-
proach to determine the most likely structure thatium, mainly to Denise DiPersio, Tony Casteletto
meets all well-formedness constraints. (Lluis et aland Christopher Cieri for their help and handling
2009) present a joint approach based on an exteof invoicing and distribution of the data for which
sion of Eisner’s parser to accommodate also semabbC has a license. For all of the trial, training and
tic dependency labels. This architecture is similagvaluation data they had to act a very short notice.
to the one presented by the same authors in the padt the data has been at the participants’ disposal
edition, with the extension to a second-order synfagain) free of charge. We are grateful to all of them
tactic parsing and a particular setting for Catalafor LDC’s continuing support of the CoNLL Shared

6 Conclusion
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Tasks. Xavier Carreras. 2007. Experiments with a higher-
We would also like to thank organizers of the pre- order projective dependency parserPimceedings of
vious four shared tasks: Sabine Buchholz, Xavier EMNLP-CONLL 2007pages 957-961, June. Prague,

Carreras, Ryan McDonald, Amit Dubey, Johan HaIIMOiisgrr;;eg:};"CM Antonia Marti. and Naria Bufi
ngzl I\Klirlig]oc;:OWSS:tI)’ait?;:r;igggle;’ngwt\)lzni'\zﬂa\rﬂsjlr,et 2006. Cat_SLB and Castsl’LB: from constituents to
' * dependencies. IfProceedings of the 5th Interna-

out their previous effort. 3 FinTAL, pages 141-153, Turku, Finland. Springer Ver-
We also acknowledge the support of the&SMT lag, LNAI 4139.

of the Czech Republic, projects MSM002162083®ifeng Dai, Enhong Chen, and Liu Shi. 2009. An it-

and LC536; the Grant Agency of the Academy of erative approach for joint dependency parsing and se-

sciences of the Czech Republic 1ET201120505 (for mantic role labeling. IfProceedings of the 13th Con-
Coy S <. ference on Computational Natural Language Learning
Jan Hajic, Jarstepanek and Pavel Stranak). (CoNLL-2009), June 4-5Boulder, Colorado, USA.

Lluis Marquez and M. Antonia Marti partici-  j,ne 4-5.
pation was Supported by the Spanish Ministry Ofja50n Eisner. 2000. Bilexical grammars and their cubic-
Education and Science, through the OpenMT and time parsing algorithms. In Harry Bunt and Anton
TextMess research projects (TIN2006-15307-C03- Nijholt, editors,Advances in Probabilistic and Other
02, TIN2006-15265-C06-06). Parsing Tehcnologiepages 29-62. Kluwer Academic

The following individuals directly contributed to  Publishers. _
the Chinese Treebank (in alphabetic order): Meiyg,hrlstlane Fellbaum, editor. 1998NordNet: An Elec-

Chang, Fu-Dong Chiou, Shizhe Huang, Zixin JiangA tronic Lexical DatabaseThe MIT Press, Cambridge.
Tony Kroch, Martha Palmer, Mitch Marcus, Fei ndrea Gesmundo, James Henderson, Paola Merlo, and

. . . . lvan Titov. 2009. A latent variable model of syn-
Xia, Nianwen Xue. The contributors to the Chi- chronous syntactic-semantic parsing for multiple lan-

nese Proposition Bank include (in alphabetic order): g,ages. InProceedings of the 13th Conference on
Meiyu Chang, Gang Chen, Helen Chen, Zixin Jiang, Computational Natural Language Learning (CONLL-
Martha Palmer, Zhiyi Song, Nianwen Xue, Ping Yu, 2009), June 4-5Boulder, Colorado, USA. June 4-5.
Hua Zhong. The Chinese Treebank and the Chinesen Haji¢, Jarmila Panevova, Zdeitka UreSova, Alevtin
Proposition Bank were funded by DOD, NSF and Bémova, Veronika Kolafovikeznitkova’, and Petr
DARPA. Pajas. 2003. PDT-VALLEX: Creating a Large-

' coverage Valency Lexicon for Treebank Annotation.
Adam Meyers” work on the shared task has been In J. Nivre and E. Hinrichs, editorBroceedings of The

supported by the NSF Grant I1S-0534700 “Structure Second Workshop on Treebanks and Linguistic Theo-

Alignment-based MT.” ries, pages 57-68, Vaxjo, Sweden. Vaxjo University
We thank the Mainichi Newspapers for the per- Press.
mission of distributing the sentences of the Kyot@an Hajic, Jarmila Panevova, Eva Hajicova, Petr
University Text Corpus for this shared task. Sgall, Petr Pajas, Ja@tépanek, Jifi Havelka, Marie
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pendency Treebank 2.0.
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