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Abstract

Clustering is crucial for many NLP tasks and
applications. However, evaluating the results
of a clustering algorithm is hard. In this paper
we focus on the evaluation setting in which a
gold standard solution is available. We discuss
two existing information theory based mea-
sures,v andvi, and show that they are both
hard to use when comparing the performance
of different algorithms and different datasets.
Thev measure favors solutions having a large
number of clusters, while the range of scores
given byvi depends on the size of the dataset.
We present a new measuneyl, which nor-
malizesvi to address the latter problem. We
demonstrate the superiority afvi in a large
experiment involving an important NLP appli-
cation, grammar induction, using real corpus
data in English, German and Chinese.

Ari Rappoport
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Evaluation of clustering results is a challenging
task. In this paper we address tiadernal measures
setting, where a correct assignment of elements to
classesis available and is used for evaluating the
quality of another assignment of the elements into
clusters Many NLP works have used external clus-
tering evaluation measures (see Section 2).

Recently, two measures have been proposed that
avoid many of the weaknesses of previous measures
and exhibit several attractive properties (see Sec-
tions 2 and 3): thesi measure (Meila, 2007) and
the v measure (Rosenberg and Hirschberg, 2007).
However, each of these has a serious drawback. The
possible values of1 lie in [0, 2log N], whereN is
the size of the clustered dataset. Hence it has lim-
ited use when comparing performance on different
datasetsv measure values lie iff), 1] regardless of
the dataset, but the measure strongly favors a cluster-

ing having many small clusters. In additiondoes
not have many of the attractive propertiesvof

This paper has two contributions. First, we pro-
Clustering is a major technique in machine learnpose thexvi measure, a normalization of which
ing and its application areas. It lies at the heauarantees that the score of clusterings thaton-
of unsupervised learning, which has great potentigiders good lies in [0,1], regardless of dataset size.
advantages over supervised learning. This is eblost of vi's attractive properties are retained by
pecially true for NLP, due to the high efforts andNVI.
costs incurred by the human annotations required for Second, we compare the behavior\gfvi and
training supervised algorithms. Recent NLP probnvi in various situations to the desired behavior and
lems addressed by clustering include POS inductidio each other. In particular, we show thatgives
(Clark, 2003; Goldwater and Griffiths, 2007), wordhigh scores to clusterings with a large humber of
sense disambiguation (Shin and Choi, 2004), semaciusters even when they are of low quality. We
tic role labeling (Baldewein et al., 2004), pitch ac-demonstrate this both in a synthetic example (Sec-
cent type disambiguation (Levow, 2006) and gramtion 5) and in the evaluation (in three languages) of
mar induction (Klein, 2005). a difficult NLP problem, labeled parse tree induc-

1 Introduction
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tion (Section 6). We show that in both cases, and Schultz, 1976), Jaccard (Milligan et al., 1983),

constitutes a better clustering evaluation measure.Fowlkes-Mallows (Fowlkes and Mallows, 1983) and
Mirkin (Mirkin, 1996).

2 Previous Evaluation Measures Meila (2007) described a number of problems

) ) with such measures. The most acute one is that their
A large number of clustering quality measures havg,| es are unbounded, making it hard to interpret

been proposed. Here we briefly survey the thregeir resylts. The problem can be solved by transfor-
main types, mapping based measures, counting pPajfSions adjusting their values to lie o 1], but the
measures and information theory based measures, g sted measures suffer from severe distributional
We first review some terminology (Meila, 2007;nroplems, again limiting their usability in practice.
Rosenberg and Hirschberg, 2007). Irhamoge- Information-theoretic (IT) based measuresare

neous ‘;'“Ste““Q’ elver)|/ cluster contlalns Ionly €l€those addressed in this work. The measures in this
ments from a single class. In@mpletecluster- - ¢ iy guffer neither from the problems associated
ing, all elements of each class are assigned to t th mappings, since they evaluate the entire mem-

same cluster. Theerfect solution _is the fuIIy_ hg- bership of each cluster and not just a mapped por-
mogeneous and complete clustering. We will illusgjo, ~ nor from the distributional problems of the
trate the behavior of some measures using three ee(o'unting pairs measures

treme cases: thelngle_clustercase,_m which aII_ Zhao and Karypis (2001) defirfurity and En-
data elements are put in the same single cluster; the .
. . . . ropy as follows:

singletonscase, in which each data element is put;D L =k 1 i

in a cluster of its own; and theo knowledgecase, urity = Zr:kl ymazi(ny) ;

in which the class distribution within each clusterEntropy = ,_; %(_ﬁ i1 7tlog(72))

is identical to the class distribution in the entireVN€req is the number of classes, the number of

dataset. If the single cluster solution is not the pef!ustersy, clusterr’s size, andy; is the number of

fect one, the no knowledge solution is the worst pogléments in classassigned to cluster.

sible solution. Throughout the paper, the number of Both measures are good measures for homogene-

data elements to be clustered is denotediby ity (Purity increases and Entropy decreases when
Mapping based measuresare based on a post- homogeneity increases). However, they do not eval-

processing step in which each cluster is mapped tougte completeness at all. The singletons solution is

class. Among these are: L (Larsen, 1999), D (VthUS considered optimal even if in fact it is of very

Dongen, 2000), misclassification index (M) (Zeng®W quality.

et al., 2002), H (Meila, 2001), clustering F-measure Dom (2001) proposed th@ measure, the sum of

(Fung et al., 2003) and micro-averaged precisio homogeneity ternil (C|K') and a model cost term

and recall (Dhillon et al., 2003). As noted in (Rosencalculated using a coding theory argument:

berg and Hirschberg, 2007), these measures evalg{C, K) = H(C|K) + &+ S, log(h(’j)a'_(jl'_l)

ate not only the quality of the proposed clusteringvhereC' are the correct classe& are the induced

but also of the mapping scheme. Different mappinglusters andi(k) is the number of elements in clus-

schemes can lead to different quality scores for thier k. Dom also presented a normalized version of

same clustering. Moreover, even when the mappirtfye @ measure (called)-) whose range i§0, 1] and

scheme is fixed, it can lead to not evaluating the emgives higher scores to clusterings that are preferable.

tire membership of a cluster and not evaluating everfs noted by (Rosenberg and Hirschberg, 2007), the

cluster (Meila, 2007). @ measure does not explicitly address the complete-
Counting pairs measuresare based on a com- ness of the suggested clustering. Due to the cost

binatorial approach which examines the number d&rm, if two clusterings have the santé(C|K)

pairs of data elements that are clustered similarly ivalue, the model prefers the one with the lower num-

the reference and proposed clustering. Among theber of clusters, but the trade-off between homogene-

are Rand Index (Rand, 1971), Adjusted Rand Inity and completeness is not explicitly addressed.

dex (Hubert and Arabie, 1985), statistic (Hubert In the next section we describe theandvi mea-
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sures, which are IT measures that explicitly assestom variables. When assuming the uniform distri-

both the homogeneity and completeness of the clubution, the probability of an event (a class or a clus-
‘K‘ Ack

tering solution. ter) is its relative size, sp(c) = >, “* and
BCubed (Bagga and Baldwin, 1998) is an attrac]-?(k) _ ZQ1 4t Under this assumption we can

tive measure that addresses both completeness 3gfk aphout the entropie& (C) and H(K) and the
homogeneity. It does not explicitly use IT concepts.;ngitional entropie$! (C|K) and H (K|C)
and avoids mapping. In this paper we focuswon

andvi; a detailed comparison with BCubed is out of o) — o) SIEL e | el
our scope here and will be done in future work. (€)== 2oy =5 log =5
Several recent NLP papers used clustering tech- K| S s,
niques and evaluation measures. Examples includb(K) = — 2252y =5 log=5—
(Finkel and Manning, 2008), usingl, Rand in- K| <ICl aus

ClK) = - k=1

log Gck
— C
e=1 N ZL:‘l Ack

dex and clustering F-score for evaluating corefert (
ence resolution; (Headden et al., 2008), usingv, K| «—[C] a u
greedy 1-to-1 and many-to-1 mapping for evaluatinéi(mc) == 2=t 2ee %logz',ff‘fack
unsupervised POS induction; (Walker and Ringger, |n section 2 we defined the concepts of homo-
2008), using clustering F-score, the adjusted Rangbneity and completeness. In order to satisfy the ho-
index, v, vi and @ for document clustering; and mogeneity criterion, each cluster must be contained
(Reichart and Rappoport, 2008), using greedy 1-tGn 5 certain class. This results in the minimization
1 and many-to-1 mappings for evaluating labeleds the conditional entropy of the classes given the
parse tree induction. clusters,H(C|K) = 0. In the least homogeneous
Schulte im Walde (2003) used clustering to insg|ytion, the conditional entropy is maximized, and
duce semantic verb classes and extensively di?I(C\K) = H(C). Similarly, in order to satisfy the
cussed non-IT based clustering evaluation measurggmpleteness criterion, each class must be contained
Pfitzner et al. (2008) presented a comparison of clug; 5 certain cluster, which results in the minimiza-
tering evaluation measures (IT based and othergjon of the conditional entropy of the clusters given
While their analysis is extensive, their experimentg,e classesH(K|C) = 0. In the least complete

were confined to artificial data. In this work, weso|ytion, the conditional entropy is maximized, and
experiment with a complex NLP application usingry (K|C) = H(K).

large real datasets.

The vI measure. Variation of information ¥1) is
3 Thev andviI Measures defined as follows:

The v (Rosenberg and Hirschberg, 2007) and
(Meila, 2007) measures are IT based measures. In

this section we give a detailed description of thesI@h the least h lete) clustering. th
measures and analyze their properties. omogeneous (complete) clustering, the

values of H(C|K) (H(K|C)) are maximal. As
Notations. The partition of theN data elements a clustering solution becomes more homogeneous
into classes is denoted by’ = {ci,...,¢¢(}. (complete), the values ol (C|K) (H(K|C)) de-
The clustering solution is denoted bj = crease to zero. Consequentigwer vi values im-
{k1,. . k). A = {ai} is alC| x |K| contin-  ply better clustering solutions. In the perfect so-
gency matrix such that;; is the number of data ele- lution, both H(C|K) = 0 and H(K|C) = 0 and
ments that are members of clagsnd are assigned thusV'I = 0. For the least homogeneous and com-
by the algorithm to clustef;. plete clustering solution, where knowing the cluster
As other IT measures; andvi assume that the tells nothing about the class and vise vergd, =
elements in the dataset are taken from a known dig# (C) + H(K).
tribution (both assume the uniform distribution), and As a result, the range of values that takes is
thus the classes and clusters can be treated as rdataset dependent, and the numbers themselves tell

VI(C,K) = H(C|K) + H(K|C).
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us nothing about the quality of the clustering soluand 1 (for a complete clustering). Since is de-
tion (apart from a score of 0, which is given to thefined to be the harmonic mean bfande, v values
best possible solution). lie in [0,1]. Consequently, it can be used to com-
A bound forvi values is a function of the maxi- pare the performance of clustering algorithms across
mum number of clusters i@’ or K, denoted byc*. datasets. Higher values imply better clusterings.
This is obtained when each cluster contains a sin- Unlike vi, v does not satisfy the metric axioms
gle element, and* = N. Thus,VI € [0,2logN]. and is not convexly additive. The range of values it

Consequently, the range uf values is dataset de- can get does not depend on dataset size.
pendent and unbounded when datasets change. This

means that it is hard to use to compare the perfor- gxytreme cases for the two measures.In the

mance of a clustering algorithm across datasets. gjngle cluster solutionH (C|K) = H(C) and
An apparent simple solution to this problemp (g |C) = 0, and thusV = 0 (the worst possi-

would be to normalizesi by 2logk™ or 2logN, SO ple score) and’I = H(C). If there is indeed only

that its values would lie if0, 1]. We discuss this at g single class, thel I = 0, the best possible score,

the end of the next section. which is the correct behaviovi behaves better than
vl has two useful properties. First, it satis-y here.

fies the metric axioms, that is: VI(C.K) > the gingletons solution is a fully homogeneous
0, VI(C,K) = VI(K, C_)’ _VI(Cl’(_J?) + clustering in whichd (C|K') = 0. The score of each
VI(Cy,C3) > VI(C1,C5). This gives an intuitive  eaqre depends on the completeness of the solu-
understanding of the relation betweenvalues. 5, The completeness of a singletons clustering in-
Second, it is convexly additive This  creases with the number of classes. In the extreme
means that if K is obtained from C' by 556 where every element is assigned to a unique
spliing  C; into  clusters Kj, ... K5 class (C] = |K| = N) singletons is also complete,
H(K;) = =3 P(K;|C))logP(K;|C)),  H(K|C) =0, andV(C,K) = 1,VI(C,K) = 0.
then VI(C,K) = P(C;)H(K;). This property Both measures exhibit the correct behavior.
guarantees that all changes o are local; the |f there are classes that contain many elements,
impact of splitting or merging clusters is limited singletons is far from being complete and should be
only to those clusters involved, and its size isreated as a low quality solution. Again, in the sin-
relative to the size of these clusters. gletons solutio’I = H(K|C). Suppose that the
The v measure. Thev measure uses homogeneitynumber.Of clusters i_s fixed. When the nurnbgr of
(h) and comple;[eness)(terms as follows: classes increases, this value decreases, which is what
' we want. When the number of classes decreases, the
b {1 H(C)=0 score increases, which is again the correct behav-

1— Hél(g‘cf)() H(C)#0 ior. In Section 5 we show that this desired behavior

shown byvi is not shown byv.
Both measures treat the no knowledge solution as

1 H(K)=0
c= { H(K|C) ) the worst one possibld” = 0, andV I = H(C) +
B 2hc
" h4ec 4 Normalized Variation of Information

In the least homogeneous clustering(C|K) is

maximal, atH (C|K) = H(C). In this caseh In this section we defineivi, a normalization of
reaches its minimum value, which @ As homo- VviI. NvI is N-independent and its values for clus-
geneity increase® (C|K) values decrease. For theterings considered as good tylie in [0, 1]. Hence,
most homogeneous clustering,(C|K) = 0 and NvI can be used to compare clustering performance
h = 1. The same considerations hold fgrwhich across datasets. We show that keeps the convex
ranges betwee (for the least complete clustering) additivity property ofvi but not its metric axioms.
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Definition. We defineNvi to be: 3. The ordering of scores between solutions given
by vI is preserved byvi.

HCULIEIC)  pr(c) 4
NVI(C,K) = H(K) H(C) =0 4. The behavior ofivi on the extreme cases is the
desired one.

We definenvi to be H(K) whenH (C) = 0 to sat-
isfy the requirements thatvi values decrease &5
and K become more similar and that/| would be
0 when they are identical

Useful properties. In Section 3 we saw thati has
two useful properties, satisfying the metric axioms
and being convexly additivenvi is not symmetric
since the term in its denominator #£(C'), the en-
Range and extreme cases. Like vi, NvI decreases tropy of the correct class assignment. Thus, it does
as the clustering becomes more complete and monét satisfy the metric axioms. Being convexly addi-
homogeneous. For the perfect solutidny’ I = 0. tive, however, is preserved. In the class splitting sce-
In both the single cluster and the no knowledge sdario (see convex additivity definition in Section 3)

lutions, H(C|K) = H(C). Thus, in the former case it holds thatNVI(C, K) = % That is,
NVI =1,andinthe latteNVI =1+ %g) > 1. like for vi, the impact of splitting or merging a clus-
For the singletons clustering cas&yVI = ter onnNvi is limited only to those clusters involved,

HISI((Cl’?) Suppose that the number of clusters i@nd its size is relative to the size of these clusters.
fixed. When the number of classes increases, tiideila (2007) derived various interesting properties
numerator decreases and the denominator increaseksy! from the convex additivity property. These

and hence the score decreases. In other words, as fieperties generally hold forvi as well.

real solution gets closer f[o the singletons solutio_%(K) normalization. Normalizing by H(C)
the score decreases, which is the correct behav'?é‘kes into consideration the complexity of the cor-
When the ngmb_er of c_Iasses decreases, t_he SCOre )%t clustering. Another normalization option would
creases, which '.S again the cqrrect behavior. be to normalize by (K'), which represents the in-
For any pair of cIustgnngsKl and Ko, duced clustering complexity. This normalization
VI(C,Ky) > _ V_I(C_’ Ky) it NVI(C, Kl) does not guarantee that the scores of the ‘good’ clus-
VI(C, K3). This implies that only clustering solu- terings lie in a data-independent range.
tions whosevi scores are better (i.e., numerically Let us define N\VIK(CK) to be VI(CK)
lower) than the score of the single cluster solutior}{(K) = 0 and H(C) i I:I(K) 0 Rfé(g” that
will be scored lower than by NvI. : : o ! .
Note thatnvi is meant to be used when there ig" order forNVIK 1o be0 iff ¢’ and X' are identl-

a ‘correct’ reference solution. In this casgC) is ca(I,Kv;/e mousfnrfﬁ;i;i Ti‘] ‘I/e{ jé e:café(g/)[\/[v{hen
constant, so the property above holds. In this sen e W =
SEKCHH(K) = HC) 4 151, Inthe single cluster

VI is more general, allowing us to compare any three” 7x) ~ = HE)

clustering solutions even when we do not have a cogolution, howeverNVIK = H(C) (since in this
rect reference one. caseH(K) = 0) which ranges |r107 lOgN}. This is

To summarize: a serious drawback ofvik. In Section 6 we empir-
ically show an additional drawback afvik .

1. All clusterings considered by to be of high o .
quality (i.e., better than the single cluster solulogV normalization. ~ Another possible normal-

tion) are scored byvi in the range of0, 1]. ization of vi is by 2logN (or 2logk™), Which is an
upper bound orvi values. However, this results in
2. All clusterings considered by to be of lower the values of the measure being dependent on dataset
quality than the single cluster solution aresize, so results on datasets with different sizes again
scored higher thaih by NvI. cannot be compared. For example, take ahgnd
miﬁ C consists of a single class, and thereforeK and split each e_lement Into tW_O' All entropy val-
H(C) = H(K) = 0iff C (K) consists of a single class (clus- U€S, and the quality of the solution, are preserved,

ter). but the scores given to the twio’s (before and after
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/711}1]1/0]/0]0]0j0]0 a different class each and can be viewed as ‘noise’.
0j7/1]1/1]0]0]0]0]0O Solution R is thus much better than the singletons
0j0}7r}1/1/1/0]0]0]0 solution. In order not to rely on our own opinion,
8 8 8 (7) % 1 1 2 8 8 we'have pgrformed a simple humgn judgment ex-
oTolololol=T1il1r1o periment with 30 subjects (university graduates in
olololololol7 11111 different fields), all of whom preferred solutiorfR
1lo0lo0lolololol 71111 The scores given by, vi, NvVI andNVIK to the
1/1/l0/o0ololololol7]1 two solutions are shown in Table 1 (bottom)
i1(1/1|/0|0]|0|0|0O]|0O]7 scores solution R as being worse than the single-
tons solution, and gives the latter a number that'’s
v VI NVI | NVIK relatively high in absolute termg.667). VI ex-
Singletons| 0.667 | 2.303| 1 0.5 hibits qualitatively correct behavior, but the num-
SolutionR| 0.587| 1.88 | 0.81| 0.81 bers it uses are hard to interpret since they are N-

dependent.NVI scores solution R as being better
Table 1: The clustering matrix of solution R (top), and P 9

the scores given to it and to the singletons solution by thtgan singletons, and its score is less thamdicat-

four measures (bottom). Although solution R is superiofnd that it might be a good solution.

the score given by to the singletons solution is much . .
higher. NvI exhibits the most preferable behavior (recall6 Grammar Induction Experiment
that higherv values are better, as opposed to the oth

Gh this section we analyse the behavior\of vi,
three measures).

NVI and NVIK using a highly non-trivial NLP ap-
plication with large real datasets, the unsupervised
the split) by such a normalized would be differ- labeled parse tree inductionr() algorithm of (Re-
ent. SinceH (C) is preserved, the scores given byichart and Rappoport, 2008). We focus on the label-
NVI to the twoK'’s are identical. ing that the algorithm finds for parsing constituents,

which is a clustering of constituents.

5 Problematic v Behavior Example _
Summary of result. We show thatv gives about

In this section we provide a synthetic example thahe same score to a labeling that uses thousands of
demonstrates an undesireable behaviowofand labels and to labelings in which the number of la-
NVIK) not manifested byi andNvi. Specifically, bels (dozens) is identical or smaller than the number
v favors solutions with a large number of clustersof labels in the reference evaluation set (an anno-
giving them higher scores than to solutions that arated corpus). Contrary te, bothNvi andvi give
evidently superior. In addition, the score given to thenuch better scores to the solutions having a smaller
singletons solution is high in absolute terms. number of labels.

To present the example, we use the matrix repre- It could be argued that the total number of ‘real’
sentationA of a clustering solution defined in Sec-labels in the data is indeed large (e.g., because every
tion 3. The entries in row sum to the number of verb exhibits its own syntactic patterns) and that a
elements in clasg while those in column sum to  small number of labels is just an arbitrary decision of
the number of elements in clustgr the corpus annotators. However, most linguistic the-

Suppose that we haw€0 elements assigned 16 ories agree that there is a prototypical level of gen-
classes such that there dfieelements in each class. eralization that uses concepts such as Noun Phrase
We consider two clustering solutions: the singletongnd Verb Phrase, a level which consists of at most
solution, and solution R whose matrix is shown irdozens of labels and is strongly manifested by real
Table 1 (top). Like the real solution, solution R alsdanguage data. Under these accepted assumptions,
has10 clusters each having0 elements. Solution the scoring behavior of is unreasonable.

R is not very far from the correct solution, sincezwi , . .

e must rely on people’s expectations, since the whole
each cluster has elements of the same class, angsint in this area is that clustering quality cannot be formalized
the three other elements in a cluster are taken froman objective, application-independent way.
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MDL+SC (T labels) MDL+SC (P labels) MDL labels
Corpus L [=1]<10[<10°>10° | L][=1[]<10[<10° | >10¢ | L =1 <10 [ <107 | > 107
WSJ10 26 |0 0 3 23 8 |0 0 0 8 2916 | 2282 | 2774 | 2864 52
NEGRA10 | 22 | O 2 12 10 6 | 0 0 1 5 1202 | 902 1114 | 1191 11
CTB10 24 | 1 4 11 13 9 |1 2 4 5 1050 | 816 993 1044 6

Table 2: The number of elements (constituents) covered dylirsters (labels) produced by the MDL+SLC ¢r P
labels) and MDL clusteringsL is the total number of labels. Shown are the number of clestaving one element,
less than 10 elements, less than 100 elements, and moreGfAaiements. It is evident that MDL induces a sparse
clustering with many clusters that annotate very few ctunstis.

\Y VI NVI NVIK

Corpus MDL | T P MDL | T P MDL | T P MDL | T P
WSJ10 0.4 044 | 041 | 383 | 232 | 1.9 2.21 134 | 11 081 | 086 | 1.2
NEGRA10 | 0.47 | 0.5 0.5 2.56 1.8 1.4 151 11 0.83 | 0.76 | 0.96 | 1.1
CTB10 042 | 042 | 045 | 3 222 | 185 1.72 126 | 1.1 0.87 11 1.25

Table 3: v, viI, NvI andNvIK values for MDL and MDL+SC withI’ or P labels. v gives the three clusterings
very similar scoresnvik prefers MDL labeling.NvI andvi both show the expected qualitative behavior, favoring
MDL+SC clustering withP labels. The most preferable scores are thogevof whose numbers are also the easiest
to interpret.

The experiment. The LTI algorithm has three In this paper we run theti algorithm and evalu-
stages: bracketing, initial labeling, and label clusate its labeling quality using, Vi, NVI andNVIK.
tering. Bracketing is done from raw text usingWe compare the quality of the clustering induced by
the unsupervised incremental parser of (Seginghe first clustering step alone (the MDL clustering)
2007). Initial labeling is done using tlvm model to the quality of the clustering induced by the full
(Borensztajn and Zuidema, 2007), which aims atlgorithm (i.e., first applying MDL and then clus-
minimizing the grammar description length (MDL). tering its output using the SC algorithm féror P
Finally, labels are clustered to a desired number débels¥.
labels using the k-means algorithm with syntactic We follow the experimental setup in (Reichart
features extracted from the initially labeled treesand Rappoport, 2008), running the algorithm on En-
We refer to this stage as MDL+SC (for ‘syntacticglish, German and Chinese corpora: the WSJ Penn
clustering’). Using a mapping-based evaluation wittTreebank (English), the Negra corpus (Brants, 1997)
two different mapping functions, theri algorithm  (German), and version 5.0 of the Chinese Penn Tree-
was shown to outperform previous work on unsubank (Xue et al., 2002). In each corpus, we used
pervised labeled parse tree induction. the sentences of length at most4@umbering 7422
The MDL clustering step induces several thoufWSJ10), 7542 (NEGRA10) and 4626 (CTB10).
sand labels for corpora of several tens of thousands The characteristics of the induced clusterings are
of constituents. The role of the SC step is to genshown in Table 2 The table demonstrates the
eralize these labels using syntactic features. Thefgct that MDL labeling, while perhaps capturing the
are two versions of the SC step. In one, the num-
ber of clusters is identical to the number of labels 3Note that our evaluation here has nothing to do with the
in the gold standard annotation of the experimenta&aluation done in (Reichart and Rappoport, 2008), which pro-
corpus. This set of labels is callél (for target) vided a comparison of the full grammar induction results be-

. tween different algorithms, using mapping-based measures. We
labels. In the other SC version, the number of lag g 9 mapping

- - ) evaluate the labeling stages alone.
bels is the minimum number of labels required t0 “gxcluding punctuation and null elements, according to the
annotate more than 95% of the constituents in thesheme of (Klein, 2005).
gold standard annotation of the corpus. This set of T‘e number of MDL 'abﬁ's in thbe tabf|e differs from }hgifl

. . . numbers, since we report the number of unigue MDL labels
Ia.bels is called” (for promlqeqt) Iab_els_' Sl_nce C':OI’I- used for annotating co?rect constituents in theq parser’s output,
stituent labels follow the Zipfian distributior? is  hile they report the number of unique labels used for annotat-

much smaller thaff". ing all constituents in the parser’s output.
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salient level of generalization of the data in its lead- Corpus | H(C) _— HT(K) g

ing clusters, is extremely noisy. For WSJ10, for ex- WSJ10 1793 T 475 [ 27 | 158
ample, 2282 of the 2916 unique labels annotate only NEGRA10 | 1.69 | 3.36 | 1.87 | 1.29
one constituent, and 2774 labels label less than 10 CTBIO [ 176 | 345 |21 | 148

constituents. These 2774 labels annotate 14.4% @fpje 4: Class(C)) and cluster [ (K)) entropy for
compared constituents, and the 2864 labels that agDL and MDL+SC withT or P labels. H(C) is cluster
notate less than 100 constituents each, cover 30.7ftlependent.H (K) increases with the number of clus-
of the compared constituents (these percentages &€s.
not shown in the table). In other words, MDL is not
a solution in which almost all of the mass is concen- Table 4 shows théf (C') and H (K) values in the
trated in the few leading clusters; its tail occupies axperiment. WhileH (C) is independent of the in-
large percentage of its mass. duced clustering and is thus constant for a given
MDL patterns for NEGRA10 and CTB10 are veryannotated corpusH (K) monotonically increases
similar. For MDL+SC withT" or P labels, most with the number of induced clusters. Since both
of the induced labels annotate 100 constituents orvik and the completeness termwoére normalized
more. We thus expect MDL+SC to provide betteby H(K), these measures prefer clusterings with a
clustering than MDL; a good clustering evaluatiorlarge number of clusters even when many of these
measure should reflect this expectation. clusters provide useless information.
Table 3 showsv, vi, NvI and NVIK scores for _
MDL and MDL+SC (withT or P labels). Forall / Conclusion

three corporay values are almost identical for the ynsupervised clustering evaluation is important for
MDL and the MDL+SC schemes. This is in con-yarious NLP tasks and applications. Recently, the
trast tovi andNvi values that strongly prefer the jmportance of the completeness and homogeneity as
MDL+SC clusterings, fitting our expectations (re-eyajuation criteria for such clusterings has been rec-
call that for these measures, the lower the score, ”E')@nized. In this paper we addressed the two mea-
better the clustering). Moreovey) andNVI pre-  gyres that address these criteria: (Meila, 2007)
fer MDL+SC with P labels, which again accords gpqgy (Rosenberg and Hirschberg, 2007).
with our expectations, sincE labels were defined  \while vi has many useful properties, the range of
as those that are more salient in the data (see abou@)|yes it can take is dataset dependent, which makes
The patterns of\vi andvi are identical, since jt ynsuitable for comparing clusterings of different
NVI = 5 and H(C) is independent of the gatasets. This imposes a serious restriction on the
induced clustering. However, the numbers giveRyeasure usage. We presented, a normalized ver-
by NvI are easier to interpret than those given b¥jon ofvi, which does not have this restriction and
vi. The latter are basically meaningless, conveysti|| retains some of its useful properties.
ing nothing about clustering quality. The former are Using experiments with both synthetic data and
quite close tal, telling us that clustering quality is 5 complex NLP application, we showed that the
not that good but not horrible either. This makesneasure prefers clusterings with many clusters even
sense, because the overall quality of the labeling iRghen these are clearly of low qualityl andNvi do
duction algorithm is indeed not that high: using onenot exhibit such behavior, and the numbers given by
to-one mapping (the more forgiving mapping), thgyy, are easier to interpret than those givervoy
accuracy of the labels induced by MDL+SC is only | future work we intend to explore more of the

45-72% (Reichart and Rappoport, 2008). properties ofvvi and use it in other real NLP appli-
NVIK, the normalization ofvi with H(K), iS cations.

worse even thar. This measure (which also gives

lower scores to better clusterings) prefers the MDL

over MDL+SC labels. This is a further justification References
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