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Abstract

Theories of human language acquisition as-
sume that learning to understand sentences is
a partially-supervised task (at best). Instead
of using ‘gold-standard’ feedback, we train
a simplified “Baby” Semantic Role Labeling
system by combining world knowledge and
simple grammatical constraints to form a po-
tentially noisy training signal. This combina-
tion of knowledge sources is vital for learn-
ing; a training signal derived from a single
component leads the learner astray. When this
largely unsupervised training approach is ap-
plied to a corpus of child directed speech, the
BabySRL learns shallow structural cues that
allow it to mimic striking behaviors found in
experiments with children and begin to cor-
rectly identify agents in a sentence.
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background knowledge provides corrective feed-
back (e.g., Pinker (1989)). But this feedback must
be noisy; referential scenes provide ambiguous in-
formation about the semantic roles of sentence par-
ticipants. For example, the same participant could
be construed as an agent who ’'fled’ or as a patient
who is 'chased'.

In this paper, we address this problem by de-
signing a Semantic Role Labeling system (SRL),
equipped with shallow representations of sentence
structure motivated by the structure-mapping ac-
count, that learns with no gold-standard feedback at
all. Instead, the SRL provides its own internally-
generated feedback based on a combination of world
knowledge and linguistic constraints. As a sim-
ple stand-in for world knowledge, we assume that
the learner has animacy information for some set of

nouns, and uses this knowledge to determine their
likely roles. In terms of linguistic constraints, the
learner uses simple knowledge about the possible ar-

Sentence comprehension involves assigning semaiments verbs can appear with.
tic roles to sentence constituents, determining who This approach has two goals. The first is to in-
does what to whom. How do young children beform theories of language learning by investigating
gin learning to interpret sentences? The structurdhe utility of the proposed internally-generated feed-
mapping view of early verb and syntax acquisitiorback as one component of the human learner’s tools.
proposes that children treat the number of nourSecond, from an NLP and Machine Learning per-
in the sentence as a cue to its semantic predicatgPective we propose to inject information into a su-
argument structure (Fisher, 1996), and represent lapervised learning algorithm through a channel other
guage experience in an abstract format that promot#an labeled training data. From both perspectives,
generalization to new verbs (Gertner et al., 2006). our key question is whether the algorithm can use
Theories of human language acquisition assuntgese internally labeled examples to extract general
that learning to understand sentences is naturalBatterns that can be applied to new cases.
a partially-supervised task: the fit of the learner’s By building a model that uses shallow representa-
predicted meaning with the referential context antions of sentences and minimal feedback, but that

1 Introduction
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mimics features of language development in chileontaining novel verbs. This result depends on key
dren, we can explore the nature of initial representassumptions of the structure-mapping view, includ-
tions of syntactic structure. ing abstract representations of semantic roles, and
abstract but simple representations of sentence struc-
ture. Another approach was taken by (Alishahi and
The structure-mapping account of early verb angtevenson, 2007). Their model learned to assign se-
syntax acquisition makes strong predictions. Firsinantic roles without prior knowledge of abstract se-
it predicts early use of simple structural cues to semantic roles. Instead, it relied on built-in syntactic
tence interpretation. As soon as children can iderknowledge and a rich hierarchical representation of
tify some nouns, they should assign different insemantic knowledge to learn links between sentence
terpretations to transitive and intransitive sentencestructure and meaning.

simply by assuming that each noun in the sentence : . ,
bears a distinct semantic role. Similarly, language- However, our previous experimental design has

specific syntactic learning should transfer rapidly t& sderloufshdrawb;:;k tha;[ I|m|tsth|t§ r?Ie\{aLInce fo the
new verbs. Second, however, this account predic%u y_o_ ow: chiidren egrn €lr Tirst language.
In training, our SRL received gold standard feed-

striking errors. In “Fred and Ginger danced”, ar‘lj K - ¢ v labeled i Th
intransitive verb occurs with two nouns. If chil- 2¢K cONsIsting otcorrectly labeled Sentences. 1hus
g/hen the SRL made a mistake in identifying the se-

dren interpret any two-noun sentence as if it wer ) ) . .
eT‘nantlc role of any noun in a sentence, it received

1.1 Background

transitive, they should mistakenly interpret the orde . .
y y P eedback about the ‘true’ semantic role of this noun.

of two nouns in such conjoined-subject intransitiv ted ab this | listi tion f
sentences as agent-patient. Experiments with you roted above, this Is an unrealistic assumption for
e input to human learners.

children support these predictions. 21-month-old
use the number of nouns to understand sentencesHere we ask whether an SRL could learn to in-
containing new verbs (Yuan et al., 2007), generalizeerpret simple sentences even without gold-standard
what they have learned about transitive word-ordefeedback by relying on world knowledge to gen-
to new verbs (Gertner et al., 2006), and make therate its own feedback. This internally-generated
predicted error, treating intransitive sentences coffieedback was based on the following assumptions.
taining two nouns as if they were transitive (Gertirst, nouns referring to animate entities are likely
ner and Fisher, 2006). By 25 months, children havi be agents, and nouns referring to inanimate en-
learned enough about English syntax to interpreities are not. Second, each predicate takes at most
conjoined-subject intransitives differently from tran-one agent. Such role uniqueness constraints are typ-
sitives (Naigles, 1990). ically included in linguistic discussions of thematic

Our previous computational experiments with aoles (Bresnan, 1982; Carlson, 1998). The animacy
system for automatic semantic role labeling (Conheuristic is not always correct, of course. For ex-
nor et al., 2008) suggest that it is possible to learample, in “The door hit you”, an inanimate object
to assign basic semantic roles based on the simpkethe agent of action, and an animate being is the
representations proposed by the structure-mappipgtient. Nevertheless, it is useful for two reasons.
view. The classifier’'s features were limited to lexicaFirst, there is a strong cross-linguistic association
information (nouns and verbs only) and the numbdretween agency and animacy (Aissen, 1999; Dowty,
and order of nouns in the sentence, and trained onl&91). Second, from the first year of life, children
sample of child-directed speech annotated in Profrave strong expectations about the capacities of an-
Bank (Kingsbury and Palmer, 2002) style. Giverimate and inanimate entities (Baillargeon et al., in
this training, our classifier learned to label the firspress). Given the universal tendency for speakers to
of two nouns as an agent and the second as a patigialk about animate action on less animate objects,
Even amid the variability of casual speech, simplynany sentences will present useful training data to
representing the target word as the first or the secoide SRL: In ordinary sentences such as "You broke
of two nouns significantly boosts SRL performancdt,” feedback generated based on animacy will re-
(relative to a lexical baseline) on transitive sentencesemble gold-standard feedback.
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2 Learning Model us to inspect the weights of key features to determine
their importance for classification.

Our learning task is similar to the full SRL task (Car- Eor the final predictions, the classifier uses

reras and Mrquez, 2004), except that we classifyredicate-level inference to ensure coherent argu-

A full automatic SRL system (e.g. (Punyakanok etraints are that all nouns require a tag, and that they

al., 2005a)) typically involves multiple stages to 1jaye unique labels, which for this restricted case of

parse the input, 2) identify arguments, 3) classifj\g vs. not AO means there will be only one agent.
those arguments, and then 4) run inference to make

sure the final labeling for the full sentence does not-1  Training and Feedback
violate any linguistic constraints. Our simplifiedThe key feature of our BabySRL lies in the way
BabySRL architecture essentially replaces the firséedback is provided. Ordinarily, during training,
two steps with developmentally plausible heurisSRL classifiers predict a semantic label for an argu-
tics. Rather than identifying arguments via a learneghent and receive gold-standard feedback about its
classifier with access to a full syntactic parse, theorrect semantic role. Such accurate feedback is not
BabySRL treats each noun in the sentence as a cavailable for the child learner. Children must rely on
didate argument and assigns a semantic role to it. #eir own error-prone interpretation of events to sup-
simple heuristic collapsed compound or sequenti@ly feedback. This internally-generated feedback
nouns to their final noun, an approximation of thesignal is presumably derived from multiple infor-
head noun of the noun phrase. For example, ‘Mimation sources, including the plausibility of partic-
Smith’ was treated as the single noun ‘Smith’. Otheglar combinations of argument-roles given the cur-
complex noun phrases were not simplified in thisent situation (Chapman and Kohn, 1978). Here
way. Thus, a phrase such as ‘the toy on the flooive model this process by combining background
would be treated as two separate nouns, ‘toy’ ankhowledge with linguistic constraints to generate
floor’. This represents the assumption that young training signal. The ‘unsupervised’ feedback is
children know ‘Mr. Smith’ is a single name, butbased on: 1) nouns referring to animate entities are
they do not know all the predicating terms that mawyssumed to be agents, while nouns referring to inan-
link multiple nouns into a single noun phrase. Thémate entities are non-agents and 2) each predicate
simplified learning task of the BabySRL implementsan have at most one agent.
a key assumption of the structure-mapping account: This internally-generated feedback bears some
that at the start of multiword sentence comprehemsimilarities to Inference Based Training (Pun-
sion children can tell which words in a sentence argakanok et al., 2005b). In both cases the feedback to
nouns (Waxman and Booth, 2001), and treat eagBcal supervised classifiers depends on global con-
noun as a candidate argument. straints. With IBT, feedback for mistakes is only
We further simplify the SRL task such that clas-considered after global inference, but for BabySRL
sification is between two macro-roles: AO (agentjhe global inference is applied to the feedback itself.
and Al (non-agent; all non-A0 arguments). We didrigure 1 gives an overview of the training and test-
so because we reason that this simplified feedbaakg procedure, making clear the distinction between
scheme can be primarily informative for a first stageraining and testing inference.
of learning in which learners identify how their lan-  The training data were samples of parental speech
guage identifies agents vs. non-agents in sentences.one child (‘Sarah’; (Brown, 1973), available
In addition, this level of role granularity is more con-via Childes (MacWhinney, 2000)). We trained
sistent across verbs (Palmer et al., 2005). on parental utterances in samples 1 through 80,
For argument classification we use a linear clagecorded at child age 2;3-3;10 years. All verb-
sifier trained with a regularized perceptron updateontaining utterances without symbols indicating
rule (Grove and Roth, 2001). This learning algolong pauses or unintelligible words were automat-
rithm provides a simple and general linear classifidgcally parsed with the Charniak parser (Charniak,
that works well in other language tasks, and allow4997) and annotated using an existing SRL sys-
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tem (Punyakanok et al., 2005a). In this initialvents this; it implements a unique agent constraint
pass, sentences with parsing errors that misidenthat incorporates bootstrapping to make an ‘intelli-
fied argument boundaries were excluded. Role laient guess’ about which noun is the correct agent.
bels were hand-corrected using the PropBank anndhis decision is made based on the current predic-
tation scheme. The child-directed speech trainintjons of the classifier. Given a sentence with multi-
set consists of about 8300 tagged arguments ovgle animate nouns, the classifier predicts a label for
4700 sentences, of which a majority had a singleach, and the one with the highest score for AO is
verb and two labeled nouhsThe annotator agree- declared the true agent and the rest are classified as
ment on this data set ranged between 95-97% at then-agent. Note that we cannot apply role unique-
level of arguments. In the current paper these rolaess to the Al (not AO) role, given that this label en-
tagged examples provide a comparison point for theompasses multiple non-agent roles. This feedback
utility of animacy-based feedback during training. scheme, allowing at most one agent per sentence, re-
Our BabySRL did not receive these handduces the number of AO examples and increases the
corrected semantic roles during training. Insteadiumber of A1 examples to 3019 A0 and 3699 Al.
for each train_ing example it ge_nerated its own feedz_2 Feature Sets
back based in part on an animacy table. To ob-
tain the animacy table we coded the 100 most frelhe basic feature we propose is the noun pattern fea-
quent nouns in our corpus (which constituted les&ire (NPattern). We hypothesize that children use
than 15% of the total number of nouns, but 6594h€ number and order of nouns to represent argument
of noun occurrences). We considered 84 of thesgructure. The NPattern feature indicates how many
nouns to be unambiguous in animacy: Personal prouns there are in the sentence and which noun the
nouns and nouns referring to people were coded f#&get is. For example, in the two-noun sentence
animate (30). Nouns referring to objects, body partsPid you see it?’, ‘you’ has a feature active indicat-
locations, and times, were coded as inanimate (54'51_9 that it is the first noun of two. Likewise, for ‘it’ a
The remaining 16 nouns were excluded because thg;,ature is active indicating that it is the second of two
were ambiguous in animacy (e.g., dolls, actions). houns. This feature is easy to compute once nouns

We test 3 levels of feedback representing incread! identified, and does not require fine-grained part-
ing amounts of linguistic knowledge used to gener?f-SPeech distinctions. _
ate internal interpretations of the sentences. Using \We compare the noun pattern feature to a baseline
the animacy table, Animacy feedbadkegdback )  lexical feature set (Words): the target noun and the
was generated as follows: for each noun in training’,OOt form of the predicate. The NPattern feature set
if it was coded as animate it was labeled AO, if it wadhcludes lexical features as well as features indicat-
coded as inanimate it was labeled A1, otherwise n@9 the number and order of the noun (first of two,
feedback was given. Because of the frequency of afiecond of three, etc.). With gold-standard role feed-
imate nouns this gives a skewed distribution of 409ack, (Connor et al., 2008) found that the NPattern
animate agents and 1337 inanimate non-agents. feature allowed the BabySRL to generalize to new

(Feedback 2 builds on Feedback 1 by adding an-verbs: it increased the system’s tendency to predict
other linguistic constraint: if a noun was not foundnat the first of two nouns was A and the second of

in the animacy-table and there is another noun in tH4/© Nouns Al for verbs not seen in training.
sentence that is labeled A0, then the unknown noun 10 the extent that in child-directed speech the first
is an Al. In the training set this adds non-agerfRf tWO nouns tends to be an agent, and agents tend
training examples, yielding 4091 A0 and 2627 A1l0 be animate, we anticipate that with the NPat-
examples. tern feature the BabySRL will learn the same thing,
Feedback 1 and Feedback 2 allow two nouns ifive€N when provided with internally-generated feed-

a sentence to be labeled with ABeedback 3pre- back based on animacy._ In Connor et al. (2008) we
showed that, because this NPattern feature set repre-

Corpus available athttp://I2r.cs.uiuc.edu/ sents only the number and order of nouns, with this
~ cogcomp feature set the BabySRL reproduced the errors chil-
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Algorithm BABY SRL TRAINING of transitive and two-noun intransitive test sentences

INPUT: Unlabeled Training Sentences ; _ ii _
OUTPUT: Trained Argument Classifier diverged, becausg thg gold-standard training sup
ported the generalization that pre-verbal nouns tend
For each training sentence . to be agents, and post-verbal nouns tend to be pa-
Generate Internal Feedback:Find interpreted meaning . . L.
Feedback 1:Apply Animacy Heuristic tients. In the present paper we include the VPosition
For each argument in the sentence (noun) feature for comparison to Connor et al. (2008).
If noun is animate— mark as agent
If noun is inanimate— mark as non-agent 23 Testing
else leave unknown
end To evaluate the BabySRL we tested it with both a
Feedback 2:Known agent constraint held-out sample of child-directed speech, and with
Beginning with Feedback 1 constructed sentences containing novel verbs, like

If an agent was found

Mark all unknown arguments as non-agent those used in the experiments with children de-

scribed above. These sentences provide a more

Feedback 3:Unique agent constraint stringent test of generalization than the customary

Beginning with Feedback 2 .

If multiple agents found test on a held-out section of the data. Although the
Find argument with highest agent prediction held-out section of data contains unseen sentences,
Leave this argument an agent, mark rest as non-agent . .

it may contain few unseen verbs. In a held out sec-
Train Supervised Classifier tion of our data, 650 out of 696 test examples contain
Present each argument to classifier b that t d in traini Th f
Update if interpreted meaning does not match aver at was encountered In training. erefore,
classifier prediction the customary test cannot tell us whether the system
end generalizes what it learned to novel verbs.

All constructed test sentences contained a novel
verb (‘gorp’). We constructed two test sentence tem-
plates: ‘A gorps B’ and ‘A and B gorp’, where A and

(a) Training

Algorithm BABY SRL TESTING
INPUT: Unlabeled Testing Sentences

OuTpPUT: Role labels for each argument B were replaced with nouns that appeared more than
twice in training. For each test sentence template we
For each test sentence i
Predict roles for each argument built a test set of 100 sentences by randomly sam-
Test Inference: pling nouns in two different ways described next.

Find assignment to whole sentence with highest sum of . . . . .
predictions that doesn't violate uniqueness constrajnt Full distribution : The first nouns in the test sen-

end tences (A) are chosen from the set of all first nouns
in our corpus, taking their frequency into account
when sampling. The second nouns in the sentences

Figure 1: BabySRL training and testing procedures. In(B) are chosen from the set of nouns appearing as

ternal feedback is generated using animacy plus optionggcond nouns in the senten.ce of our corpus. This
constraints. This feedback is fed to a supervised learningay of sampling the nouns will maximize the SRL's
algorithm to create an agent-identification classifier.  test performance based on the baseline feature set

of lexical information alone (Words). This is so be-

cause in our data many sentences have an animate
dren make as noted in the Introduction, mistakenlfirst noun and an inanimate second noun. Based on
assigning agent- and non-agent roles to the first aidese words alone the SRL could learn to predict an
second nouns in intransitive test sentences contaiA0-Al role sequence for our test sentences. Nev-
ing two nouns. In the present paper, the linguistiertheless, we expect that when the BabySRL is also
constraints provide an additional cause for this egiven the NPattern feature it should be able to per-
ror. In addition, as a first step in examining recovform better than this high lexical baseline.
ery from the predicted error, Connor et al. (2008) Two animate nouns In these test sentences the
added a verb position feature (VPosition) specifyind\ and B nouns are chosen from our list of animate
whether the target noun is before or after the verlmouns. We chose nouns from this list that were
Given these features, the BabySRL's classificatiofairly frequent (ranging from 8 to 240 uses in the

(b) Testing
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corpus), and that occurred roughly equally as the Feedback Words +NPattern
first and second noun. This mimics the sentences1. Just Animacy 0.72 0.73
used in the experiments with children (e.g., “The| 2. + non AO Inference 0.74 0.75
girl is kradding the boy!"). The lexical baseline sys- | 3. + unique A0 bootstrap 0.70 0.74
tem’s tendency to assign an A0-A1l sequence to theselO Gold 0.43 0.47
nouns should be much lower for these test sentences100 Gold 0.61 0.65
We therefore expect the contribution of the NPattern 1000 Gold 0.75 0.76

feature to be more apparent in these test sentences.

The test sentences with novel verbs ask whethdf2'€ L: Agent identification results (AO F1) on held-
out sections of the Sarah Childes corpus. We compare

the clas§|f|er transfers its learning about <'?‘rgume%tclassifier trained with various amounts of gold labeled

role assignment to unseen verbs. Does it assurggia (averaging over 10 different samples at each level

the first of two nouns in a simple transitive sentencef data). For noun pattern features the internally gener-

(A gorps B’) is the agent (AO) and the second isated bootstrap feedback provides comparable accuracy to

not an agent (A1)? In (Connor et al., 2008) wdraining with between 100-1000 fully labeled examples.

showed that a system with the same feature and rep-

resentations also over-generalized this rule to two-

noun intransitives (‘A and B gorp’), mimicking chil-

dren’s behavior. In the present paper this error isrNPattern) when tested on a held-out section of

over-determined, because the classifier learns onliye Sarah Childes corpus section 84-90, recorded

an agent/non-agent contrast, and the linguistic coat child ages 3;11-4;1 years. Agent identification

straints forbid duplicate agents in a sentence. Howased on lexical features is quite accurate given an-

ever, for comparison to the earlier paper we test olifnacy feedback alone (Feedback 1). As expected,

system on the ‘A and B gorp’ sentences as well.  pecause many agents are animate, the animacy tag-
ging heuristic itself is useful. As linguistic con-

3 Experimental Results straints are added via non-A0 inference (Feedback

ZQ, performance increases for both the lexical base-

Our e.xper.lments use internally-generated feedba(ﬁne and NPattern feature-set, because the system ex-
to train simple, abstract structural features: the . .
periences more non-A0 training examples.

NPattern features that proved useful with gold-

s_tandard training in Connor et al. ,(200_8_)' .Se(.:- When the unique AO constraint is added (Feed-
tion 3.1 tests the system on agent-identification 'Back 3), the lexical baseline performance decreases,
held-out sentencesf from the corpus, and. demOBécause for the first time animate nouns are being
strates that the animacy-based feedback is usef gged as non-agents. With this feedback the NPat-
yielding SRL performance comparable to that of g, featyre set yields a larger improvement over lex-
system trained with 1000 sentences of gold-standajd,| p4seline, showing that it extracts more general
feedback. Section 3.2 presents the critical novel,yems. we discuss the source of these feedback
verb test data, demonstrating that this system replisterances in the novel-verb test section below.
cates key findings of (Connor et al., 2008) with no
gold standard feedback. Using only noisy internally- \ye compared the usefulness of the internally-
generated feedback, the BabySRL learned that thgnerated feedback to gold-standard feedback by
first of two nouns is an agent, and generalized thigaining a classifier equipped with the same features
knowledge to sentences with novel verbs. on labeled sentences. We reduced the SRL labeling
i i for the training sentences to the binary agent/non-
3.1 Comparing Self Generated Feedback with agent set, and trained the classifier with 10, 100,
Gold Standard Feedback or 1000 labeled examples. Surprisingly, the simple
Table 1 reports for the varying feedback schemefeedback derived from 84 nouns labeled with ani-
the AO F1 performance for a system with either lexmacy information yields performance equivalent to
ical baseline feature (Words) or structural featureBetween 100 and 1000 hand-labeled examples.
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Full Distribution Nouns Animate Nouns
Feedback Words NPattern VPosition Words NPattern VPosition
‘A gorps B’
1. Animacy 0.86 0.86 0.87 0.76 0.79 0.70
2. + non AO Inference 0.87 0.92 0.90 0.63 0.86 0.85
3. + unique A0 bootstrap 0.87 0.95 0.89 0.63 0.82 0.66
‘A and B gorp’
1. Animacy 0.86 0.86 0.84 0.76 0.79 0.68
2. + non AO Inference 0.87 0.92 0.85 0.63 0.86 0.66
3. + unique A0 bootstrap 0.87 0.95 0.86 0.63 0.82 0.63

Table 2: Percentage of sentences interpreted as agen¥itét-Al) by the BabySRL when trained on unlabeled data
with the 3 internally-generated feedback schemes destitbthe text. Two different two-noun sentence structures
were used (‘A gorps B’, ‘A and B gorp’), along with two diffefemethods of sampling the nouns (Full Distribution,
Animate Nouns) to create test sets with 100 sentences each.

3.2 Comparing Structural Features with the A and B nouns in these test sentences reproduce
Lexical Features the learned distribution. Also as predicted, given this
simple feedback, the additional higher-level features
The previous section shows that the BabySR{NPattern, VPosition) do not improve much upon
equipped with simple structural features can usthe lexical baseline. This is due to the strictly lexical
internally generated feedback to learn a simplaature of the animacy feedback: each lexical item
agent/non-agent classification, and apply it to unte.g., 'you’ or 'it’) will always either be animate or
seen sentences. In this section we probe what tivganimate and therefore either AO or Al. Therefore,
SRL has learned by testing generalization to new this case lexical features are the best predictors.
verbs in constructed sentences. Table 2 summarizesa|so as expected, higher-level features (NPat-

these experiments. The results are broken down bogyn, and VPosition) improve performance with a
by what sentence structure is used in test (‘A gorpg;ore sophisticated self-generated feedback scheme.
B, ‘A and B gorp’) and how the nouns ‘A" and Adding inferred feedback to label unknown nouns
‘B’ are sampled (Full Distribution, Animate Nouns). s A1 when the sentence contains a known animate
The results are presented in terms of %A0AL: thfoun (Feedback 2) decreases the ratio of A0 to non-
percentage of test sentences that are assigned gflarguments. This feedback is less lexically deter-
Agent role for ‘A’ and a non-Agent role for ‘B’. mined: for nouns whose animacy is unknown, feed-
For the transitive ‘A gorps B’ sentences, AOA1 isback will be provided only if there is another ani-
the correct interpretation; A should be the agent. Agate noun in the sentence. This leaves room for the
predicted, when A and B are sampled from the fulbstract structural features to play a role.
distribution of nouns, simply basing classification on Next we test a form of the unique-A0 constraint.
the Words feature-set already strongly predicts this (Feedback 3), in addition to the non-AQ inference
AOA1 ordering for the majority of cases. This is be-added in (Feedback 2), the BabySRL intelligently
cause the data (language in general, child directesttlects one noun as A0 in sentences with multiple
speech in particular here) are naturally distributednimate nouns. With this feedback we see a striking
such that particular nouns that refer to animates tendcrease in test performance based on the noun pat-
to be agents, and tend to appear as first nouns, atein features over the lexical baseline. In principle,
those that refer to inanimates tend to be non-ageritsis feedback mechanism might permit the classifier
and second nouns. Thus, a learner representing sém-start to learn that animate nouns are not always
tence information in terms of words only succeedagents. Early in training, the noun pattern feature
with full-distribution A gorps B’ test sentences evenlearns that first nouns tend to be animate (and there-
with the simplest animacy feedback (Feedback 1jpre interpreted as agents), and it feeds this informa-
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tion back into subsequent training examples, gerhe test sentences containing two animate nouns.
erating new feedback that continues to interpret d3espite this high baseline, however, because lexical
agents those animate nouns that appear first in séeatures alone cannot determine if ‘A’ or ‘B’ should
tences containing two animates. be the agent, we are able to see more clearly the im-

For the nouns sampled from the full distributionprovement gained by including structural features.
we see that structural features improve over the lex- Regardless of our testing scheme, we see that as
ical baseline despite the high performance of ththe feedback incorporates more information, both
lexical baseline. This finding tells us that simpleadded linguistic constraints and the SRL's own prior
representations of sentence structure can be udearning, the noun pattern structural feature is better
ful in learning to interpret sentences even with nased to identify agents beyond the lexical baseline.
gold-standard training. Provided only with sim-The largestimprovement over this lexical baseline is
ple internally-generated feedback based on animacoyptained by combining knowledge of animacy with
knowledge and linguistic constraints, the BabySRIla single-agent constraint and bootstrapping predic-
learned that the first of two nouns tends to be ations based on prior learning.
agent, and the second of two does not.

The results for the ‘A B gorp’ test sentences# Conclusion and Future Work

demonstrate an important way in which prediction% . . .
. . . Conventional approaches to supervised learning re-
based on different simple structure representations

can diverge. As expected, the NPattern featur uire creating large amounts of hand-labeled data.

o his is labor-intensive, and limits the relevance of
makes the same overgeneralization error seen ?ﬁ/

children and the system in (Connor et al., 2008). e work o the study of how children learn lan-

However, when the VPosition feature is added, dif-ages. Children do not receive perfect feedback

ferent results are obtained for the ‘A gorp B’ andabout sentence interpretation. Here we found that

‘A and B gorp’ sentences. The SRL predicts Ll simple SRL classifier can, to a surprising de-

AOAL for ‘A and B gorp’ (it cannot predict the ex- gree, attain performance comparable to training with

: 1000 sentences of labeled data. This suggests that
pected AOAO because of the uniqueness constrai .
used in test inference). ully labeled training data can be supplemented by a

Next, we replicate our findings by performing thecombmaﬂon of simple world knowledge (animates

same experiments with test sentences in which bomake good agents) and linguistic constraints (each

‘N and ‘B’ are animate. Because lexical featuresverb has only one agent). The combination of these

alone cannot determine if ‘A or ‘B’ should be the sources provides an informative training signal that

L " o allows our BabySRL to learn a high-level seman-
agent, it is a more sensitive test of generalization.

When we look at the lexical baseline for animatetIC task and generalize beyond the training data we

. . I%rovided to it. The SRL learned, based on the dis-
sentences, the agent-first percentage is lower com-

o tribution of animates in sentences of child-directed
pared to the full distribution results, because the .
. speech, that the first of two nouns tends to be an
word features indicate nearly evenly that both noun . .
) agent. It did so based on representations of sentence
should be agents, so the Words baseline model mu : .
structure as simple as the ordered set of nouns in

rely on small, chance differences in its expenenCﬁ]e sentence. This demonstrates that it is possible to

with particular words. This percentage is still well . .

.learn how to correctly assign semantic roles based
above chance due to the method used to apply '%_n these very simple cues. This together with exper-
ference during testing. Recall that the classifier uses y simp ' 9 P

predicate-level inference at test to ensure that Onlmental work (.g. (Fisher, 1996) suggests that such

one argument is labeled AO. This inference is imple- presentations might _play arole in children’s early
. sentence comprehension.

mented using a beam search that looks at arguments

ina flxeo_l order an_d roles from AO up.. Thus in theACknowledgments

case of ties there is a preference for first seen solu-

tions, meaning AOAL in this case. This bias has @&his research is supported by NSF grant BCS-

large effect on the SRL's baseline performance wit8620257 and NIH grant R0O1-HD054448.
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