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Preface

It is with great pleasure that we present the current volume of papers accepted for presentation at
the Ninth International Workshop on Tree Adjoining Grammar and Related Formalisms (TAG+9).
We would like to acknowledge the authors who submitted to TAG+9 and the members of the program
commitee who reviewed the submissions; this meeting would not be possible without their hard work.
We would like to thank our invited speakers, Uwe Monnich and Stuart Shieber, for their participation
and offering support to this meeting.

A valuable addition to the TAG+9 meeting is the tutorial program on various aspects of TAG, which
was organized by Laura Kallmeyer. The tutorial features Eric de la Clergerie, Denys Duchier, Robert
Frank and Maribel Romero. We would like to acknowledge their effort in fostering new interest in
TAG and more generally in formal research into natural language.

Funding for TAG+9 was provided by the German Research Foundation (DFG). Laura Kallmeyer
was not only responsible for securing this funding, but also was in charge of hosting TAG+9 at the
University of Tiibingen. Together with Timm Lichte and Wolfgang Maier, Laura Kallmeyer handled
the local organisation of the meeting and the preparation of the proceedings. Their contributions to
TAG+9 have been invaluable.

As at previous TAG+ workshops, the topics addressed by the presentations belong to diverse areas
of research: mathematics of grammar formalisms and parsing, the syntax and semantics of natural
languages, compact grammar representations and grammar engineering, and the relation between
TAG and other grammar formalisms. By bringing together these different topics under the common
theme of Tree Adjoining Grammars, the workshop promises to be a venue for interesting discussion
of the latest research in this area.

TAG+9 received submissions from all over the world. We were able to accept 22 out of the 29
abstract submissions to the workshop. This volume contains the 22 research papers that will be
presented at TAG+9. They are divided into two parts; the first part covering the 11 papers that are to
be deliverd in oral presentations and the second part covering the 11 papers that are to be presented as
posters.

Claire Gardent and Anoop Sarkar
Program co-Chairs for TAG+9
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Binding Theory in LTAG

Lucas Champollion
Department of Linguistics
619 Williams Hall
University of Pennsylvania
Philadelphia, PA 19104-6305
champoll@ling.upenn.edu

Abstract

This paper provides a unification-based
implementation of Binding Theory (BT)
for the English language in the framework
of feature-based lexicalized tree-adjoining
grammar (LTAG). The grammar presented
here does not actually coindex any noun
phrases, it merely outputs a set of con-
straints on co- and contraindexation that
may later be processed by a separate
anaphora resolution module. It improves
on previous work by implementing the full
BT rather than just Condition A. The main
technical innovation consists in allowing
lists to appear as values of semantic fea-
tures.

1 Introduction

BT (see Biiring (2005) for a recent overview) ac-
counts for the distribution of reflexives, pronouns,
and full noun phrases.

The focus of this paper is on implementing all
binding conditions in the classical formulation by
Chomsky (1981) in a toy LTAG grammar of En-
glish. At first sight, this poses a problem for LTAG
since at least Condition C makes reference to po-
tential antecedents that may lie outside LTAG’s lo-
cal domain (the verbal elementary tree, see Frank
(2002)). Even in the case of Conditions A and B,
the local domains of BT and of LTAG do not al-
ways correspond: a local domain for the purposes

'This paper uses the term reflexive to denote a word like
himself subject to Condition A (excluding reciprocals, which
are not treated in this paper). The term pronoun is used for
words like him that are subject to Condition B.

of BT may encompass more than just a verbal el-
ementary tree, as shown by binding into adjuncts
and binding of ECM subjects.

In all these cases, information on potential an-
tecedents has to be transmitted across several ele-
mentary tree boundaries. This is analogous to the
“missing link” problem well known in LTAG se-
mantics. The analysis advocated here adopts the
solution to the missing link problem introduced in
Gardent and Kallmeyer (2003), in that information
is transmitted across tree boundaries by repeated
use of feature unification, as opposed to e.g. mul-
ticomponent sets.”> Features also provide the ex-
pressive power required to encode cases in which
the structural configuration does not correspond to
classically defined c-command at the surface level
(the only syntactic level available in LTAG), such
as binding into PPs that adjoin at VP (John saved
Mary; from herself;) (Pesetsky, 1995) or topical-
ization (Himself;, he; likes.).

2 Previous Work

There are two previous attempts at implementing
BT in LTAG syntax: Ryant and Scheffler (2006)
and Kallmeyer and Romero (2007). Both restrict
themselves to Condition A.3

Ryant and Scheffler (2006) propose a multi-
component lexical entry for reflexives and recip-
rocals. One of the components is the reflexive and

2(Kallmeyer and Romero, 2004; Kallmeyer and Romero,
2008) analyze a wide variety of semantic phenomena in En-
glish, using a notational variant of Gardent and Kallmeyer
(2003). Once list-valued features are adopted (see below), the
present analysis is compatible with all incarnations of their
framework.

3See also Steedman (2000) for an early account that mixes
LTAG and CCG and introduces a level of logical form to han-
dle both binding and semantics.
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the other one is a degenerate NP tree which has
no phonological content and which adjoins into
its antecedent. Tree-local MCTAG (Weir, 1988)
together with flexible composition (Joshi et al.,
2007) and a number of specialized constraints con-
cerning subject interveners and c-command ensure
that the structural configuration in which the two
components stand corresponds exactly to the local
domain of standard BT.

Kallmeyer and Romero (2007) use almost the
same approach but allow the degenerate tree to
tree-locally adjoin directly into the host tree (i.e.
the tree into which the reflexive and its antecedent
substitute). This is achieved by changing the la-
bel of the degenerate tree from “NP” to “VP”” and
making sure that the host tree will always con-
tain a VP node for each potential antecedent. Fea-
tures on the relevant places of the host tree propa-
gate the individual variable from the antecedent to
the reflexive via the degenerate tree. This move
is an attempt to avoid flexible composition and
to show that “tree-local MCTAG display exactly
the extended domain of locality needed to account
for the locality of anaphora binding in a natural
way” (Kallmeyer and Romero, 2007).

3 This Proposal

This analysis uses the standard framework of
feature-based LTAG (Vijay-Shanker, 1987), that
is: Each node n has (possibly empty) top and bot-
tom feature structures. If n is a substitution slot,
then its bottom feature structure must be empty.
Substituting a tree with root  into n will trigger
unification of the top feature structures on n and
r. If n is an adjunction site, then adjoining a tree
with root 7 and foot node f into n will unify the
top features on n and r, and separately, the bot-
tom features on n and f. Finally, for any node n
on which neither substitution nor adjunction takes
place throughout the derivation, the top and bot-
tom feature structures on 7 are unified.

The only way in which this analysis extends
the standard framework consists in using lists
as values of features (as in HPSG, Pollard and
Sag (1994)), as well as simple list operations such
as creating a list from one ((-)) or two ({-,-)) el-
ements, adding elements (::), and appending a list
to another one (U). All these operations can be
given computationally tractable implementations.
Allowing lists (or sets) as values of features may

(A) NP Bot .,

T T

|:?A lo(:u,l:|

himself
| if ocall A() then o € [ocal |

(B) NP g, \

T X

|:?B local :|

he
(C) NP Bot

1
?A [local
c

John
| @ ¢ Toca) U faonlocal) |

Figure 1: Noun phrases

perhaps look like a theoretically undesirable step.
But this move seems unavoidable if potential an-
tecedents of a noun phrase are to be encoded com-
pactly in the output of the grammar. This in turn is
necessary in order to avoid a combinatorial explo-
sion of indexations (see Section 7).

Through the features on its root node, every
noun phrase receives several items from the tree
it attaches to (Branco, 2002): a list A of potential
local antecedents for the purpose of condition A,
a list B of potential local antecedents for the pur-
pose of condition B, and a list C of potential nonlo-
cal antecedents. (Keeping two separate lists A and
B is necessary since there exist environments in
which reflexives and pronouns are not in comple-
mentary distribution, as will be discussed later.)*

As is independently needed for semantic pur-
poses (Gardent and Kallmeyer, 2003; Kallmeyer
and Romero, 2008), every noun phrase provides
a different [INDIVIDUAL VARIABLE) to its envi-

“A fourth BT constraint, Condition Z, has been proposed
for long-distance reflexives (LDRs): “a LDR must be (locally
or nonlocally) bound” (Xue et al., 1994). A reviewer remarks
that unlike condition C items, LDRs may sometimes accept
only subject antecedents, or only within the domain of sub-
junctive tense. To the extent that such restrictions cannot be
locally checked on the antecedent, a fourth list may need to
be introduced. See Section 6.

Proceedings of The Ninth International Workshop on Tree Adjoining Grammars and Related Formalisms
Tiibingen, Germany. June 6-8, 2008.



Binding Theory in LTAG

S Top[lc < >}
BOt{?C ]

introduces

NP| Top"

VP
7 PP
'A < sbj > /\
LERICCID)
c | ' ([, [
to 'B < sbj| [obj >
'c

NP/ Top

Figure 2: Finite ditransitive verb

ronment. Note that these variables do not corre-
spond to BT indices, as each of them is assumed to
be unique to its noun phrase even if another noun
phrase ends up having the same referent. (This can
be achieved by renaming before parsing starts.)
They are thus more comparable to the reference
markers of DRT (Kamp and Reyle, 1993). Finally,
every noun phrase is associated with pseudocode
that states the applicable BT condition (Fig. 1).> It
is assumed that a separate resolution module will
interpret this pseudocode in the obvious way. Take
for example the statement for reflexives:

if [local] # () then z € [local] (1)

This statement constrains the resolution module
to equate the variable x with one of the members
of the value of [local], provided that that value is
not the empty list.® (This analysis does not use the
order of the lists, but the grammar could be set up

*Metavariables in the feature structures have been given
names like sbj, rather than just numbers as usual. Also, the
direction of information flow has been indicated by annotat-
ing features that receive information from another tree with
? and features that send information to another tree with !.
These annotations are only there for clarity of exposition and
have no formal significance.

®This formulation implements the idea of exemption (Pol-
lard and Sag, 1992; Pollard and Sag, 1994): A reflexive has to
be bound locally only if its local domain is not empty. Reflex-
ives whose domain is empty are argued there to fall outside of
the scope of syntactic BT. Examples are reflexives within pic-
ture NPs in subject position. The following example is from
Pollard and Sag (1992):

to use it to rank potential antecedents according to
recency or grammatical prominence for the benefit
of the resolution module.)

The rest of the grammar is responsible for pro-
viding the correct A, B and C lists to the noun
phrase substitution slots. The next two sections
describe how this is done in the verbal and nomi-
nal domains, respectively.

4 The Verbal Domain

In the standard case, the verb tree will collect the
variables from its substitution slots and include
them into A and B lists at these same substitution
slots as appropriate (Fig. 2).

C lists are transmitted across clauses via their
root nodes. If a verbal tree is a subordinate clause,
then its C list is supplied by the matrix verb via
the bottom feature on its S node. If it is a matrix
clause, then the top and bottom features on its S
node will unify and cause its C list to be empty. If
(2) a. John; was going to get even with Mary. That picture

of himself; in the paper would really annoy her, as
would the other stunts he had planned.

b. Mary was quite taken aback by the publicity John;
was receiving. *That picture of himself; in the paper

had really annoyed her, and there was not much she
could do about it.

Besides illustrating that BT-exempt himself may find its
antecedent across sentences, this example also shows that
the licensing conditions on BT-exempt himself are subject to
nonsyntactic restrictions. For this reason, they have been set
aside in this paper.

Proceedings of The Ninth International Workshop on Tree Adjoining Grammars and Related Formalisms
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S
BOT?C ]
7 [sbj VP
Vv S* Bor
‘¢ [n]:: [sbd]
claims 'Ecm ()

Figure 3: Sentential complement verb

a verbal tree subcategorizes for a sentential com-
plement, then it appends its own argument(s) to its
C list and makes the result available to the senten-
tial complement (Fig. 3).

A special case are ECM verbs. The subject of
an ECM verb is in the local domain of the subject
of the verb’s complement clause (John; believes
himself; to be the best candidate). However, due
to the LTAG version of the theta criterion (Frank
and Kroch, 1995), the subject of the complement
clause belongs to the LTAG local domain of the
lower clause. ECM verbs therefore make their sub-
ject available via a special ECM feature (Fig. 4).
In non-ECM verbs, the value of the ECM feature
is the empty list (Fig. 3).

S
Bot[7c }
71 [sbj VP
‘A /\
'B
'c v S* Bot
NP| Top

e [nd::[sbd]
'‘eem ([sb4])

Figure 4: ECM verb

expects

Nonfinite verbs (Fig. 5) function like finite verbs
except for their subject position: If the matrix
clause is headed by an ECM verb, its subject will
be added to their A and B lists via the ECM fea-
ture. This gets the desired effect in John; expects
himself;/*him; to win the game.

LTAG’s local domain only encompasses the ar-
guments of a verb, not its adjuncts nor any rais-
ing verbs, because all recursion is factored away
into separate elementary trees (Frank, 2002; Joshi,

Bot 7¢
ECM

71 |sbj 'A <>
v ()
! bj2 ! ¥
i opl €

NP| Top~

Figure 5: Nonfinite transitive verb

2004). Verbs therefore have to extend their lo-
cal binding domain by propagating their A, B
and C values to trees that adjoin on the VP
spine,7. This includes raising verbs with PP com-
plements (Fig. 6) in order to derive John; seems
to himself;/*him; to be a decent guy®, and PP ad-
juncts (Fig. 7), in order to derive John; saved Bill;
JSrom himself; ;.

For those prepositions that take both reflexives
and pronouns as locally-referring complements
(John; wrapped a blanket around himself;/him;),
differing A and B lists are made available. In these
PP trees, the value of the B feature on the NP node
(the asterisk in Fig. 7) will be [b], while in those
PP trees that do not allow pronouns in this posi-
tion (John; speaks with himself;/*him;), the value
of that feature will be @.® Finally, the PP adjunct
tree carries an additional set of features on its root
node that enables local binding from one adjunct to
another, as in Mary spoke to Bill; about himself;.

"For clarity of exposition, the feature structures on the VP
spine have been omitted in the figures other than Fig. 5.

8See also Storoshenko (2006) for the syntax of this con-
struction in LTAG.

9The generalization (Marantz, 1984; Reinhart and Reu-
land, 1993) is that a locally referring PP complement may be
a pronoun only if the PP as a whole, rather than just the com-
plement, is assigned a thematic role. How to implement this
syntax-semantics interaction is left for future work.

Proceedings of The Ninth International Workshop on Tree Adjoining Grammars and Related Formalisms
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NP NP ;
Bot N Bot -
’B ’A
‘c ‘c [e]
N/\Pp Do NP -
pict‘ure P NP* 6‘1 B %[
‘ Bot ‘A 'C
of ‘s [2]
!C

Figure 8: Picture NP components

I
N
'B () Det ‘A [ [poss]
e | s ([2259] )
NP Tort ©
'?A @
B
I Top ‘c

|

VP
\% VP

\
seems
PP '

aw >
[ &R

© Ny T

Figure 6: Raising verb with PP complement

VP Bot

1
!

!

SIS
RIS

VP* PP
Bot A @]
75 /\
‘c P 7
\ 'A @
about g *
NP Top- ©

Figure 7: PP adjunct. See text for an explanation
of the asterisk.

5 The Nominal Domain and Picture NPs

Complex NPs (Fig. 8) allow possessors (“John’s
friend”).  Following the syntactic analysis of
(Kallmeyer and Scheffler, 2004; Kallmeyer and
Romero, 2007), the “possessed” argument substi-

tutes into a tree anchored in ’s, which in turn ad-
joins into the possessor. The possessed argument
may, for example, be a simple noun'?, or a con-
stituent that contains an NP complement, such as
“picture of X”, where X can be any NP. Following
the same authors, this constituent is analyzed as an
NP tree whose yield is X, and into whose root a
“picture of ” tree is adjoined.

Both possessors and picture NP complements
behave nonuniformly with respect to the different
binding conditions.!! Possessors count as locally
bound within their clause only for the purpose of
condition A, but not B (Huang, 1983):

(3) a. They; saw each other;’s friends.
b. John; saw his; friend.

As for picture NP complements, for the purpose
of condition A, their local domain includes the c-
commanding arguments of the verb (here: the sub-
ject) and the possessor:!2

(4) a. John; finally saw Mary’s picture of
himself;.
b. Mary finally saw John;’s picture of
himself;.

For the purpose of condition B, however, the lo-
cal domain of a picture NP complement only in-
cludes the possessor:

10Because the label of the argument slot is NP and not N,
this possibility is actually wrongly ruled out. This defect is
a part of the syntactic analysis imported here from the litera-
ture.

11S0-called exempt reflexives like John; thinks that the pic-
tures of himself; are horrid are discussed in fn. 6.

12The example sentences in the rest of this section are taken
from a series of experiments (Keller and Asudeh, 2001; Run-
ner et al., 2002; Runner, 2003), as discussed in Jaeger (2004).
Note that local binding across possessors as in (4a) is incor-
rectly reported (and predicted) to be ungrammatical in many
treatments of BT, including Kallmeyer and Romero (2007).
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(5) a. John; finally saw Mary’s picture of him;.
b. *Mary finally saw John;’s picture of him,.

These facts are straightforwardly represented by
the values of the A and B features on the NP com-
plement node of the “’s” tree.

Of course, picture NPs can also occur without a
possessor. Again, the local domain of the picture
NP complement includes the c-commanding argu-
ments of the verb for the purpose of condition A,

but not condition B.
(6) John; found a picture of him;/himself;.

In other words, whether or not a possessor is
present, both pronouns and reflexives may be the
complement of a picture NP and be bound by the
subject.!3 This is modeled by letting the deter-
miner trees pass on only the A but not the B list.

6 Other Constraints on Anaphora

Apart from the Chomskyan binding conditions,
there are other syntactic constraints on anaphoric
relations, including agreement (7) and accessibil-
ity relations when the antecedent is a quantifier (8).

(7) *John; likes myself;/themselves;/herself;.

(8) Every man loves [a woman];. Her; name is
Mary. @>V,* >3

The implementation of these constraints is out-
side of the scope of BT and is therefore not treated
in this paper. Note, though, that the existence of
these constraints does not mean that the number of
lists passed around needs to be multiplied, as long
as the constraints apply in addition to the bind-
ing conditions and can be locally computed and
passed on to the anaphora resolution module.'*
For example, it is not necessary to keep separate
lists of potential first, second, and third person an-
tecedents since it is possible to check locally on
the antecedent whether it has a given person fea-
ture. As for accessibility constraints of quantifiers,

1t is possible to make the pronoun less acceptable in this
position by changing the sentence so that the subject is more
likely interpreted as a creator of the picture NP, for exam-
ple by using a verb of creation: John; painted a picture of
himselfi/#him;. As (Jaeger, 2004) shows by experiment, this
effect also occurs if a possessor is present, and it can even be
triggered by merely changing the subject to a salient creator.
Thus, it is not (or at least not primarily) syntactic in nature.

"“Thanks to an anonymous reviewer for raising this point.

these constraints interact with scope, and can be
integrated with scope resolution by using under-
specified dynamic semantics in the style of Koller
and Niehren (2000).

7 Improvements on Previous Work

The present account improves on previous BT
implementations in LTAG (Ryant and Scheffler,
2006; Kallmeyer and Romero, 2007) in a number
of ways:

1) All conditions are implemented. The pre-
vious approaches only implemented Condition A
and do not generalize well to the other conditions.
For example, consider Condition B: The degener-
ate tree that picks out the antecedent of a pronoun
would have to adjoin nonlocally and be barred
from adjoining locally.

2) It is well known (Fong, 1990) that a sentence
with n (independent) noun phrases corresponds to
an exponential number of referentially distinct in-
dexations. Therefore, it becomes crucial to avoid
producing a separate parse tree for every possi-
ble indexation. Unlike the previous approaches, a
parser that uses the present grammar on unindexed
input will return a compact set of constraints on
co- and contraindexation, rather than an exhaustive
forest of indexed trees. This constraint set can then
be sent to an anaphora resolution module. Thus,
the present approach integrates well with compu-
tational approaches to coreference resolution. This
insight has been taken from Branco (2002), who
provides an HPSG implementation similar to the
present one.

3) Mismatches between BT’s and LTAG’s local
domains are encoded using the feature mechanism.
There is no need to resort to nonstandard exten-
sions of the framework such as flexible composi-
tion or subject intervention constraints, as Ryant
and Scheffler (2006) do. Two examples of such
mismatches are ECM verbs and binding into ad-
juncts. The latter poses a problem for Kallmeyer
and Romero (2007), who would have to introduce
flexible composition to handle it — the very same
operation that their analysis was designed to avoid.

4) Binding from possessors into picture NPs
(John;’s picture of himself;) is problematic for the
analysis in Kallmeyer and Romero (2007), as the
host tree for the possessor (in this case, the tree
anchored in ’s) would have to contain a VP (or S)
node so that the antecedent tree for himself can
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adjoin into it. But apart from stipulation, no such
node is present in the ’s tree. For the present anal-
ysis, this case raises no particular problem.

5) Each noun phrase introduces only one tree.
Previous approaches stipulated that every reflex-
ive introduces a set of two trees, one of which is
degenerate and lacks independent syntactic moti-
vation. Cf. an analogous move in the analysis of
quantifiers (Gardent and Kallmeyer, 2003).

6) Finally, there is no need to stipulate any lex-
ical ambiguity. Previous approaches required two
separate lexical entries for each reflexive in order
to handle special cases of ECM (Kallmeyer and
Romero, 2007) or extraction (Ryant and Scheffler,
2006). ECM has been discussed above. As for ex-
traction, (Himself;, he; likes.), due to the inverted
c-command relation, it could previously (Ryant
and Scheffler, 2006) only be handled by an ad hoc
lexical entry for the reflexive. In contrast, in the
present analysis, object slots can simply be made
to carry identical features in base (e.g. Fig. 5) and
extraposed (Fig. 9) position. More generally, the
notion of c-command plays no role in the present
implementation. This is actually an advantage,
given that c-command as classically defined is not
empirically adequate for BT purposes (Pollard and
Sag, 1992; Pollard and Sag, 1994), even less so
in a system like LTAG which does not make D-
Structure or LF available as additional levels on
which c-command relationships could be checked.

S/
1
ta ([sbd])
'B < sbj >
NP Topl ©

Figure 9: Transitive verb with extraposed object

8 Conclusion

The analysis presented in this paper implements
binding conditions A, B, and C in LTAG. The non-
local behavior of Condition C, as well as mis-

matches between the LTAG and BT local domains,
do not align well with LTAG’s notion of locality.
The solution adopted here addresses this problem
by using feature unification to pass information
across boundaries of elementary trees. Following
Branco (2002), specification of binding constraints
has been kept apart from anaphora resolution.

This solution achieves descriptive adequacy at
the cost of stipulating a great number of features.
Admittedly, this method does not restrict the range
of crosslinguistic options very much. For exam-
ple, it would be easy to write a nonsensical gram-
mar in which reflexives must c-command (!) their
antecedents. Future work might look for concise
statements of the possible positions and values of
the features used here. The feature lists might
also provide the right kind of structure to define a
notion analogous to HPSG’s o-command (Pollard
and Sag, 1994). It appears promising to formulate
such statements within a metagrammar framework
(Kinyon et al., 2006).
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Abstract

Tree-Local ~Multi-Component TAGs
(called hereafter just MC-TAG for short)
are known to be weakly equivalent to
standard TAGs, however, they can de-
scribe structures not derivable in the
standard TAG. There are other variants
of MC-TAG, such as MC-TAG with (a)
flexible composition and (b) multiple ad-
joining of modifier (non-predicative)
auxiliary trees that are also weakly
equivalent to TAGs, but can describe
structures not derivable with MC-TAG.
Our main goal in this paper is to deter-
mine the word order patterns that can be
generated in these MC-TAG variants
while respecting semantic dependencies
in the grammar and derivation. We use
some word order phenomena such as
scrambling and clitic climbing to illus-
trate our approach. This is not a study of
scrambling or clitic climbing per se. We
do not claim that the patterns of depend-
encies that are derivable are all equally
acceptable. Other considerations such as
processing will also come into play.
However, patterns that are not derivable
are predicted to be clearly unacceptable.

1 Introduction

This paper examines the different word orders
that can be generated while maintaining the same
word to word dependencies using several exten-
sions of tree-local Multi-Component TAG (MC-
TAG). We find that when the system is enriched
to allow flexible composition, not all patterns can

be derived beyond two levels of embedding.
Flexible composition is the mirror operation to
adjoining; if tree a adjoins into tree P, the com-
bination can be alternatively viewed as tree 3
“flexibly” composing with tree o (Joshi et al.
2003, Kallmeyer and Joshi 2003). By enriching
MC-TAG with this perspective of adjoining,
some derivational steps which appear to permit
components from the same MC-set to combine
into different trees can be recast as abiding by
tree-locality. Tree-local MC-TAGs with flexible
composition have been investigated from the
point of view of understanding the range of
structures they can generate. Some of the phe-
nomena where flexible composition has been
useful include scope ambiguity and available
readings in nested quantifications (Joshi et al.
2003, Kallmeyer and Joshi 2003), complex noun
phrases in pied-piping and stranding of wh-
phrases (Kallmeyer and Scheffler 2004), and
binding (Ryant and Scheffler 2006). The full
range of flexibility that can be allowed without
going outside the weak generative capacity of
standard LTAG is not known yet. In this paper,
the flexible composition we explore is limited to
reverse adjoining at the root.

Our investigation also includes a look at the
effects of enforcing binary branching. The TAG
composition operations, substitution and adjoin-
ing are binary, in the sense that each operation
involves composing two trees into one, two
structures into one. However, there is another
dimension for this issue of binarization in TAG
which does not arise in other systems, such as
CFGs or Categorial Grammars, for example, as
these are essentially string rewriting systems. In
the case of TAG, we have a choice at the level of
the elementary trees. We can require all elemen-
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tary trees to be binary or we can allow some
elementary trees to be non-binary. We find that
binarizing the elementary trees results in addi-
tional nodes (in comparison to its non-binarized
counterpart), allowing additional patterns to be
derived in MC-TAG with flexible composition.'

Most of this paper is devoted to illustrating
our approach using scrambling in German. We
assume a single set of linguistic dependencies,
and we consider the possible word orders when
the dependencies are respected throughout the
derivation. Lastly, we take a preliminary look at
clitic climbing under the same approach.

2 German Scrambling

In subordinate clauses in Standard German, the
canonical order of verbs and their subject argu-
ments is a nested dependency order. However,
other orderings are also possible. For example,
in the case of a clause-final cluster of three verbs,
the canonical order is as given in (1),
NP;NP,NP3V3V,Vy, but all other permutations of
the NP arguments are also possible orderings.’

(1) NP; NP, NP; V; V, Vi

. . . Hans Peter Marie schwimmen lassen sah.

. . . Hans Peter Marie swim make saw
“...Hans saw Peter make Marie swim.”

However, with an additional level of embed-
ding, i.e. four NPs and four verbs, the situation is
less clear both linguistically and formally. Some
orderings, such as (2), are consistently taken to
be (more) acceptable, while others, such as (3)
are consistently dispreferred.

2) NP, NP; NP, NP; V, V3 V, V;
3) NP3 NP; NP, NP, V, V3 V, V;
Interestingly, just as natural language appears not
to permit all permutations of nouns at this deeper

level of embedding, so too does tree-local MC-
LTAG allow only certain permutations. (Becker

! Conversely, when binarization eliminates nodes, e.g. bi-
narizing a grammar that allowed nodes with a single non-
terminal daughter, binarization is expected to decrease the
possible derivations.

% Some permutations sound better with full NPs instead of
proper names. Examples can be found in (Rambow 1994).
Our purpose here is just to illustrate possible patterns.

et al.,,1991, Rambow 1994, Joshi et al., 2000).
Here, we closely examine the situation involving
three levels of embedding. Twenty four
orderings result from permuting the four nouns
while keeping the verb order fixed.> Our focus is
on making the formal predictions of a system
that allows flexible composition precise. The
linguistic dependencies we assume here are (a)
that between a verb and its NP argument and (b)
that between a verb and its VP argument. The
former is respected by the standard TAG
approach to verbs and their arguments: the set
anchored by V; includes a substitution node for
NP;. The latter is respected both by having a
VPi+ node in the set anchored by V; as well as
requiring the VP argument of V; to be Vi
throughout the derivation.” For example, tree sets
for V| and V; can only combine with one another
if one of them has combined with V, first. The
task at hand is to see which variants of MC-
LTAG derive which permutations, setting the
stage to compare whether the sequences that
require more powerful extensions align with
dispreferred sequences.

3  Tree-Local MC-TAG Extensions

We take tree-local MC-LTAG as our starting
point: all components belonging to the same MC-
set must combine into a single elementary tree.
In the linguistic context, there is always a con-
straint between the two components of an ele-
mentary tree set of an MC-TAG. Usually, there
is an implied “top” and “bottom” tree, and we
require the foot node of the top tree to dominate
(but not immediately) the root node of the bot-
tom tree. Using Grammar 1 in Figure 1 as an ex-
ample, this means that the Ni component must be
above the Vi predicative component in the de-
rived phrase structure. The constraint can also be
a c-command relation. In any case, the constraint
does not permit the immediate domination of the
root node of the bottom tree by the foot node of
the top tree. There would be no point of having a
two component tree if this were to be the case.
An outcome of prohibiting immediate domina-
tion between the two components is that each

3 There are other patterns of scrambling, for example,

N; N3 N3 V1 V; V,, involving permutations of V’s. We do
consider these here for now.

‘le. We adopt the strong co-occurrence constraint of Joshi
et al (2000).
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component must target two distinct nodes for the
composition to be valid. If both components
were to target the same node, the non-immediate
domination constraint would violated. This kind
of composition is ill-defined for MC-TAG.

3.1 Permitting Flexible-composition

We first investigate the effect of allowing flexi-
ble composition, but only when adjoining would
have taken place at a root. We do not consider
reverse adjoining at internal nodes. Thus, if tree
A flexibly composes into tree B, then it is the
reverse of B adjoining into A’s root.

Under this extension, we also do not allow
flexible-composition at a node that also serves as
a target for adjoining. For example, this prohibits
the derivational steps in Figure 1: A and B are
auxiliary trees with the same root and foot node
labels. B adjoins into the root of C, and C flexi-
bly composes at its root with A. If we take the
notion of flexible-composition as “reverse ad-
joining” seriously, then allowing flexible-
composition and adjoining at the same node
would be multiple adjoining in disguise. In our
example, the derivation shown is the same as
adjoining both A and B into the root node of C.
Some cases of flexible-composition and adjoin-
ing at the same node will be permitted under the
multiple adjoining extension described below.

X X _o-me X
X* / A

\ ,

A B c

Figure 1: Flexible composition and adjoining at
the same node. This is prohibited in TAG exten-
sions without multiple adjoining.

3.2

What we mean by multiple adjoining is the
Schabes and Shieber (1994) style multiple ad-
joining extended to apply to MC-sets: more than
one component tree may adjoin into a host node
so long as at most one of those trees is a predica-
tive tree.” We follow Schabes and Shieber (1994)

Permitting Multiple-adjoining

> We treat the nouns as a type of modifier of the verb. Le.,
we allow the following to adjoin into a single node: a) mul-

in assuming that although either one of the mul-
tiply-adjoined structures may be on top (i.e. one
derivation tree may correspond to more than one
phrase structure), the order of the elementary
trees in the final derived tree is determined by the
order of adjoining: if tree A adjoins into a node
X before tree B adjoins into the same node X,
then tree A will be below tree B in the derived
tree. © Additionally, we require that trees that
target the same node belong to different MC-sets.

4  Non-binarized Phrase Structure

The grammar we first explore is shown in Figure
2. These tree sets are based on the tree-sets for a
verb with two arguments given in Becker et al,
(1991) which have been assumed for subsequent
TAG approaches to German scrambling. A point
of departure, however, is that these trees have
more than one VP node. While we assume that
the VP nodes belonging to the noun components
do not carry the indexing information for the
verb it is associated with, we do assume that both
the root VP node and internal VP nodes, if any,
of a predicative elementary tree carry the index-
ing information associated with the verb. This
means that there is an additional potential “host”
node for adjoining, and hence, each scrambled
sequence may have more than one structural de-
scription. For example, consider the singleton
sets in Grammar 1 for V, and V,. The V, tree
may adjoin into either the root node or the inter-
nal VP node of the V, tree and maintain semantic
coherence. In contrast, we also assume that the
noun components in Grammar 1 do not have host
nodes for predicates. This has the effect of ban-
ning adjoining into the noun components in gen-
eral: an NP; component cannot combine into an
NP; component without leaving the predicate V;

tiple noun components, or b) any number of noun compo-
nents and one verb component. Since we have a different
notion of modifier and predicate, we diverge from Schabes
and Shieber (1994) by assuming predicative trees appear
below modifier trees.

6 Multiple-adjoining is related to tree-local MCTAG with
shared nodes (SN-MCTAG) (Kallmeyer, 2005) in that a
node which hosts adjoining is not seen as having disap-
peared in the tree-rewriting process. Rather, the host node
and the root node of the tree being adjoined are identified,
and the node is considered to belong to both trees. Thus,
the targeted node is still available as a host for additional
adjoining. SN-MCTAG also considers the foot node to have
identified with the host node and to be available as a host
for additional adjoining, unlike Schabes and Shieber (1994).
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1w 2W
P VP
NPLGY VP NP2Gi) vp
NP VP(2)* VP NP VP@)* VP
e() V1 e(i) Jz
1S 25
o VP o VP
NP1GY VP NP2GY VP
B VP B VP
N%P NP VP(3)* VP
e!i) \%! el(i) Jz

3w 4w
yP VP
NP3y ve NP4y ve
NP VP(4)* VP NP VP
e!i) JS e!i) J4
3S 45
o VP o VP
NP3y VP NP4y VP
p VP B i
NP VP(4)* VP NAP
e(i) V3 el(i) \L‘.

Figure 2: Scrambling Grammar 1. Each verb anchors a singleton set and a set with a two components

+ flexible
composition\ adjoining
2413

Figure 3: Derivable sequences given Grammar 1. MC-TAG with flexible composition derives struc-
tures for 15 permutations. Allowing multiple adjoining as well derives 22 permutations. The remain-
ing 2 permutations require composition that is essentially ternary.

component without a host to combine into. Fig-
ure 3 shows which sequences are derivable under
which TAG extensions.” Since we hold the se-
quence of verbs fixed, we use a number sequence
to refer to the order of the NPs. E.g. We use
1234 as shorthand for NP{NP,NP;NP,V,V3V,V;.

Given Grammar 1, fourteen sequences are de-
rivable with LTAG (i.e. using only the singleton
sets in Grammar 1), and four additional se-
quences are derivable with MC-LTAG. Since
deriving one of the noun sequences in the case of
three noun-verb pairs, 231, already requires MC-
TAG, this is no surprise.

7 Note that not all of the subset relationships in Figure 3 and
Figure 6 are obligatory. E.g. It is possible to allow multiple
adjoining without allowing multi-component sets.

For this particular grammar, only one addi-
tional sequence is derivable as the result of ex-
tending MC-LTAG to include flexible composi-
tion. Since each tree has at most three host VPs,
there is no tree in Grammar 1 into which two
MC-sets can combine. Since a tree from Gram-
mar 1 only hosts at most one MC-set, many deri-
vations involving flexible composition can be
recast using classic adjoining. Additionally, be-
cause the singleton sets’ trees include more than
one host VP for a higher verb, more than one
semantically coherent derivation are actually
available for some sequences, even in LTAG.

When the system allows multiple-adjoining,
three more sequences become derivable. Con-
sider the derivation for 2341 in Figure 4. Flexible
composition allows the singleton set anchored by
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YP---- o v~ Lo
. T ~ . //
NPLGV VP SoUNP2GY VP
NP vPEr Ve B Ny
\ /
e(i) Y vi |/ NP VP@3)* VP
\ / AN
AN K e(i) Soov2

3w 4S
ST ’//,/: T
o s - h - oW
__ NP3l v ~ NP4 VP
7 NP VP@y VP ///’ T
| A | ! /\
e(i) voova NP VP
\\ ! | |
\ ! e(i) V4

Figure 4: Derivation for 2341. Multiple-adjoining allows the upper components from 4S to target the
internal VP node of 3W after 2S has already adjoined into the same node. Flexible composition al-
lows the predicate component of 4S to combine into the foot node of 3W.

V3 to be the root-tree of the derivation (i.e. the
root in the derivation structure) even though it is
an auxiliary tree. The MC-set anchored by V4
and that anchored by V, both combine into Vj.
One component from each set targets the internal
VP node in V5’s tree.

Two sequences remain underivable: 3142 and
3241. We also explore what kind of modification
is needed to derive these sequences. We find
that a type of adjoining that appears effectively
to be a ternary operation is capable of doing so,
and we conjecture that deriving these sequences
require some sort of ternary composition. We
refer to this “ternary” operation as same-set mul-
tiple adjoining: components belonging to the
same MC-set are permitted to adjoin into the
same host node. The difference between adjoin-
ing a “whole tree” into a single node and adjoin-
ing two components of the same set into a single
node is that a non-predicative component from a
different set is permitted to also adjoin into the
same node. E.g. Given Grammar 1, an NP com-
ponent associated with V, can separate the top
and bottom components of the set anchored by
V; when all three components adjoin into the
same node. Note, however, that if we abide by
the Schabes and Shieber (1994) convention that
order of adjoining determines the order of the
trees that adjoin into the same node, then the or-
dering NP;NP,V; requires that the predicate
component of the V; set adjoin first, the NP,
component of the V; set to adjoin next, and the
NP; component of the V; set to adjoin in last.
This application of same-set multiple adjoining
needs access to three MC-sets: the host tree, the
V; set, and the V, set.

Note that the need for same-set multiple ad-
joining to derive structures for these sequences is

an observation about a formal system, not an ar-
gument that this system is needed to adequately
model natural language. It is not clear that these
scrambling sequences are actually accepted by
German speakers. Thus, unlike flexible compo-
sition and the Schabes and Shieber (1994) style
multiple adjoining, same-set multiple adjoining
has not been linguistically motivated.

5 Binarized Phrase-structure

Though Grammar 1 is empirically motivated, the
tree structures lack a characteristic that has been
assumed of phrase structures since the mid-
eighties: these trees are not binary branching.
Binary branching has been assumed for reasons
such as linearizability (as in Kayne 1994) and as
the result of the generative machinery. In many
formalisms (e.g. combinatory categorical gram-
mar (Steedman 1996), minimalist grammar (Sta-
bler 1997), binary composition and binary
branching are collapsed. In the TAG formalism,
however, binary composition and binary branch-
ing can be separated. That is, the derivation is
distinct from the derived phrase structure.
Though the TAG operations are binary, the trees
that they combine are not necessarily binary
branching. Note, though, that enforcing binary
branching phrase structure can easily be stated in
TAG by requiring the kernel trees to be binary
branching. Because TAG allows us to separate
binary branching from binary composition, we
can more clearly see the contribution of each by
examining possible derivations in the case where
binary branching is enforced vs. the case where
binary branching is not enforced. The second
grammar we consider is the binarized counterpart
to the first grammar. This is shown in Figure 5.
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w’ 2W’
VP VP
PN
NP1V VP NP2G) P
P
NP VP NP VP
|
ei) VP2 v|P ei) VP@)* vlp
V1 V2
1S 2S
o VP o VP
NPIGNV VP NP2 VP
B VP B VP
PN PN
I

ei) VP@R)* vlp eli) VP@3)* vlp

Vi V2

3w’ 4w
VP VP
NP3 VP NP4y vp
NP VP N|P V|P
e(i) VvP@)» VP e(i) va
V3
3S 4S
o v o VP
NP3V vP NP4y VP
B VP B VP
/\ /\
NP VP N|P \/lp
I

e() VP@)* vlp e(i) va

V3

Figure 5: Scrambling Grammar 2. The binarized counterpart to Grammar 1

+ flexible + multiple

composition adjoining
2413 2431
igj% 3142
3241

Figure 6: Derivable sequences given Grammar 2. Sequences which required multiple adjoining under
Grammar 1 can be derived with MC-TAG with flexible composition. The two sequences requiring
ternary composition under Grammar 1 can be derived when multiple adjoining is permitted.

Figure 6 shows which sequences require
which TAG extensions given Grammar 2. The
same sequences are derivable with LTAG and
MC-TAG. However, allowing flexible composi-
tion now allows additional sequences to be de-
rived. Because recasting ternary branching struc-
ture as binary branching increases the nodes
available to adjoin into, adjoining components
into the same node is no longer needed in some
cases. The three sequences that required multiple
adjoining in Figure 3 now only require flexible
composition. Similarly, the two sequences that
required same-set multiple adjoining under
Grammar 1 can now be derived with the Schabes
and Shieber (1994) style multiple adjoining.

6 Clitic Climbing and MC-TAG

In Romance languages, pronominal clitics can
optionally appear post-verbally, as in (4), or
higher in the clause, preceding the tensed verb,
as in (5).

@ Vo Vi NP; V,NP,
Quiere permitir-te  ver-lo
wants to.permit-you to.see-it
‘S/he wants to permit you to see it.’

(5) NP1 sz V() V] V2
Te lo quiere permitir ver
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highest (1st level)
embedded verb

P o |
PN N

NPV r lo 1*

/\

| VP B VP
2 NN |

te I| \l/ VPV ver

(e) permitir

climbed clitic &
2+ level embedded verb

bridge verb
o /'\ VP
me I* /\
v VP*
VP |
P quiere
\l/ VP*
dejar

Figure 7: Grammar fragment for clitic climbing patterns. The highest embedded verb anchors a sin-
gleton set in which the clitic is climbed. Deeper embedded verbs and their climbed clitics are mod-
eled with an MC-set. Bridge verbs are modeled with an auxiliary tree

As with scrambling, we approach (4) and (5)
as different word orders, VoV;NP;V,NP, and
NP;NP,V(V,V,, that correspond to the same lin-
guistic dependencies, (a) that between a verb and
its clitic argument and (b) that between a verb
and its VP argument. Given the grammar frag-
ment in Figure 7, one can see how MC-TAG
(without flexible composition or multiple-
adjoining) allows the derivation of clitic climb-
ing patterns shown here. Note that the tree for
quiere in Figure 7 can host additional verbs, al-
lowing clitic climbing across an unbounded
number of triggering verbs.

These examples are taken from Bleam (2000),
who argues that although sentences involving
two climbed clitics and two verbs, such as (6),
can be generated with a tree-local MC-TAG, the
additional level of embedding in (5), requires the
power of set-local MC-TAG.

(6) Te lo permito ver
you it [.permit to.see
‘I permit you to see it.’

Interestingly, while (5) and (6) show us that a
cluster of two climbed clitics is permissible, our
native speaker informants do not accept sentence
(7) which involves three levels of embedding and
includes a cluster of three climbed clitics, each of
which is associated with a different verb. It is not
clear whether the absence of clusters of three
climbed clitics results from a restriction on clitic
climbing per se or whether it is due to other re-
strictions (e.g. on the clitic cluster template)
(Bleam, p.c.) If, however, we assume that this
unacceptability is strictly the result of the gram-
mar rather than some other constraints on the
output of the grammar, then the need for set-local
MC-TAG dissolves.

(7) *Mari me te  lo quiere permitir dejar ver.
Mari me you it wants to.permit to.let to.see
‘Mari wants you to permit me to see it.’

Further, given the MC-TAG discussed above,
VonNP1V2NP2 and NP]NP2VOV1V2 are deriv-
able, but NP;NP,NP;V,V,;V,V3 is not. Above,
we noted that assuming a grammar comprised of
MC-sets of the type in Figure 7 predicts clitics
can climb across an unbounded number of trigger
verbs. However, this grammar cannot generate
an unbounded number of climbed clitics. The
tree for permitir does not have enough nodes to
host a third clitic-verb MC-set. Thus, the unac-
ceptability of (7) is expected.®

7 Conclusion

This paper shows that even when we enrich tree-
local MC-TAG by allowing flexible composi-
tion, not all word order permutations are deriv-
able. Our claim is not that all derivable patters
are equally acceptable, but that we expect un-
derivable patterns to be clearly unacceptable.

We note two main observations from our
study of scrambling. First, even MC-LTAG with
flexible composition cannot derive all twenty
four permutations of the NPs at three levels of
embedding. Specifically, the extensions required
to derive more difficult cases involve allowing
different degrees of multiple adjoining. The two
most difficult cases require a type of composition
that is otherwise unmotivated. This is a desirable
outcome, as it makes MC-LTAG with flexible
composition a candidate for aligning with the
linguistic judgments for scrambling. Second, for

¥ Even when MC-TAG in enriched with a flexible composi-
tion perspective, Bleam’s (2000) set-local MC-TAG analy-
sis cannot be recast as a tree-local account, leading us to
posit that (7) will remain underivable.
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MC-LTAG with flexible composition, converting
a grammar with non-binary branching elemen-
tary trees to a grammar in which binary branch-
ing is enforced allows additional scrambling pat-
terns to be derived. Enforcing binary branching
requires fewer modifications to MC-LTAG to
derive all twenty four permutations. The addi-
tional derivations are possible because of the in-
crease in the nodes available nodes to adjoin into.
In fact, given enough nodes, the need for multi-
ple-adjoining can be completely eliminated. In
our case study, we consider the minimal addi-
tional branching required to enforce binary
branching. This sets a bound on the additional
nodes that can be added. We conjecture that
with an additional level of embedding (i.e. 5
NPs), binary branching will no longer provide
enough nodes for generating all scrambling pat-
terns using tree-local MC-TAG with flexible
composition and multiple adjoining.

Our first observation from our preliminary
look at clitic climbing is that the patterns at up to
two levels of embedding diverge from the pat-
terns at deeper levels of embedding. Tree-local
MC-TAG is sufficient for accounting for the pat-
terns up to two levels of embedding, and also
makes at least some correct predictions regarding
possible patterns at three levels of embedding.
This is similar to the scrambling case in that a
tree-local MC-TAG generates all patterns for two
levels of embedding, but not for three. This is
relevant to a study on recursion being carried out
by Joshi (2008, in prep).
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Abstract Other applications of flexible composition in-

_ o . clude the modelling of complex noun phrases
Flexible composition is an extension of pied-piping and stranding of wh-phrases
TAG that has been used in a variety of (kallmeyer and Scheffler, 2004), an analysis of
TAG-analyses. In this paper, we present a  anaphor binding (Ryant and Scheffler, 2006), dis-
dedicated study of the formal and linguis-  coyrse semantics (Forbes-Riley et al., 2006), and
tic properties of TAGs with flexible com-  gcrampling patterns (Chen-Main and Joshi, 2007).
position (TAG-FC). We start by presenting With the proposal of unification-based seman-
a survey of existing applications of flexi-  tics for TAG, noun phrase quantifiers have been
ble composition. Inthe main partofthe pa-  gnalysed as multi-component sets, where one com-
per, we discuss a formal definition of TAG-  ponent is the lexical quantifier and the other is just
FCs and give a proof of equivalence of  an 5_node carrying the scopal information for the
TAG-FC to tree-local MCTAG, via a for- quantifier. But this kind of analysis can be prob-
malism called delayed tree-local MCTAG.  |ematic for tree-local MCTAG, since the two com-
We then proceed to argue that delayed tree-  nonents will in general attach to different elemen-

locality is more intuitive for the analysis  tary trees. For example, see Figure 2a for the sen-
of many cases where flexible composition  tance

has been employed. ] )
(2) Whom does John like a picture of?

1 Introduction (Kallmeyer and Scheffler, 2004, ex. (2a))

Flexible composition(FC) is a way of viewing Flexible composition has been used to avoid this
TAG derivations so that the operation of adjoiningProblem (Joshi et al., 2003; Kallmeyer and Schef-
of a treeg into a treey can be alternatively viewed fler, 2004), as shown in Figure 2b. In this deriva-
as attachment of to 3. That is,y splits at the ad- tion, the edge label “rev” (to be defined more pre-
junction site and wraps arounti(see Figure 1b). Cisely in the following section) indicates that the
This “flexible” view of the attachment operation @djunction of 325 into Spicwre is reversed. This
does not have much effect on standard TAG, budtirns the nonlocal derivation in Figure 2a into a
has been used in multicomponent TAG (MCTAG free-local derivation.. _ .
analyses of various linguistic phenomena in order All the other proposals mentioned share this
to preserve tree-locality of an otherwise non-locaProperty as well: in each case, flexible composi-
derivation. tion is used in order to make a potentially non-
First, it has been employed in (Joshi et al., 2003pcal MCTAG derivation be possible in a tree-local

to derive quantifier-scope restrictions in nesteICTAG. Here, we present a new variant of TAG,
quantifications such as: called delayed tree-localimulticomponent TAG,

o that relaxes the tree-local constraint. We define
(1) Two politicians spy on someone from every both formalisms and show that both are weakly
city. (Joshi et al., 2003, ex. (6)) equivalent to standard TAG. We then illustrate how
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Operation Derivation Action Result

(@ aduncton e AN @
154
B 0

(b) reverse-adjunction frev@n
Y
gl B

Figure 1. TAG-FC composition operations. (a) Adjunctidn). Reverse-adjunction.

---——>9g =" T Sx
S~ PP
r~<\ WH| /s<” T
WH S~ g PN
(a) | does S NP Det N=x
whom P - { \ ] |
i~~<_ NP VP / 2
N|P S~lo8 V/\NP /) picture PP
John | | Omp*
like €
like
(b) /’\
Bwhom-1  Qtwhom-2 ®john Ba-1 Ba-2
|rev
ﬁpicture

Figure 2: Derivation of “Whom does John like a picture of?ingsflexible composition. (a) Syntactic
analysis given in (Kallmeyer and Scheffler, 2004, Fig. 4).@brivation tree, according to the notation
used in this paper. The derivation is tree-local with flexibbmposition: The tree for “picture oBpicture
wraps around (reverse-adjoins into) the tree for fg” o, which then adjoins into the complement NP
node ofay;ye.
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linguistic analyses using flexible composition can 7
be instantiated in our new formalism and argue B |adi@n:

that in many cases this new formulation is better. O~ Jever: 3
Y12 |reven:

2 Flexible composition V2

@) (b)

We present here a formal definition of TAG-FC, to

our knowledge the first such definition. Figure 3: Ambiguity in TAG-FC derivations. (a)

Definition 1. A TAG with flexible composition Multiple reverse-adjunction is disallowed. (b) The

(TAG-FC)is a TAG with two composition opera- reverse-adjunction of, takes place before the ad-

tions: adjunction and reverse-adjunction. A derivajunction of 3.

tion of a TAG-FC is represented by a tree with la-

beled edges: each edge is labeled with an operation

(adj for adjunction or rev for reverse-adjunction)

and an adjunction site. An edge labeled adjn

with v above and3 below, wheren is a node of TAG (with flexible composition) whose deriva-

~ (see Figure la), represents adjunctiomaf\n tions have the following property: for each ele-

edge labeled rewn with 3 above andy below, Mmentary tree set instance, all the member deriva-

wheren is again a node of (see Figure 1b), rep- tion nodes are sisters.

resents reverse-adjunctionsgtin which ~ is split In other words, all the members of an elemen-

atn and wraps aroung. tary tree set must adjoin at the same time, and must
Ambiguity arises in TAG-FC derivations when- adjoin into the same elementary tree.

ever two elementary trees reverse-adjoin around

the same elementary tree, or when an elementa%/

tree both adjoins and is reverse-adjoined aroundext, we present another variant of MCTAG that
(see Figure 3). In these cases a different derived|axes the tree-locality constraint without losing
tree will result depending on the order of operayegk equivalence with standard TAG, but uses

tions. Thus, we simply rule out the former cdse, only standard adjunction, not reverse adjunction.

and in the latter case, we stipulate that the reverse- .. .. .
. . : P Eefmltlon 4. A k-delayed tree-local multicompo-
adjunction occurs first.

. " . ent TAGs a multicomponent TAG whose deriva-
Flexible composition generalizes to tree-loca[;ons have the following pronerty. Let tiesting
multicomponent TAG (Weir, 1988) in the obvi- . g prop ty
tion of an elementary tree set instanSebe the

ous way. Note that there are two ways of defining o .
tree-local MCTAG derivation trees: one in which owest derivation node that dominates all the mem-
' bers of S. Let thedelayof S be the union of the

the derivation nodes are elementdrge sets(as L
v S( paths from the destination down to each member

in Weir's definition), and the other in which the . NS .
L of .S, minus the destination itself. Then no deriva-
derivation nodes are elementarges We use the |
tion node can be a member of more thadelays.

latter notion.

Definition 2. A multicomponent TAG (with flexi- e
ble composition)s a TAG (with flexible compo- members of an elementary tree set can adjoin into

sition) whose elementary trees are partitioned imglfferent t.ree_s, arriving at the same elementary tree
elementary tree seti a derivation of a multicom- (the destination) after some .del'ay; and therg can
ponent TAG, the nodes of the derivation are alsQ€ &t Mostk delays at any point in the derivation.

partitioned into sets such that each partition is af\ot€ that this definition also allows one mem-
instance of a complete elementary tree set. ber of an elementary tree set to adjoin into an-
_— . other.) For a more practical example, observe that

Definition 3. A tree-local multicomponent TAG L .

it flexibl i ii { the derivation in Figure 2a is a 1-delayed tree-local
(with flexible compositionjs a multicomponen MCTAG derivation.

1We are not aware of any examples of this case in the lit-
erature. If this case should prove to be useful, the defimstio

and results in this paper would need to be modified. We leave
this possibility for future work.

Delayed tree-locality

See Figure 4. Intuitively, this means that the
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Action Derivation
P11 \_ | > Ba
@) A
Bz \_ | " 35
B11 > a1
P12 gey

Figure 4: Delayed tree-locality. Nonlocal adjunction ofelamentary tree set is allowed as long as the
members eventually compose into the same elementary theeddshed boxes mark the delays. (a) One
simultaneous delay. (b) Two simultaneous delays are atlowe-delayed tree-local MCTAG but not
1-delayed tree-local MCTAG.

4 Formal results It is easy to see from the definition of TAG-FC
. . . that reverse chains are all subpaths; thus, to con-
In this section, we show the equivalence of both I .
vert the derivation to a nonlocal MCTAG deriva-
tree-local MCTAG-FC and delayed tree-local MC-,. . : .
TAG to standard TAG tion, we simply invert all the reverse chains. We
O_S_ andar ' _ continue to refer to the inverted reverse chains in
Proposition 1. Any tree-local MCTAG with flex- the new derivation as reverse chains, even though

ible compositionGG can be converted into a 2- they are only definable with reference to the origi-
delayed tree-local MCTAGS' that is weakly nal derivation (see Figure 5b).

equivalent toG and has exactly the same elemen- Now we must show that this derivation is a
tary structures ass. 2-delayed TL-MCTAG derivation. Actually, we

The fact that’ has the same elementary strucprove a stronger claim, by induction on the height
tures asGG means that if we convert an analysisof the derivation tree: (i) no node belongs to more
from tree-local MCTAG-FC to delayed tree-localthan two delays, and moreover (i) the nodes in the
MCTAG, its domains of locality will be preserved. root's reverse chain belong to no more than one
However, the dependencies between them will iflelay. (See Figure 5c for an example.)
general be different. Let R be the root’s reverse chain, and Etbe

L those nodes which are children of nodesHrbut

Proof. The conversion is trivial:G’ has exactly are not themselves iR. Apply the transformation
the same elementary sjcructures(ésln order to to the subderivations rooted by nodesGh By
demonstrate weak equivalence, we show how i@q inqyction hypothesis, the transformation cre-
convert any TL-MCTAG-FC derivation into anon- 5ye5 (i) no more than two delays for the nodes in
local MCTAG derivation, and then show that thisy, ,qe subderivations, and (ii) no more than one de-
derivation is a 2-delayed TL-MCTAG derivation. lay for the reverse chains of the nodes(in

Given a TL-MCTAG-FC derivation, consider Next, reverseR itself. For a node; in R that

the subgraph formed by erasing all adjunction,e|gngs to an elementary tree set, a new delay is
edges and keeping only the reverse-adjunCtiofjeateq that comprisesand the reverse chains of

edges. Call the components of this subgraph thg| ie gther members of the elementary tree set.
reverse chaingsee Figure 5a).
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7

-:i:'bm "5-'./ B2

21

(b) ©

Figure 5: (a) Example tree-local MCTAG-FC derivation tregtweverse chains marked. (b) Result of
conversion to delayed tree-local MCTAG derivation treegingvith reverse chains marked. (c) Same
derivation tree but with delays marked.

But by (ii), the nodes in those reverse chains be- subset (without duplicates) of an elementary
longed to no more than one delay already, so even tree set.
after creating this new delay, they still belong to no
more than two delays.

Thus, (i) holds for all nodes in the derivation.
The nodes inR that belong to an elementary tree
set belong to only one delay, satisfying (ii), and the

e If v is an auxiliary tree, the top/bottom of
the root node ofy hastree = S*® and the
top/bottom of the foot node hagec = S,,
whereS is as above, and is equal to:

other nodes iz do not belong to any delays, also - {7}
satisfying (ii). O — plus the union of the values of thigee
Next we show thak-delayed tree-local MCTAG features of all the interior nodes,
is, in turn, weakly equivalent to standard TAG. — minus any complete elementary tree
sets.

Proposition 2. Any k-delayed tree-local MCTAG
can be converted into a weakly equivalent TAG. 4 s ~ is an initial tree, we definé as for aux-

Proof. The construction is a generalization of the iliary trees, but require thas be empty.
conversion of tree-local MCTAG to TAG. We )

consider 1-delayed tree-local MCTAG first. First, The €ffect of thetree feature is to keep track of
we normalize the grammar so that all aoljuncg:myln_complete glenjentarytree sets that have been
tion is obligatory and no adjunction is allowed a,[u_sed in a subderivation. Each elementary tree com-
root/foot nodes, following Lang (1994): for eachp'nes thetree features of the elementary trees ad-

auxiliary tree, create new null-adjunction root and®Ning Into 1t and discharges any complete ele-
foot nodes: and for each nonterminl, create a mentary tree sets that are formed. If the resulishg

trivial auxiliary tree with a single null-adjunction contains elementary trees from more than one set,

X that is both root and foot. Next, create a nevx5here would be more than one §|multaneous Q(?Igy,
so the construction rules out this case. In an initial

tree, S is required to be empty because there can
be no outstanding delays at the top of the deriva-
tion.
To move from 1-delayed tree-locality té-
delayed tree-locality, we simply alloW to be the
e The top of each interior node hasee = multiset union of: nonempty proper subsets of el-
S* and the bottom of each interior node hagmentary tree sets. O
tree = S,, Where S is a nonempty proper

feature tree whose values are of the forii® or
Se, whereS is a multiset of elementary trees. We
replace each elementary treewith copies of~y
that have theree feature set in all possible ways
that satisfy the following properties:
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5 Discussion reverse-substitution, and the result of this is at-

: " tached tofyelieve Dy reverse-adjunction. How-
As noted above, flexible composition has been Poctieve DY )

din TAG | ¢ linquistic oh ever, the reverse-adjunction site (S) does not come
used in a'na'yses 0 |r.1gws IC P enqmeq rom animself, and therefore the reverse-adjunction
when the description necessitated by the linguis- . . .
. Of Qpimself 1IN0 Bpelieve 1S NOt allowed according
tic facts would lead to a non-local (or set-local) - . o .
derivation. As we have shown. this move is seto our definition of flexible composition (Defini-
: . . ' o USSion 1), since reverse-adjunctiongfnto 5 at node
ful because adding flexible composition increases requiresy to be split aty, which must be a node
the descriptive power of TL-MCTAG, but not the ! ’

. in~y
weak g_enerat_we POWET. . . This operation was not explicitly excluded un-
In a linguistic analysis, flexible composition can

der previous definitions of flexible compositién.
be used to reverse a non-local attachment ed b P

(or path) and thus make the derivation tree-loca ut if we tried to modify our definition of TAG-

) .~ _FC to allow such an operation, it is not clear how
However, this process also makes the derivation . -
o T one would write the derivation trees, or whether
hard to read and linguistically unintuitive if it cre-

tes attachment ed between non-dependent Iﬂ;(e results obtained above would still hold.
ates attachment edges between non-aependent 1ex;, contrast, there is a straightforward 1-delayed

ical items in the derivation tree. As we have ShOWDI'L-MCTAG derivation for the example. This

above, any derivation that uses flexible composi; . . - "
. . . derivation is shown in Figure 6b. In addition to
tion can alternatively be expressed in a 2_del"’lyerdeadabiIity all the intuitive dependencies are re-
tree-local MCTAG. The advantage of using this al- ’

. . ) . 2 7~ “tained explicitly in this derivation, for example the
ternative formalism directly is that the linguistic PIcity P

. . dependency betweehgjicve aNda g .
dependencies can be retained. In effect, we have " y Hhelicve ANdatag

shown that non-local MCTAG derivations are beg  Conclusion
nign in many cases that are needed for linguistic .
analyses of certain phenomena, such as compldXiS Paper takes a closer look at the mechanism of
noun phrases, binding, and scrambling. This kinf|exible composition, which has been employed in
of non-locality is handled by a delayed tree-locall AGS for linguistic analysis for some time. Based
MCTAG.2 on a survey of existing applications of flexible

It might be objected that 2-delayed tree-locafomposition, we provide a formal definition of
MCTAG imposes an somewhat arbitrary limit onTAG-FC. We then prove the weak equivalence of
the number of simultaneous delays. We wouldrée-local MCTAG-FC to standard TAG via a vari-
agree that 1-delayed tree-locality is a more nati@t call-ed delayed tree-local MCTAG introduced
ral constraint, and believe that it is probably sufhere. Finally, we argue that delayed tree-local MC-
ficient in practice, and that the example of Fig_TAG is more intuitive than flexible composition
ure 5, which requires two simultaneous delays, i&r linguistic analyses that need slightly more de-
unusual. scriptive power than tree-locality.

On the other hand, there may be some caseslt remains for future work to reformulate exist-
where there is a 1-delayed tree-local analysis, biltd analyses that use TAG-FC to use delayed tree-
no analysis using TL-MCTAG with flexible com- locality instead, and to compare the resulting anal-

tence (3): also possible to give a formulation of TAG-FC as a

special case of regular-form two-level TAG (Dras,
(3) John believes himself to be a decent guy.  1999; Dras et al., 2003; Rogers, 2004; Rogers,
(Ryant and Scheffler, 2006, ex. (10))2006), a connection that deserves to be explored

further.
In the TAG-FC derivation previously proposed

. . i ~ 3The definition in (Joshi et al., 2003) merely requires that
(see Figure 6a)aq, is attached t0animsar DY goal of reverse-adjoining is an elementary tree, but the

2|t needs to be tested more thoroughly how well the addi[eve_rse-adjommg tree may be a derived tree resulting from
revious attachments.

tional descriptive power of delayed tree-local MCTAG fares”
for other linguistic analyses, in particular those cased th
have been claimed to necessitate non-local analyses in reg-
ular MCTAG (Bleam, 2000, for clitic climbing, for example).
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Action Derivation
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Figure 6: Derivation of “John believes himself to be a deggnt” (a) lllegal use of flexible composition,
proposed in (Ryant and Scheffler, 2006);.¢1¢ IS claimed to reverse-adjoin at the S-node, but there is

no S-node inv,imseir (it Originates fromoy, ). (b) Straightforward analysis using 1-delayed TL-MCTAG.
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Abstract

We propose a psycholinguistically moti-
vated version of TAG which is designed
to model key properties of human sentence
processing, viz., incrementality, connect-
edness, and prediction. We use findings
from human experiments to motivate an in-
cremental grammar formalism that makes
it possible to build fully connected struc-
tures on a word-by-word basis. A key idea
of the approach is to explicitly model the
prediction of upcoming material and the
subsequent verification and integration pro-
cesses. We also propose a linking theory
that links the predictions of our formalism

to experimental data such as reading times,

and illustrate how it can capture psycholin-
guistic results on the processing @ther
... 0r structures and relative clauses.

Introduction

connectedness and prediction are closely related:
in order to assure that the syntactic structure of a
sentence prefix is connected at every point in time,
it can be necessary to include phrases whose yield
has not been processed yet. This part of the struc-
ture needs to be generated by the parser in order to
connect the words that have been seen so far, i.e., to
achieve full connectivity (which in turn is required

to build an incremental interpretation). This pro-
cess has been formalized by (Lombardo and Sturt,
2002) using the notion afonnection path.

In this paper, we explore how these key psy-
cholinguistic concepts (incrementality, connected-
ness, and prediction) can be realized within a
new version of tree-adjoining grammar (TAG),
which we call Psycholinguistically Motivated TAG
(PLTAG). We argue that TAG is better suited for
this modeling task than other formalisms such as
CCG or PCFGs and propose a linking theory that
derives predictions of processing difficulty from as-
pects of the PLTAG formalism.

Current evidence from psycholinguistic researc% Related Work

suggests that language comprehension is laigelyA number of incremental versions TAG have been
cremental, i.e., that comprehenders build an inteproposed over the years (Shen and Joshi, 2005;
pretation of a sentence on a word-by-word baskato et al., 2004; Mazzei et al., 2007). The ver-
This is a fact that any cognitively motivated modedion proposed here differs from these approaches
of language understanding should capture. Therérisa number of ways. Spinal LTAG (Shen and
also evidence for fultonnectivity (Sturt and Lom- Joshi, 2005) does not implement full connectiv-
bardo, 2005), i.e., for the assumption that all wordly, and cannot easily be used to model prediction
are connected by a single syntactic structure at asigice it does not encode valencies. The proposals
point in the incremental processing of a sentend®; (Mazzei et al.,, 2007) and (Kato et al., 2004)
While this second point of full connectivity is moreare more similar to our work, but are less well-
controversial, the model we are proposing here esuited for psycholinguistic modeling since they do
plores the implications of incrementality in its strichot implement a verification mechanism, which is
interpretation as full connectivity. required to account for standard complexity results

Furthermore, recent work on human sentengethe spirit of (Gibson, 1998). In addition, (Kato et
comprehension indicates that people mpkalic- al., 2004) do not distinguish between modifiers and
tions of upcoming words and structures as they prarguments, since they operate on the Penn Tree-
cess language (Frazier et al., 2000; Kamide et &lgnk, where this information is not directly avail-
2003; Staub and Clifton, 2006). The concepts able.
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Incremental parsers for other grammar fothat prediction is conservative, and only includes
malisms include Roark’s (2001) for PCFGs, arttie structure as far as it is needed, i.e., only as far
Nivre’s (2004) for dependency grammars. Neithes it is included in the connection path (see Section
of these parsers implement strict incrementality, fhand Figure 3). It is important to bear in mind,
the sense of always building connected structuré®wever, that prediction grain size remains an open
Furthermore, there are principled problems witlesearch question (for instance, we could predict
PCFGs are a model of prediction difficulty, even the full elementary tree down to the lexical item,
fully connected structures are built (see Section Bs proposed by (Mazzei et al., 2007), to even in-

The main contributions in this version of TACGclude the remaining subcategorized nodes or likely
introduced in this paper is that it is incremental ardodifiers of that node).

respects full connectivity, whiles also modeling the o,r minimal prediction method implies that ad-
verification and integration of syntactic materia|ynction must be possible at predicted nodes, as
Our main emphasis is on the modeling of predigrown in Figure 1(a). When this happens, the
tion, which has been the subject of much recent figsaq node of the auxiliary tree is marked as seen,
search in psycholinguistics, as outlined in the prgpile the foot node of the auxiliary tree takes over
vious section. the prediction mark from the predicted connection
structure, because we need to mark that we have
not in fact yet seen the node that it adjoined to. If

We propose variant of TAG that incorporates twee marked both as non-predicted nodes, then we
different types of prediction: prediction throughvould not be able to guarantee that we can cor-
substitution nodes in lexicon entries (e.g., if a vergctly keep track of what has been encountered in
subcategorizes for an object which has not yet beié input and what we have predicted.

seen), and prediction via connection paths. ThEWe treat those Connecting structures as spe-
first type of prediction models the anticipation ofjal lexicon entries, where each predicted node is
upcoming syntactic structure that is licensed by thgarked. A predicted node differs from the rest of
current input; the second type models predictiqRe structure in that it needs to be verified, i.e., it
which is required to ensure that fully connecteflas to be matched (through substitution of internal
structures are built. We will discuss the mechanisfydes) with later upcoming structure, as illustrated
for prediction due to connectivity first. in Figure 1(b). A derivation of a sentence is only
valid if all predicted nodes are matched. Our exam-
ple shows how the tree structure fiwe horse sel-
TAG elementary trees can not always be connecigshn is connected with the elementary treefelf.
directly to a previously built syntactic structuregach node of the new elementary tree can either be
Examples are situations where two dependents piigatched with a predicted node in the prefix tree,
cede a head, or where a grandparent and a chyldt can be added (the structure fitie horse sel-
have been encountered, but the head of the p@m. It could therefore just as easily unify with a
ent node has not. For instance, in the sentéhee transitive or ditransitive verb. (Note that by unifi-
horse seldom fell, the elementary tree dfie horse cation we simply mean node matching and we will
cannot directly be combined with elementary tregse these two terms interchangeably in this paper.)
of the adverbla! modlflgseldom, see Flggre 1(a). Issues arise in the verification process, e.g., how
The headell which provides the intervening struc;(o unify structures after additional material has
ture, has not been encountered at that point. Th

o . . en adjoined. In our example, an additional VP
fore, this intervening structure has to be predlcteh de has been introduced by the adverb. The new
in order to connecthe horse andseldom.> We use '

o . nodes in the tree cannot unify with a random pre-
the substitution symbq| to mark predicted struc- iy P

¢ A dicti K th bstituti bdlicted node of the same category, but have to follow
ure. As a prediction mark, the SUbsttUtion Symb, gy aints of accessibility and have to have iden-
can therefore also occur tree-internally. We ass

ury ) : .
T&l dominance relations. For example, consider a
1Because of the recursiveness of natural language, it is pguation where we predict the structure between an

sible that there are infinitely many ways to connect two treQ?bject relative pronoun likehomand its trace (see
Although embedding depth can be infinite in theory, we ?@1 in Fi 4). If d b
sume that it is finite and indeed very small due to limitatioris'® tOP tree in Figure 4). If we encountered a ver

of human memory. next, we could match up the nodes of the verb el-

3 Incrementality and Prediction

3.1 Prediction due to Connectivity
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ementary tree (S, VP, V) with the predicted nodesggions were shorter in theither condition, and
and would still predict the subject noun phrase. participants also did not misanalyze disjunctions at
we then encountered a noun phrase, and again skdtence level as noun disjunctions in the condition
not take into account any accessibility constraimghereeither was present.

(the substitution node is not accessible any moreag (Cristea and Webber, 1997) point out, there
because filling it at this point would violate the liny e 5 number of constructions with two parts where

ear order), we could substitute that noun into th&e first part can trigger prediction of the second
subject position. That is, we would accept impOgpyt in, similar toeither ...or. A related form

sible RCs likewhom thanked Peter, or misanalyze f prediction is syntactic parallelism; experimental

subject relative clauses as object relative clausesﬁndingS by (Frazier et al., 2000) indicate that the

o second conjunct of a coordinate structure is pro-
predicted structure cessed faster if its internal structure is identical to
that of the first conjunct. This can be seen as a form
of prediction, i.e., the parser predicts the structure
of the second conjunct as soon as it has processed

@

adjunction—

substitutiorij ‘\ p
N

ADVP VP* the conjunction.
The horse ‘ . . . . .
seldom Here, we will discuss in more detail hogither
...or prediction can be implemented our frame-
(b) unification work. We assign a lexicon entry @ther which
o = — g predicts the occurrence of coordination with two
Ai A entities of the same category, and requioess a
NP b N _vp coordinator, see Figure 2(a). Figure 2 shows an ex-
o 7 \ ample of how the wordiither impacts parsing of
ADVP VP = Y theeither ...or disjunction in PLTAG, as opposed
T fel  to a simpleor disjunction. In the neither case, a
seldom sentence structure like Figure 2(c) can be combined

Figure 1. Example for prediction and verificatioﬁNlth, either of the elementary tree of, as shown
S in Figure 2(b). Two different analyzes are created,

of predictions . .
one for the noun disjunction case and one for the
sentence disjunction. Later onin processing, one of

3.2 Prediction from Substitution Nodes these is ruled out when disambiguating information

Another source for predictions are the lexicon ef Processed. The positionather can help disam-
tries themselves. Each substitution node that isguate this ambiguity before it arises, which ex-
the right of the tree’s anchor naturally becomesP4INs why participants were not misanalyzing sen-
prediction during the parsing process. This mealfd1ce disjunctions whesither was present. Fur-
that we do not predict modifiers or any other kinH'€rmore, changes in the probabilities of the anal-
of recursive structures, unless we have already s¢8fS occur at different points in time in teher
a word that depends on the modifier (i.e., througif'd noeither cases. Structures that have been pre-
connectivity, e.g., for a sentence prefix suchtes cﬁcted and do not add any new nodes incur integra-
horse very). Whether or not modifiers are predicte§On €OSts but do hot cause any changes in proba-
syntactically is currently an open research questicilities of the analysis.
Preliminary evidence suggests that modifiers areln this casegither andor provide overlapping
predicted when they are required by the discoursdormation, in particularpr does not give any new
context. information. This means that we either have to
We also exploit TAG’s extended domain of lohave a different lexicon entry fasr following ei-
cality in order to construct lexicon entries such théter, or that adjunction works differently for those
are more appropriate for modeling psycholinguistartly redundant nodes. Because both the foot
findings. An example is theither ...or construc- and the head node afr have been predicted by
tion. Results by (Staub and Clifton, 2006) showreviously byeither, the head node of the auxil-
that hearing the wordither triggers prediction of iary tree just verifies the prediction, while the foot
or and the second conjunct: reading times on thesede adopts whatever annotation is on the node
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NP|

DT NP| CC| NP|
| |

either or]

(a) lexicon entry foreither

NP S

NP* CC NP S* CC §|
| |

or or

(b) lexicon entries foor

S

NP VP

| /\
Peter V NP

read a book

(c) noeither

DT NP CC|
| | |

either abook or]

(d) with either

occurs in our analysis of relative clauses. In theory,
encountering the object relative pronowhom is
sufficient to predict the argument structure of the
relative clause (namely that there has to be a head
for the relative clause, and that there has to be a
subject, and a trace for the object). We will inves-
tigate in future work whether there is evidence that
humans predict the whole structure given the rel-
ative pronoun. For now we assume that a trace is
always predicted when its filler is encountered. For
an example of how this works, see Figure 4.

4 Treebank-based Lexicon Induction

We induce the lexicon needed for our incremental
version of TAG from the Penn Treebank, comple-
mented by Nombank (Vadas and Curran, 2007) and
Propbank (Palmer et al., 2003), as well as Mager-
man’s head percolation table (Magerman, 1994).
These additional resources help determine the el-
ementary trees and distinguish arguments from
modifiers. (Modifiers are not predicted unless they
are needed for a connection path.) In Figure 3 each
inner node is indexed with the number of the word
that is its lexical anchor in order to show which
parts of the syntactic tree belong to which lexicon
entry.

Once the parsed trees have been segmented into
elementary trees (following procedures in Xia et
al. 2000), we calculate connection paths for each
prefix, as proposed by (Lombardo and Sturt, 2002).
A connection path for worder; ... w, is the mini-
mal amount of structure that is needed to connect
all wordswj . .. w, into the same syntactic tree. The
amount of structure needed at each word for the
sentencehe Italian people often vote Berlusconi is
indicated in Figure 3 by the structure enclosed in

Figure 2: Example for the use of TAG’s extendete circles.

domain of locality to model expressions that trigger
predictions, such aather ...or

that it matches. This situation can be automaticall /
recognized because the lexical anchor for the

auxiliary tree was itself predicted. Also note that i
this case, the missing second conjunct gets markec
twice for substitution (both by the lexicon entry for
either in Figure 2(a) and 2(b)). This double predic-
tion changes the time stamp on the predicted node,
which gets set to the most recent time it was pre-
dicted. Figure 3: Generating lexicon entries from the Penn

This kind of redundancy by eager prediction alsbeebank for an example sentence

Berlusconi6
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We then use the connection paths and the candmi- Linking Parsing Complexity to
cal elementary trees to determine which parts of the Processing Difficulty
structure that are included in the connection path
for wordsw; ... wy, but not part of any of the ele-The grammar design proposed here implements
mentary trees with feat ... w,. In Figure 3, this a specific set of assumptions about human lan-
occurs twice: firstly whertalian has been read,guage processing (strong incrementality with full
and the determiner and adjective can only be coesnnectedness, prediction, ranked parallel process-
bined by predicting that they must be part of thag) which can be tested by linking an incremental
same noun phrase, and secondlgféan, when the parser for this formalism with a theory of human
VP and S nodes have to be predicted. sentence comprehension.

The relation between the incremental parsing al-
gorithm and processing difficulty can be formal-

By definition, all nodes of these connectinged as follows: At each word, a sEtof syntac-
structures are predicted nodes, and therefore anfio£XPectations is generated (they can be easily

tated as substitution nodes. We store these cbf2d Off the syntactic structure in the form of sub-
necting structures as non-lexicalized lexicon efilitution nodes). These expectations can be inter-

tries. They differ from other lexicon entries in thapréted as denoting the categories needed to build a

all their nodes are substitution nodes, and in tH#i@mmatical sentence from the current input, and
they are not lexicalized. The advantage of gener@f€ @ssociated with probabilitis(e), estimated

ing these separate non-lexicalized entries over sify. the parser.  Each structure also has a times-
ply adding a second predicted version of all lexicd@MP corresponding to when it was first predicted,

entries is that we retain a smaller lexicon, whicPl st activated. Based on this, decay is calcu-

reduces the sparse data problem for training, aAted: under the assumption that recently-accessed
makes parsing more efficient. structures are easier to access and integrate (decay
is weighted for verification (substitution of inner

nodes), regular substitution and, adjunction).

In this model, processing difficulty is incurred

The connection StI‘UCT[L.JI‘e is non-lexicalized, aqgther when expectations are incompatible with the
therefore creates additional challenges for ﬂgﬁrrent input (algorithmically

ful. Th Iso in princiole be chained. i , or when successful in-
ul. They can also in principle be chained, i.e., S?Yégration takes place (i.e., unification of predicted

eral of non-lexicalizet_j structures can be appll%des and the elementary tree is successful, or a
one after the other, without ever applying any Ie)ﬁ'ode can be successfully adjoined). Intuitively, in-

icalized rules. As a first approximation, we therga g aiion is costly because the parser has to bring

fore restrict these prediction rules to instances th{g ether the meaning of the matched categories
we encountered in the corpus, and do not only al- . - . . .
Processing difficulty is proportional to the in-

low several non-lexicalized rules in a row. This re- . .
. ve;{se probability of all integrated structures (less
striction means that there may be sentences which. .
. aﬁtlvated structures are harder to integrate) plus the
this incremental parser cannot cover, even thou

. . . robability of all deleted structures (more probable
a non-incremental parser (or one without this re- .
. . . tructures are harder to discard), where both prob-
striction) can find an analysis for them. (CC

has a similar problem with the application of type"’—lbmtIes weighted by recency:

raising; in current CCG parsers, the search prob-

lem in type-raising is solved by lexicalizing type Dy O Z f(i)+ Z f(P(e))

raising.) Because of recursive rules in natural lan- ek P(e)" £ d

guage, embedding can in principle also be infinitely

deep. However, (Lombardo and Sturt, 2002) hattere,Dy, is the difficulty at wordw, andE; is the set
shown that for 80% of the word tokens, no conneof expectations that could be integrated, wikilgis

tion paths are needed, and that two or more predibe set of expectations that have been discarded at
tions have to be made for about 2% of the tokensw. A decay is implemented by the functidn
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6 Example (ORC)

P=0.00003
A

The following example aims to show how PLTAG "\I XP
can explain increased processing difficulty at object

. . rand—parents
relative clauses (ORC) as opposed to subject reIa—g P
tive clauses (SRC). We chose this example because NP *

there is evidence that object relative clauses are predicted

more difficult for humans to process from both ex- | _ structure
. . e who_i Nﬁ VP*

perimental sources (King and Just, 1991; Gibson,

1998) and broad-coverage corpus data (Demberg A

and Keller, 2007). W NP
Figure 4 shows two alternative structures for the t‘ i

phrasegrand-parents who (all probabilities in this -

example are fictitious and just for illustrative pur- (SRC) N

poses). The two analyses differ by whether they P=0.0004

analyzewho as an object relative pronoun or a sub- N

ject relative pronoun, and predict traces in differ- | XP

ent positions. (Whether traces should be predictedyrang—parents

when their fillers are encountered is an open ques-

tion, but we will assume that they are for the time NP/\S* redicted

being.) Both of these analyses have a certain prob- ‘ gt ructure

ability, which is higher for the SRC (0.0003) than who_i NP VP*

for the ORC (0.00004), since SRCs are more fre- ‘ ‘
quent. When the next word is encountered, that ti v *
word may also be ambiguous, such as the word -

timein our example, whose probability is higher as

noun (0.08) than as a verb (0.02). All possible ele- (noun) (verb) P=0.02
mentary trees for the new word have to be matched P=0.08 N‘P S

up with all prefix trees (analyses whose probabil- time A

ity is below a certain threshold are ignored to limit NPy VP

the search problem and simulate memory limita- A
t?ons?. In our e.xamp.le, the noun interp.retation of v NP*
time is compatible with the object relative clause \
interpretation, while the verb interpretation can be time

unified with the SRC analysis. The ORC structure ] ) ]
still has lower probability than the SRC structure &9uré 4: Example of the interaction of lexical
this point, because.00003- 0.08 < 0.0004- 0.02. probabilities and verification cost in PLTAG

If an ORC verb was encountered next, we would
correctly predict that this verb should be more di
ficult to process than the SRC verb, because five
nodes have to be matched up instead of four, and

the predicted nodes in the OR(? analysis are % decided to use tree-adjoining grammar instead
clock-cycle older than the ones in the SRC at tRg ,iterative formalisms like Combinatory Cat-
time of integrating the verb. egorial Grammar (CCG) or Probabilistic Context

On encountering a disambiguating word, tHeree Grammar (PCFG) because we felt that TAG
processing difficulty proportional to the probabilbest met our requirements of strict incrementality
ity mass of all incompatible structures would bwith full connectivity.
incurred. This means that higher processing diffi- In standard CCG with bottom-up parsing
culty occurs when the more probable structure (tf8teedman, 2000), it is not possible to always find
SRC in our example) has to be discarded. an incremental derivation. For example, in ob-

Comparison with Other Grammar
Formalisms
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ject relative clauses, the subject NP of the releeunt), or we cannot satisfy full connectivity. In
tive clause cannot be integrated in an incrementaith cases, post-modification requires more oper-
fashion because the category of the relative prations than pre-modification. This is not the case
noun (N\N)/(S/NP)) is too abstract: it does notin TAG, because pre- and post-modification are ad-
contain the category for the subject NP expligeined into the tree in the same fashion (see Figure
ity and the subject NP therefore has to connesa) and (c)).

with the verb first. Another example are coordi-

nated clauses. The second conjunct can only be

combined with the first conjunct when they both

have the same category. However, (Sturtand Lom- NP + N — NP + N
bardo, 2005) show that human sentence process-_—~_

ing is more incremental than the most incrementalPT NI ADJ  N*  pT N

CCG derivation for a sentence likae pilot em N
barrassed John and put himself/herseif in an awk- ADJ N|

. . . a) TAG pre-modification
ward situation, where the c-command relation be- @ P

tweenthe pilot and himself/herself is understood

at the point of reading the reflexive pronoun, and NP/N N/>§ N
not only after reading the full second conjunct, as NP /N
CCG would predict under the assumption that the NP
syntactic relation has to be established first in order (b) CCG pre-modification
to determine c-command relations.
Coordination in tree-adjoining grammar does NP+ N - NP
PN BN

not have this problem of connecting with the be- DT/\N N* ADJ DT N

ginning of the sentence only once the second con- o~
junct has been seen, because the elementary tree N ADJ
for and is an auxiliary tree and adjoins into the pre- (c) TAG post-modification

vious structure, and therefore is connected to the

preceding context right away, amiimself can be NP /N N NAN
substituted into the connected structure and is c- N /(N\m

commanded byhe pilot right away and will there- W>B

fore be available for binding at an early processing >

stage. NP

(d) CCG post-modification

Furthermore, pre- and post-modification is
asymmetric for incremental derivations in cc&igure 5:  Comparision of pre- and post-
(and we are not aware of such an asymmetry fedification in TAG and CCG
human sentence processing). CCG requires either
type-raising at a noun that comes before a modi-
fier, or non-connectivity. The reason for the asym- In order to use PCFGs as a basis for the psy-
metry is that for pre-modification, e.g., an adje@holinguistic model it would be necessary to intro-
tive before noun, there is no type-raising necessatyce composition into the parsing process in order
in incremental processing (see Figure 5(b)). Qa avoid having to predict all the processing dif-
the other hand, for post-modification it is necesiculty at the end of phrases. Standard arc-eager
sary to type-raise the head before the post-modiffarsing would for example complete a rule only
is processed (see Figure 5(d)). This would leashce all of its children have been seen. For a more
to the unintuitive situation of having an ambiguityn-depth discussion of this question see (Thomp-
for a noun when it is post-modified, but not wheson et al., 1991). Composition is also needed to
it is pre-modified. Alternatively, the structure eikeep track of the predictions. For example, once
ther has to be undone once the modifier is encowme have seen the verb, we do not want to expect the
tered in order to allow for the composition (seriaterb phrase itself anymore, but only any potential
account), or the noun is explicitly ambiguous arguments. Furthermore, PCFGs do not provide the
to whether it will be modified or not (parallel acextended domain of locality that we exploit in TAG.
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8 Summary Mazzei, Alessandro, Vincenzo Lombardo, and Patrick
Sturt. 2007. Dynamic tag and lexical dependencies.
We propose a framework for a new version of Research on Language and Computation, Founda-

TAG which supports incremental, fully connected tionsof Natural Language Grammar, pages 309-332.
derivations, and makes explicit predictions abopfyre, Joakim. 2004. Incrementality in determin-
upcoming material in the sentence. This versionistic dependency parsing. IRroceedings of the
of TAG can be combined with a linking theory to ACL Workshop on Incremental Parsing: Bringing
model human processing difficulty, and aims to ac- gg?":r;elgrrlgg and Cognition Together, pages 50-57,
count for recent findings on prediction and connec- '

tivity in human sentence comprehension. Palmer, Martha, Dan Gildea, and Paul Kingsbury. 2003.
The proposition bank: An annotated corpus of se-
mantic roles. Computational Linguistics, 31(1):71—

106.
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Abstract pose with the meaning coming from the rest of the
' - sentence through-conversion.

In this paper, we propose a compositional Our approach is in contrast to previous works
semantics for DP/VP coordination, us- 4 pp coordination (Babko-Malaya, 2004) and
ing Synchronous Tree Adjoining Grammar  \/p coordination (Banik, 2004) that use feature-
(STAG). We first present a new STAG ap- jfication-based TAG semantics (Kallmeyer and
proach to quantification and scope ambi-  pomero, 2008). While the two accounts handle
guity, using Generalized Quantifiers (GQ).  pp and VP coordination separately, they cannot
The proposed GQ analysis is then used in  ogether account for sentences with both DP and
our account of DP/VP coordination. VP coordination, such a&very boy and every girl
jumped and played, without adding new features.
Furthermore, due to the recursive nature of co-
In this paper, we propose a compositional seardination, an indefinite number of such features
mantics for DP coordination and VP coordina-would potentially need to be added.
tion, using Synchronous Tree Adjoining Grammar We first present a new STAG approach to quan-
(STAG). We take advantage of STAG’s capacitytification and scope ambiguity in section 2, using
to provide an isomorphic derivation of semanticGQs. We then extend the proposed GQ analysis to
trees in parallel to syntactic ones, using substitubP coordination in section 3 and VP coordination
tion and adjoining in both syntax and semanticsn section 4. It will also be shown how sentences
In addition, we use unreducedexpressions in se- with both DP and VP coordination can be handled
mantic elementary trees, as in Han (2007). Thiander the proposed analysis.
allows us to build the logical forms by applying
A-conversion and other operations defined)en 2 Quantification and scope ambiguity

expressions to the semantic derived tree. ] )
DP meanings cannot be directly conjoined iff® SENtence such as (1) is ambiguous between two

an STAG approach that does not make use &aadipgs: for every course there is a st_udent that
unreducedi-expressions in semantic trees, as ifikes it (1a), and there is a student that likes every
Shieber (1990) and Nesson and Shieber (2008,Ourse (1b).
2007). In this approach, a quantified DP introduce
an argument variable and a formula consisting o
a quantifier, restriction and scope. The argument  &. Va[courséz.,)][3z, [studentz. )][likes(z,, z2)]]
variables cannot be conjoined as conjunctionisde- . 3, studentz, )]V [coursda,)][likes(z, , z. )]
fined on formulas. Although the formula compo-
nents can be conjoined in principle, it is not clear Figure 1 contains the elementary trees to
how the conjoined formulas can compose with theerive (1). For the DPa student, we pro-
meaning coming from the rest of the sentence. pose that d¢astudent) on the syntax side
In our analysis, we redefine the semantics a6 paired with the multi-component set
DPs as Generalized Quantifiers (GQ) (Barwis¢(o/astudent),(’astudent} on the semantics
and Cooper, 1981), enabling the DP meaningside. In the semantic trees, F stands for formula,
to be directly conjoined. GQs can be conjoined for relation and T for term. oa_student) is
through the application of the Generalized Cona valid elementary tree conforming to Frank’s
junction Rule, and the conjoined GQs can com{2002) Condition on Elementary Tree Minimality

1 Introduction

) A student likes every courser § 3,3 > V)
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(CETM), as a noun can form an extended projec- [V, ©ikes) on e
tion with a DP, in line with the DP Hypothesis. (aasiudent) (aeverycourse)  {(Fastudent), {(Feverycourse),
(o’astudent}  («’every.course}

(o’a_student) provides an argument variable, and

(#'astudent) provides the existential quantifielFigure 2: Derivation structures fax student likes
with the restriction and scope in the form of a GQevery course

We define the syntax and semantics of the DP

i imil . In th lik . Lo
ev,er.y COUrSE In & simriar way. in t e.<((.1| es)_, Note that while the derivation in the syntax pro-
(/likes) > pair, the boxed numerals indicate links . . I
duces a single derived treel) in Figure 3, the

between the syntactic and semantic tree pairs and

L derivation in semantics produces two semantic de-
ensure synchronous derivation between the syntax

and semantics: an operation carried out at onr('eved frees in Figure 3:-(1a) for thev > 3

. , . :
such node in the syntax side must be matched wi{ﬁadmg’ and{1b) for theﬂ > v. reading. This
IS because the semantic derivation structure pro-

a corresponding operation on the linked node(s » q ifiad tation f
in the semantics side. The symbplsadd[ 2 at the Ides an underspeciiied representation for Scope
ambiguity, as the order in whictB{a_student) and

F node in ¢likes) indicate that two elementary . T
trees will adjoin at this node using Multiple .(ﬁ’every_c_o_urse) adjoin t.o the F node m’(!kes)
Adjunction, as defined in Schabes and ShiebeI unspemﬂgd. The apphcanqn akconversion to .
(1994). In the derivation of (1), Xastudent) and the semantic derived trees yields the formulas in
(B'every course) will multiply-adjoin to it. Figure (12) and (1b).
2 depicts the isomorphic syntactic and semanti§ pp coordination
derivation structures for (1).

We now extend our GQ analysis to DP coordina-

(o’astudent) T (3'astudent)

tion. Our analysis captures two generalizations of
‘ % 3 scope in DP coordination, as discussed in Babko-
VANERVAN Malaya (2004). First, coordinated quantified DPs
(o student o *P/F\* F must scope u_nder_ the cqordinator ). Seconq,
A w7 F & scope interaction is possible between a coordi-
D N‘P R/\T P(\ ) nated DP and other quantifiers in a sentence (3).
a N ‘ ‘ (2) Every boy and every girl jumpeda & V)
Ay, .studenty, ) z,
student (ofoverycourse) 1 (everycourse)s a. sz[bgy(xz)mumpec(xz)}/\
Vs [girl(z2)][lumped. )]
) /GQ\ K (3) Every boy and every girl solved a puzzle.
APE A F (A>V>3,3>A>YV)
(aeverycoursepp
Vi, F F a. Va,[boy(x.,)][3x.[puzzldx, )][solved z., z,)]|]A
D N‘P p . }(‘r) V. [girl (z2)][Fz. [puzzl€z, )] [solved z-, x1)]]
olry N | | b. Jz.[puzzlz, )][Va2[boy(z=)][solvedza, 2. )] A
Ay COUISEy) V. [girl(z.)] [solved z., =, )]]
mhkes% (ﬂhkes Figure 4 includes the elementary trees nec-
DR, T TI@ R essary to derive (2). We adopt a DP coordi-
TAVP TR nation elementary treegéndeverygirl) where
/\ ‘ the lexical anchor projects to a DP that con-
BP W edylikes(y,o) tains a determiner and a coordinator. This is
.‘ VADH in accordance with CETM as both the deter-
\ miner and the coordinator are functional heads.
fikes We propose thatdandeverygirl) is paired with
Figure 1: Elementary trees férstudent likesevery  (8’andeverygirl). In (5’and.everygirl), two GQ
course nodes are coordinated where one of the con-

juncts contributes the meaning avery girl.
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(1)

TP ('1a) F (7/1b) F
DP; T GQ R GQ R
ANVAN AN /N AN /N
D NP T VP AP F Ay F AP F Az F
a N DP A Vo F F GQ R 3z, F F GQ R
LN N AN /N 2 N VAN /N
student t; V DP R T P AP F A2y F R T  P@) AP F A\ F
7T~ N AN
likes D NP \y..courséy.) z:‘2 ECN F F T R Ay, .studenty, ) x Y, F F T R
| N ] N LN
every N R T P oz T R R T Pl oz T R
. I o ——
course Ay, .studenty, ) z, EA Az Ay likes(y, x) Ay..courséy.) N z AzAy.likes(y, x)

Figure 3: Derived trees fok student likes every course

This specification ensures that the coordinatdiakes two coordinated GQs andabstracts over
scopes over the conjoined quantified DPs. Furthethem, as in (4). Application of the GC rule and
(8'andeverygirl) does not include an argumentconversion to{’2) yields the formula in (2a).
component forevery girl. Instead, the argument ) ] ]

variable will be provided whenXandeverygirl) (4) Generalized Conjunction (GC) Rule:

adjoins to (’everyboy). [GRIN GQ2] =A Z[GQ1(2) A GQ2(2)]
(a’everyboy) T (8'everyboy)g (92) (ajumped) (2)  (a/jumped)
2o [clo)] R (aevery boy) {(8'everyboy), ('everyboy)}
)\p/\;: A@AF* (;;famie\‘/erygirl) (8'andeverygirl)
(cevery.boy) DP[Q /\ . . .
/\ val £ E Figure 5: Derivation structures fdvery boy and
o NP PN every girl jumped
‘ ‘ R T P
every N ‘ (2) P
| NiabOY() s T~
boy DP; /T’\
(Bandeverygirl) pp (8'and everygirl) GQ /\\
ﬂ\ /‘\ DP Conj DP T VP

DP* Conj DP GQ* A GQ
‘ A /\ DA ‘ A A

NP and D NP DP V
and D NP AP F ‘ ‘ ‘ ‘
‘ /\ every N every N i \
every N Via F = ‘ ‘ ‘
‘ /\ ‘ boy girl jumped
girl T T Pz) (2 F
Av2.girl(y) ‘ GQ/\K
(ajumped) Tp («/jumped) F[g /\
/\ /\ GQ A GQ )\Zz/F\
DR [ T T R
A ‘ AP/\ F AP/\ F T R
v Az jumpedz) /\ /\ \
/\ V.TZ/F\ F Va:z/F\ l‘: Zy Az.jumpedz)
DP v
‘ ‘ R T Pr) R T P()
t; jumped ‘ ‘
. Ay>-boy(y.) @ Ayo.Qirl(y2) s
Figure 4: Elementary trees f&wvery boy and every
girl jumped Figure 6: Derived trees foEvery boy and every
girl jJumped

The isomorphic syntactic and semantic deriva-
tion structures of (2) are in Figure 5, and the syn- The new elementary trees needed for (3) are
tactic and semantic derived trees are in Figure 6.given in Figure 7. In4/solved), the F node is spec-
As we are coordinating GQs, we can use thdied with two links, [1 and[2 This means that
Generalized Conjunction (GC) rule of Barwisescope components of two GQs will multiply adjoin
and Cooper (1981) to compose them. The GC rul@ it, providing underspecified derivation structure
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and thus two separate semantic derived trees, pre- " I

dicting scope ambiguity. /GQ\ A
GQ A GQ A F
(c’apuzzle) T (B'apuzzle) g ‘ ‘ /\
‘ APVa,[boy(x,)][P(x)]  APVa,[ginl(2,)][P(2)]  GQ R
- /GQ\ K )\PEx,,[puzz!e(x,,)HP(.n)} )\/\F
APOE = SN

(aapuzzle) pp /\ (+/3b) F T A
A CAL ] S ST

5 NP GQ R P Azy.solvedy, z)
‘ R T P(z,) I /\
a N ‘ AP.3x, [puzzlgx, )|[P(z,)) Az, F
‘ Ay, .puzzley,) z, /\
puzzle GQ R
(asolved) Tp (o'solved) g /\ /\
/\ o K GQ A F
ORI T TI@ ‘ ‘ /\

APNz,[boy(x,)|[P(x2)] AP, [girl (22)][P(x2))] T R
T WP T2 R T/\R
|
D‘P v/ Az)y.solvedy, ) JA Azhy.solvedy, z)

k V‘ bPIZ Figure 9: Semantic derived trees févery boy and
every girl solved a puzze

solved

Figure 7: Elementary trees f&very boy and every

girl solved a puzze DP; in (ajumped) in Figure 4, andgandMary)
adjoins to DP in ¢John). In semantics3(John)

The derivation structures and semantic deriveddjoins to F in &jumped), ¢/John) substitutes

trees for (3) are in Figures 8 and 9. To save spacgito T in (o/jumped), and §’andMary) adjoins to

we have reduced all the GQ nodes in the sema®Q in ('John). The application ak-conversion

tic derived trees and omitted the syntactic deriveéind GC rule to the resulting semantic derived tree

tree. The semantic derivation is accomplished withields the formula in (5b).

no additional assumptions and proceeds in the

> . . e
same manner as the derivation for (2) with the ex- @donyT (oo g

ception that the scope componeni8eery boy) (adohn) pp(T ! GQE/\R
and (3’apuzzle), may adjoin to«solved) in two | \

orders in the derived tree: the reading in (3a) is b APPGoRn) s
derived if (3’everyboy) is adjoined higher than John

(3'apuzzle), as in{'3a). The opposite ordering (GandMar) — pp  (FandMan) cq

as in ¢/3b) derives the reading in (3b). oF com Bp 6o A Qo

Our analysis also handles coordination of \ |

proper names as in (5a), if they are treated as GQs. ad B AP.B(man)
(5) a. John and Mary jumped. Mary
b. jumped(john) jumped(mary) Figure 10: Elementary trees faohn and Mary

um
The new elementary trees needed for (5a) are givén
in Figure 10. In syntax,dJohn) substitutes into

4 VP coordination

(d3) (asolved) (9'3) (o'solved) . .
o In VP coordination, one or more arguments are

(aeveryboy)  (aapuzzle) {(¢everyboy), - {(7'apuzzle), shared by verbal predicates. In general, shared
(a’everyboy)} (o’apuzzle} .
_ I arguments scope over the coordinator, and non-
(Band.everygirl) (#'and every.girl) )
shared arguments scope under the coordinator
Figure 8: Derivation structures fdtvery boy and  (6)-(7). Moreover, VP coordination with multiple

every girl solved a puzzle shared arguments displays scope ambiguity (8).

DP
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(6) A student read every paper and summarizeoh the highest F. This ensures that the shared ar-
every book. 4 > A > V) gument scopes over the coordinator. Moreover, the
a. 3.[studentz, )][Vas [papeta, )] [reada,, z,)]a  INK for the scope component of the non-contracted

object DP node is placed on the lower F, ensuring

that it scopes below the coordinator.
(7) A student takes and a professor teaches every

V. [book(x.)][summarized.,, z.)]]

course. \6 >N > 3) (o’everypaper) T (8'everypaper) g
a. Vz,[courséz,)|[3z.[studenfz,)][takesz., z2)]A ! % 5
3z, [professofz, )| [teacheéz, , z)]] /\ A
AP F Az F*
(8) A student likes and takes every course. (ceverypaperpp /\
E>vV>AV>3>nA) A Yo K F
D NP /\ ‘
a. 3z, [studentz,)][Va.[courséz. )][likes(z, z.)A \ T T P(z.)
tak . 5 every N
a E$CE )y T )” Ay..papefy.) Ty
b. Vz.[courséz.)|[Fz, [studentz, )][likes(z,, z2)A paper

(o’everybook) T (f'everybook) g

takegz,, z5)]]

Figure 11 illustrates the elementary trees nec- /GQ\ K
essary to derive (6). We follow Sarkar and o E oL R
Joshi (1996) for the syntax of VP coordina- |@evevbook) op | 4\F
tion: we utilize elementary trees with contrac- 5 N /\
tion sets and assume that their Conjoin Oper- \ R T P
ation creates coordinating auxiliary trees such svery T . bjok( :

. Ya- Y2 T2
as (Bsummarizegpp,y). In (areadpp,;), the biok ,
subject DR node is in the contraction set, (“'ea‘*““”K @reador)) F2E
marked in the tree with a circle,. and repre- o Om &
sents a shared argument3sgmmarizegyp,,), VAN /\
also with the subject DPnode in the contrac- T /Vg ne &
tion set, contains the coordinator. Elementary b v Ay ready, )

trees such asAsummarizegyp,)) are in ac- |

cordance with CETM, as coordinators are func- ‘ T oP.2

tional heads. Whengsummarizegpp,;) adjoins Gaommarzeor R e

to (areadpp,)), the two trees will share the | R N ) 23

node in the contraction set. As for the seman vk com@m T = Fl2

tics, we propose thabfead pp,;) is paired with a|nd AN A &
(o'read pp,y), and Bsummarizegy p,y) is paired /\ /\

with (3'summarizegdpp,3). In (a'readpp,y), the D‘P A na T

T node linked to the contracted Pmode is t V  DPLE  Aeysummarizedy, )

marked as contracted with a circle. Crucially, the
link for the scope component of the P ab-
sent on F. Instead, the scope information will b&igure 11: Elementary trees férstudent read ev-
provided by the shared argument coming from th&'y paper and summarized every book

coordinating auxiliary tree. This specification will

prove to be crucial for deriving proper scope rela- Figure 12 depicts the derivation structures
tions. As usual, the non-contracted node, the olfer (6). These are directed graphs, as a single
ject DP, has a link for the argument component onode is dominated by multiple nodes. 166§,

T and a link for the scope component on F. In théaa student) substitutes intoafead pp,;) and
coordinating auxiliary treed{'summarized,p,;), (3summarizegpp,3) simultaneously at the DP
the contracted node DMas a link for the argu- node. This produces the syntactic derived tree in
ment component on T, which is marked as a corn(«/6) in Figure 13. In §'6) in Figure 12, guided
tracted node, and a link for the scope componettty the links in syntactic and semantic elementary

summarized

Proceedings of The Ninth International Workshop on Tree Adjoining Grammars and Related Formalisms
Tiibingen, Germany. June 6-8, 2008.



38 Han, Potter and Storoshenko

tree pairs, ¢’a_student) substitutes into a T nodeThe application of\-conversion to4’7) yields the
in (a’read pp,y) and (3'summarizegdy p 1) simul- ~ formula in (7a).
taneously, and{ a_student) adjoins to the root F

. . ) (atakesppy) (o'takesppy)
node in (’summarizegyp,}). This produces the e R e e
semantic derived tree in/{6) in Figure 13. We de- DRIE T T R
fine functional application for shared arguments as AN AN
in (9). Application of A-conversion to {’'6) thus PN |
yields the formula in (6a). D‘P v Xey takesy, )
(56) (aread pp,)) (#6) (oreadpp,) ti V%@
(aastudenty (,Jsumrr\arizv::q:lpp‘)J (aevery paper) takes
‘: " ((u’asmdent)/ (#'summarizegyp, ;) {((:’everypaper), (Gteachegppy) TP (ﬁglteaChe@P)) F2
(aevery book) (3'astudenty {(u’sven"ybook), (3'everypaper}
(8'everybook)} TP*  Conj P oA FO
Figure 12: Derivation structures férstudent read and  DPLE T R
every paper and summarized every book
T VP T
. . . DP A Az)y.teachegy, z)
(9) Functional application for shared arguments: ‘ '
If « and g are branching nodes sharing one Y 2

teaches

daughtery, anda dominates) and 8 domi-

natesy, andv is in the domain of botld and
X, a=3(y) ands = x(7). Figure 14: Elementary trees fek student takes

o B and a professor teaches every course
sl

(7) is derived similarly, with the exception that [
the elementary trees for (7) has the object DP node2stdem  (eaches;—(aeverycourse)

{(a’astudent),  (3'teachesppy) ~{(a’everycourse),

in the contraction sets. These elementary trees are (aaprofesson) (¥a student) ! (everycourse)

{(a’aprofessor),

in Figure 14: in (takes ppy ), the object DP node (aprofessor)

is contracted, and thus im/takesppy), the link  Figure 15: Derivation structures férstudent takes

for the scope component of the DP is absent ognhd a professor teaches every course

F; in (3'teachegppy), the scope component of the

DP is placed on the root F node. In addition to The derivation of (8) requires elementary trees
these trees, a pair of elementary trees for the DRith two contracted nodes, as both subject and ob-
a professor is required, which is exactly the sameject are shared. These elementary trees are in Fig-
as the elementary trees farstudent in Figure 1. ure 16. Since both the subject P&nhd the object
The derivation structures for (7) are in Figure 15DP are contracted, the links for the scope compo-

L
A second semantic derived tree is available for (6), wherB€NtS of both are absent in Fin'lkes;pp, ppy),

(8'every paper) adjoins higher tham{summarized), as they and placed on the root F irﬁ/(takeﬁDPi,DP})-

are multiply adjoined to fthe F node ﬁ_fl’(read{/-vwg thank This means that the two scope components will
an anonymous reviewer for pointing this out. We do not cur; v o o :
rently have a way to block this second derived tree. How[nultlply adjoin to the F node, and as the order in

ever, the formula in (i) that results from the application ofwhich the two components adjoin is not specified,
A-conversion and the GC rule to the second derived tree h%%ope ambiguity is predicted. The derivation struc-

the same meaning as the one in (6a) reduced from the first . . .
derived tree in4’6) in Figure 13. Similarly, (7) has available ﬁ"es and the derived trees are in Figures 17 and

a second derived tree that yields the formula in (i) which isl8. The application oh-conversion to4'8a) and

(otakegppy) @'7) (o'takegppy)
P = OP

equivalent to (7a) above. ('8b) yields the formulas in (8a) and (8b) respec-
() 3z.[studentz,)][Vz.[papelz.)] tively.

[read ., z>) A Va,[bookz.)|[summarizedr. , z-)]]] The derivation of sentences with both DP and
(i) Vaxo[courséz.)][Ix. [studentx, )] VP coordination, such agvery boy and ev-

[takegz, , 2) A 3w, [professofz, )][teacher., z2)lll  ery girl jumped and played, follows from our

analysis. In addition to the DP elementary trees
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(6) TP VP TP ¢'6) F

GQ R
| /N | /N
read D NP summarized D NP APNz,[papetz,)][P(x.)] Az, F APV, [book(z,)|[P(x.)] Az, F
| |
every N every N R R
| RN N
paper book 2z T R T R
| | |
22 AzAy.ready, x) Z2 AzAy.summarizedy, )

Figure 13: Derived trees fak student read every paper and summarized every book

(08) TP (v'8a) F (”/8b)/|:\
P Conj TP GO R GO R
| /N | /N
DP; T T AP.3x, [studentz, )|[P(z, )] Az, F APV, [courséz,)|[P(x,))] Az, F
AT T T
D NP T VP T VP GQ R GQ R
VAN | VAN | N
a N DP v/ APNz,[courséz,)|[P(z, F AP.3z, [studentx, )|[P(z, F

H\Q/\ /\F /\
likes takes D N‘P M T M
every N ;‘, % R

course Zz Az Ay likes(y, z) Az )y .takesy, x) Zz Az )y likes(y, z) Az \y.takesy, x)

student t;

D——DD——T

Figure 18: Derived trees fdk student likes and takes every course

op
T

(alikesipp, ppy) TPE  (¢likesipp, pry) F3

N\

(oasiident) __ (takespr, ppy—— (aevery.course)

(98) (alikespp, pry) (*'8) (@likes;pr, pry)
op,
{(c’astudent), (3'takespp, pp ))/{(n every.course),

@" M @ s ('astudenty— (B'every.course)
TAVP Az & Figure 17: Derivation structures férstudent likes
/\ ‘ and takes every course
DP v/ Az )y likes(y, z)
t‘, \AEIZ

| in Figure 4, @jumpedpp,}), (a’jumpec{Dpi}),
(Gtakespr pr) TP (takesr, or) F I (Bplayed pp,3), and (@'played pp,y), which are
intransitive variants of the verb elementary

™ C“’”" K F A trees in Figure 11, are necessary. In syntax,
and  QB@ T ©m R (Band.everygirl) adjoins to DP in {everyboy),
4 (Bplayed pp,) adjoins to VP in {umped pp,3),
T VP R . . .
‘ and @everyboy) substitutes simultaneously into
PV Ay takesy, z) (ejumpedpp,;) and (Bplayedpp,;) at DPR. In
1‘, Aﬁg semantics, £'andevery.girl) adjoins to GQ in
‘ (3'everyboy), which adjoins to the root F in
takes (B'played pp,}), and ¢’everyboy) substitutes si-
Figure 16: Elementary trees férstudent likesand ~ Multaneously into T inq’jumped p,}) and T in
takes every course (8'played pp,y), deriving the formula in (10).
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Non-local scrambling: the equivalence of TAG and CCG revidied

Julia Hockenmaier and Peter Young
Department of Computer Science, University of lllinois,
201 N. Goodwin Ave., Urbana-Champaign, 61801 IL, USA
{j ul'i ahnr, pyoung2}@s. ui uc. edu

Abstract

It is well known that standard TAG can-
not deal with certain instances of long-
distance scrambling in German (Rambow,
1994). That CCG can deal with many
instances of non-local scrambling in lan-
guages such as Turkish has previously
been observed (e.g. by Hoffman (1995a)
and Baldridge (2002)). We show here that
CCG can derive German scrambling cases
which are problematic for TAG, and give
CCG analyses for other German construc-
tions that require more expressive power
than TAG provides. Such analyses raise
the question of the linguistic significance
of the TAG-CCG equivalence. We revisit
the original equivalence proof, and show
that a careful examination of the transla-
tion of CCG and TAG into Indexed Gram-
mar reveals that the IG which is strongly
equivalent to CCG can generate dependen-
cies which the corresponding IG obtained
from an LTAG cannot generate.

ap...apby...by), corresponding to the cross-serial
dependencies that arise in Dutch (Bresnan et al.,
1982) and Swiss German (Shieber, 1985).

Although this result has important algorithmic
consequences (Vijay-Shanker and Weir, 1993), it
is easy to overestimate its linguistic relevance.
Weak equivalence does, of course, not necessarily
imply that two formalisms are capable of recov-
ering the same set of dependencies between the
elements of a string. Since the notion of strong
equivalence is often hard to define, strong equiva-
lene proofs are rarely found in the literature. But
examples of structures that can only be analyzed
in one formalism can provide insight into where
their strong generative capacities differ.

2 Combinatory Categorial Grammar

In addition to function application>{ and <),
CCG allows the combinatory rules of (general-
ized) function compositiong,), which allows
a functor x|y to compose with another functor
Y|Z,..Z, to form a category|z;...z,, and type-
raising T, which allows a category to be trans-
formed into a category/(T\X) or T\(T/X):

1 Introduction XY v - X

. . Y X\Y = X
Vijay-Shanker and Weir (1994) proved that Tree- v Y/Zi|.Zn Sog. X/Zi..Za
Adjoining Grammar (TAG (Joshi and Schabes, Y\z;..z, X\Y =g, X\Zi..Z,
1997)), Combinatory Categorial Grammar (CCG X/Y Y\ZiZn =g n X\Zi-Zn
(Steedman, 2000)) and Linear Indexed Gram- Y/Zi-Zn X\Y z<BX" ?;(ZTZ\;”
mars (LIG, (Gazdar, 1988)) are weakly equiva- X :;I T\(T/X)

lent, i.e. can generate the same sets of strings.S q 2000) furth .
All of these grammars can generate the lan- I_tee_ mar|1( hi )hl_m elrm(I)lre usdes 1unary|_to(|10|—
guages{a”b™c"d"} (which does not correspond calization rule, which is only allowed to be applie

to any known construction in natural Ianguage)t,o a sentence-initial constituent:
=1 T/(T/X)

and {a"b"} with cross-serial dependencies (i.e. X

Proceedings of The Ninth International Workshop on Tree Adjoining Grammars and Related Formalisms
Tiibingen, Germany. June 6-8, 2008.



42 Hockenmaier and Young

a; ... Qn b bnfl bg bz Cy1 ... Cp dz

A . A (S\W)/D)/C (((S\A)/D)\(B)/C..((\A)/D)\4S)/C ((S\A)/D)\;S)/C € .. T D ..
(G\W/D)\S
((((5\A)/D)\A)/D)\,8)/C
((((S\A)/D)\A)/D)\sS

(..(S\A1)/D;)...\A,)/D,,
Figure 1: Type-raising is not required to deriveb™c"d™ in CCG.

ol &

Both the maximal arity» up to which general- and Schabes, 1997). Weir (1988) gives a CCG for
ized compositiorB,, is allowed and the maximal this language, but since his grammar assumes that
arity k£ of the variableT that results from type- the string contains empty stringse with lexical
raising are assumed to be bounded (typically toategories, we give in Figure 2 a different anal-
the maximal arity of lexical categories required byysis. This grammar assigns the lexical category
a language (Steedman, 2000)). These bounds &8&A)/D)\,S)/C to any but the leftmost, where we
known to be important: Weir (1988) shows thathave used ; to indicate a modality which requires
if there is no bound on generalized compositionbackward crossed 4-ary composition.

CCG can generatga™a'™b™c"t/™c™d'™d"},

which cannot be generated by a TAG or LIG, an® CCG for a fragment of German

Hoffman (Hoffman, 1993) shows that a CCG withywe  follow Steedman (2000) and Hocken-

B.# and no bounds on the arity of type-raised Catmgjer (2006) in most of our basic analyses.
egories can derive”b" c"d"e™, which also cannot German has three different word orders that
be generated by a TAG or LIG. depend on the clause type. Main clauses (3)

In English, type-raising and composition allowgre verb-second. Imperatives and questions are
derivations ofwh-extraction, right node raising yerp-initial (4). If a modifier or one of the objects
and argument cluster coordination in which thes moyed to the front, the word order becomes

verbs involved have the same lexical categoriegerp-initial (4). Subordinate and relative clauses
as in standard sentences that do not involve noBye verp-final (5):

local dependencies. In TAG, these constructions
either require either additional elementary trees, or
non-standard coordination rules (Sarkar and Joshi,
1996) that were not taken into account in the orig-
inal equivalence proof. On the other hand, the ()
Dutch cross-serial dependencies (without extrac- ®)
tion or coordinatioh) and the weakly equivalent
a™b™, can easily by a CCG with bounded gener- . i
alized composition and without type-raising. In & a@ssume that the underlying word order in
fact, Vijay-Shanker and Weir (1994) show that Anain clauses is always verb-initial, and that the
TAG can be translated into a CCG that uses On|§ententce-|nltlal subject is in fact topicalized. We

function application and composition, but does noiS€ the features., ands. ;. to distinguish verbs
require type-raising in main and subordinate clauses. Main clauses

have the features,., requiring either a senten-
Deriving a"b"c"d" The languagea”™b"c"d" tial modifier with categons,../s.:, a topicalized
can be generated by a TAG with one auxiliarysubject §,.,/(S.. /NP..)), or a type-raised argument
tree 3; with yield a_bc.d (where the_'s indi- (s,,/(s.;\X)), wherex can be any argument cate-

cate where3; can be adjoined again), resultinggory, such as a noun phrase, prepositional phrase,
in strings of the formu!-"_b™1c!-"_d™+1 (Joshi or a non-finite VP.

a. Peter gibt ihm ein Buch.
Peter gives him a book.
Ein Buch gibt Peter ihm.
dann gibt Peter ihm ein Buch.
. Gibt Peter ihm ein Buch?
Gib ihm ein Buch!
. dass Peter ihm das Buch gibt.
das Buch, das Peter ihm gibt.

cpopow

!Steedman (2000, p.212) points out that generalized coor- %In multimodal versions of CCG (Baldridge, 2002),
dination would be required for the coordination of unbound+modalities that are this specific are not typically assumed,
edly long noun or verb clusters, which would require the fullbut here this is required in order to avoid overgeneration.
generative capacity of Indexed Grammars. Weir (1988) gives similar constraints in his grammar.

Proceedings of The Ninth International Workshop on Tree Adjoining Grammars and Related Formalisms
Tiibingen, Germany. June 6-8, 2008.



Non-Local Scrambling: The Equivalence of TAG and CCG Revisited 43

(1) Case 1: Two verbs with two NP arguments each
a. dass der Detektivdem Klientelen Verdachtigen des Verbrechens zu tberfuhrewersprochen hat.
b. dasdgles Verbrechendgler Detektivden Verdachtigendem Klienternzu tGberflihren versprochen hat.
(2) Case 2: N verbs with one NP argument each

a. Dieses Buch hab den Kindernz niemand zu geben versuch§.
this book  has to-the-childremobody to give tried.

Nobody has tried to give this book to the children.

b. dasder Rat dem Pfarrerdie Menschermer Opfer gedenken  zu lasserversprocherhat.
that the councilthe priest the people the victimscommemoratéet promised has.

that the council has promised the priest to let the citizesmamemorate the victims.

c. dasdie Menschemnler Opfer dem Pfarrerder Rat gedenken  zu lasserversprocherhat.
that the people the victimsthe priest the councilcommemoratéet promised has.

that the council has promised the priest to let the citizeemmmemorate the victims.

Figure 2: Non-local scrambling examples (from Rambow ()@8% Beckeet al. (1991).

The treatment of subjects Unlike Hocken- Partial VP fronting requires an analysis in
maier (2006), we treat subjects as arguments efhich the remnant arguments in the Mittelfeld
main verb, and assume auxiliaries are categoriésr a constituent, similar to argument clus-
of the forms/s ands\s (with appropriate features ter coordination (hererv,; = (S.,;\NP,)\NP,):

to avoid overgeneration). Evidence for this analGelesen ~ hat  Peter das Buch
ysis (which is similar to the standard analysis 0Bu./TVu: Svi /Sy NP, NP,
subjects in TAG) comes from coordinations that S/S\NP,) G\NP)(G\NP\NP,)
would otherwise not be derivable (see Figure 7). S/((S\NP,,)\NP,) ~®

i 1 v NPn NP,L
Local Scrambling In the so-called “Mittelfeld” (Sur\NP)\

all orders of arguments and adjuncts are pote®ther constructions If verbs like versprechen

tially possible. In the following example, all 5! (promise) have lexical categories of the form

permutations are grammatical (Rambow, 1994): ((S\NP,,)\NP,)/(S[zu]\NP,,), with a suitable modal-
(6) dass [eine Firma] [meinem Onkel] [die Mdbel] [vor ity on thes[zu\NP that requires composition, VP

drei Tagen] [ohne Voranmeldung] zugestellt hat. ~ €xtraposition and the so-called Third construction

that [a company] [to my uncle] [the furniture] [three can easily be derived (figure 7).
days ago] [without notice] delivered has.

Such local scrambling cases can easily be dé- TAG and non-local scrambling
rived with generalized composition and type

raising. However, argument-cluster coordinations . o _
are possib'e with all subsets of arguments: Non-local Scramb“ng, a construction in which the

@ D bt Mariaden BallundPeterdas Buch argument of an (arbitrarily deeply) embedded verb
Ir gl ariaden ballun eteraas bucn. H .
to-yougivesMariathe ball andPeterthe book. !s moved to the matrix clause, occurs commonly
To you, Maria gives the ball and Peter the book. in languages such as German. Beockeal. and

.1 Non-local scrambling

Dir gibt den Ball Maria und das Buch Peter. Rambow (1994) show that this can result in depen-
(8) Das Buch gibt Maria dir und Peter mir. dencies that a standard TAG cannot capture. For
Das Buch gibt dir Maria und mir Peter. instance, in sentence 2ags Buch(the book), the
(9) Peter gibt mir das Buch und dir den Ball. direct object ofgeben(give), appears in the ma-

Peter gibt das Buch mir und den Ball dir. trix clause headed byersucht(tried). This sen-

Like in a TAG analysis of local scrambling, we [€Nc€ has six segments with dependencies (1,5),

will therefore assume separate lexical categorid€:6): (3,5) and (4,6). It contains a discontinuous
for each possible permutatidn constituent 1-3-54u geberand its objects), cor-
responding to an elementary tree anchorefzu)

3To avoid this combinatorial explosion of the Iexicon,geben Butin TAG, discontinuous constituents can
extensions of CCG have been proposed (Hoffman, 1995b;

Baldridge, 2002); albeit, at least in Hoffman’s case, thes_gnIy be. Created_ b_y wrapplng adJunCt'On’_resumng
raise its generative capacity beyond that of standard CCG in a string consisting of five segments (Figure 3).
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123456 12345 2) k verbs andk NPs Under an analysis where
| L=H _ L =4 the verb cluster forms one constituent, a category

Non-local Scrambling TAG adjunction (. (S\NP,)\....)\NP; is obtained. We will consider
Figure 3: The dependencies in example (2a) le his general ca§e n more.detayl below, !OUt .as can
. . . e seen from Figure 4, which gives a derivation for
and the dependencies that TAG adjunction can ex- . )
. . example 2a that cannot be derived with a standard

press (right). Blue segments are the yield of th

tree that has been adjoined into the red tree. AG, CCG can derive more cases than TAG.

6 The equivalence of TAG and CCG

Beckeret al.(1991) consider two different cases  revisited

hich they show cannot be captured by a TAG:
i y Show Pt y Vijay-Shanker and Weir (1994) show the (weak)

l) Two verbs and four NPs TAG cannot gen- equivalence of TAG and CCG via a translation
erate {o(NP,!,NP?, NP!, NP?,)V,;V,} to head grammars and linear indexed grammars
which consists of any permutation of the two NHLIG, (Gazdar, 1988)). In an indexed grammar,
arguments of two verbs followed by the verbdionterminals are associated with stacks of indices.
themselves. This arises when a control verB aLIG, the stack associated with the LHS sym-
such asversprechen (promisejikes a ditransitive Pol X is copied to one of the RHS nonterminals

complement such asberiihren (to prove X guilty Y, the top symbol can be popped off the stack of
of Y)(see examples (1)). X, or a new symbol can be pushed onto the copy

of the stack that is passed downyta*

2) k verbs andk NPs Beckeret al. (1991) also
consider the more general case whé¥everbs
take one NP object each, resulting in the language
{o(NPy,...,NP,)V;..V,}, and show that this
not a tree-adjoining language (see examples (2))We show that translating both LTAG and CCG di-

Based on a this observation, Beckenl.(1992) rectly into strongly equivalent indexed grammars
provide a proof that non-local scrambling of thewhich capture all dependencies in the extended
k arguments of verbs cannot in general be cap-domain of locality via nonterminal stacks reveals
tured by Linear Context-Free Rewriting Systemsthat CCG requires a LIG with registers which is
a class of formalisms to which CCG also belongsnot strongly equivalent to any LIG that can be ob-
It is, however, doubtable that an analysis of théained from a LTAG.
general case is required for natural language. Joshi
et al. (2000) show that tree-local multicomponent-1 TAGasalLIG
Tree-Adjoining Grammar (Weir, 1988), a variantye define a functiorf which translates a TAG
of TAG that is weakly equivalent to standard TAGjntg a strongly equivalent LIG that captures all the
(and hence CCG) can deal with a limited range ofiependencies represented within the elementary
scrambling cases. trees of the TAG via stack features (fig. 3). This

) function translates every local tréeé — Y;..Y,

5 CCG analyses for German scrambling  of an elementary tree into one LIG production rule
f(X) — f(Y;)..f(Y,), and adds one push and
one pop rule for each adjunction node. Substitu-
1) Two verbs and four NPs The two tion nodes and root nodes of initial trees labeled
verbs combine to a category of the formwith nonterminalX are translated into a nonter-
(((S\NP1)\NP";)\NP2)\NP'2, where the two most minal f(X) = X[ with an empty stack. In order

embeddediP;s are arguments of the matrix verbto avoid overgeneration, every internal (non-root)
and the twanpP’,s are arguments of the embedded

verb. WithB,? and two lexical categories for the  “We will usepush, andpop, rules which push or pop

tri b B.YI I tati d top symbols onto or off the stack as convenient abbreviation
matrix verb (orB. ”), all permutation orders can of corresponding: operations with appropriately unique non-
be derived. terminals Y on the RHS.

copy: Xla] — ..Y[a]...
pop: Xlac] — ..Y][q]...
push: X[a] — ...Y]ac]...

5.1 Non-local scrambling
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dieses Buch hat den Kindern niemand zu geben versucht
Sdcl/(svl /NPacc) Svl /Spt NPda,t NPnom T (Vqu\NPacc)\N Pdat (Spt\NPnom)\VPzg
>
S/(S\anom) ((Spt\NPnom)\NPacc)\NPdat
(Spt\N Pa,(:c)\N Pdat
Spt\N Pacz:
>B
S'u] \NP(ICE
S >
dcl
die Menschen der Opfer dem Pfarrer der Rat gedenken zu lassen versprochen
NPa NPg NPd NPn VPz\NPg (Vqu\NPa)\VPz ((Spt\NPn)\NPd)\Vqu
>T >T
S/(S\NPg) S/(S\NP) (((Spe\NP»)\NP4)\NP,)\NP, .
>B
((Spt\NP4)\NP,)\NP, .
>Bx

(Spe\NP4)\NP,

Figure 4. CCG derivations for examples (2a) and (2c) (hepeS\NP)

Initial trees «;
XP XPl] —  YP[ X¢.1)[\yp]
4 N X<j71>[ ] — X<j710)[.../zp] ZPH ) .
YP X X4yl —  X[..(5,1)] (X, is an adjunction node
W Zp [..(5, 1) - Xy.nl] (X1 is an adjunction node
Auxiliary trees 3;
,XP\ XPl.] — YP[ X410l \vp]
YP X Xgol-\ypl = z\yp/zp] X j,11)[../2p]
~ Xganl-/zpl = ZP[ X 111)[--]
w X’ X1yl —  X[...(J,1)] (X, is an adjunction node
/N X[...(4, 1)] — X4y nl] (X, isanadjunction node
ZP  XP*

Figure 5: A toy example of how TAG elementary trees are tegedl to LIG. The directionality of the
arguments is indicated here in categorial-grammar-liketien.

node labeledX on the head path of an elemen- Root nodes of auxiliary trees are translated into
tary tree is translated into a unique nonterminahonterminalsX|...] with a stack variable. This

X (i,aay, where the index identifies the original stack is passed through the productions that cor-
elementary tree and GA is the Gorn address of thespond to the auxiliary tree until it reaches the
corresponding node in this tree. corresponding foot node, which is also translated

We assume that all nodes in an initial tree eilNto the same nontermin&|...] with a stack vari-
ther lie on the head path from root to the S|ng|@b|e The dependenCieS within the auxiliary tree
lexical anchor or are immediate descendants of@frespond to indices which are pushed onto and
node on the head path, and that all nodes which aR®pped off this stack. Every auxiliary tree defines
not on the head path are dependents of the lexicaldependencies where the dependents have scope
anchor. In the resulting LIG, every dependencVer the lexical anchor and dependencies where
represented by an initial tree then corresponds the lexical anchor has scope over the dependents.
a pushoperation, resulting in the lexical anchorEvery dependent’; that has scope over the lexi-
being associated with a preterminal whose stack@! anchor is generated by a rule which pushes a

corresponds to its subcategorization frame: symboly; onto the stack. The anchor is generated
by a rule which pops the top elements off the

stack and pushes. new elements onto the stack.
Thesem elements are popped off the stack by the
rules which generate the dependents that have
scope below the anchor. Therefore, the stack asso-

Generating a dependent Z (initial tree):
X[..] — Z[] Y[.

Generating the anchar of an initial tree:
X[a] — w
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ciated with the translation of the foot node is identhe maximal arity of lexical categories. In anal-
tical to the stack of the root node. Dependenciegses of constructions involving non-local depen-
represented by auxiliary trees correspond to pustencies (including scrambling), type-raising and
operations if the dependent has scope over the lezemposition are typically applied in lockstep. If
ical anchor and to pop operations if the lexical anthe primary category in (generalized) composition
chor has scope over the dependent. The lexical aB-, is type-raised (with the arity of=m), the re-
chor of a preterminal with arguments, that have sult can be viewed as a single operatj@m, ,,,
scope over it and?,, arguments that have scopewhich allows the top: + 1th symbol of a stack of
below it is associated with a pretermindh,], sizem + 1+ nto be popped off the stack (Fig. 6):
whereas the argumenfs, that appear below it are

pushed onto the stack when the lexical anchor is Typeraising + composition:

generated: X/(X\Y) (X\Y)|Z;...Z,,
>B"
Generating a dependent Y with scope X|Z;..Z,
overthe anchor (auxiliary tree): POPy.m
X[L.] = Z[] Y[.( tifam t:famc]] ti[amcsy]
Generating a dependent Y with scope SBn

belowthe anchor (auxiliary tree):
X[d — Z]] Y[...]

t:[amOn]

The effect of pop,, ,, Boundsn on composition
Every such preterminal|a,,] associated with B, andm on type-raising in CCG correspond thus
the lexical anchor of an auxiliary tree is uniquelyto a LIG that allows alpop; ; operations fog < n
generated by a rule (correspondingte- m LIG  andj < m. Given a category: [c;...Chtm+1], @
popandpushproductions) of the following form: standard LIG could pop thes only in the reverse
orderc,m+1...c1, whereas a LIG withpop,,
could also pop offc,,,4; as the first symbol. In
general, ifn andm are the assumed bounds on
Xlan] — tlan] Y]...0n] composition and type-raising, any argument
wherea,, corresponds to all arguments that havf;/Ith i<k<jfori=|o|—nandj=m+1can
been pushed onto the stack by the rules corr € popped of a stackwith length|a| < n+m+1,
sponding to the original auxiliary tree. Every ad_generatlng considerably more possible strings.

junction node requires two additional unary rules] Conclusion
which push and pop a node identifier:

Generating the preterminal
for the anchor of an auxiliary tree

By translating both CCG and LTAG into strongly
equivalent Indexed Grammars, we show that
CCG's strong generative capacity exceeds that of
TAG in a limited way, because the CCG-IG can
pop symbols off the inside of the stack when the
stack size does not exceed a small finite limit. This

push:
pop:

6.2 CCG as a LIG with pop,,
When we describe CCGs as LIGSategoriesc

Xionl] = X[.(i, GA)]
X[.(i, GAY] = X -]

consist of atargett and astacka: ¢ = ¢ : [a].
Stacks[a] are lists of categoriesne € c’, with
i > 0 and|a] = i. We will write a; for any
a with length |a| = 4, anday = e. Target cat-

allows CCG to handle certain scrambling cases
which cannot be analyzed by a TAG. We conjec-
ture that this effect could be captured by a linear
indexed grammar with a finite number of registers

egoriest are drawn from a finite set of atomic where stack symbols can be stored. The LIG ob-

categoriest € Cigrget = {S,NP,PP, ...}, with a

tained from LTAG does not allow such operations,

designated start symbelc C;q4¢:. Ignoring or- and is therefore somewhat less expressive. Similar
der restrictions, the combinatory rules can then b Joshiet al. (2000), we conjecture furthermore
written as in figure 6. Type-raised categories arthat the limit on the stack size, albeit small, may be
not allowed to be type-raised again, and the aclose to what is needed for the cases for which re-
ity of t : o], m = |a], is typically limited to liable grammaticality judgments can be obtained.
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Application Generalized CompositioB,, | Type-raisingT Type-raising + Composition
X/Y Y XY Y|Z4|..|Zn X X/(X\Y)  (X\Y)|Z;...Z.,
> ——=——=—>8 —T >Bn
X X|Z;|..Zn T/(T\X) X|Z;..Z,,
t:fawly]]  wly] t:law[y]]  wlyBa] c t:fam t:[amc]]  t:lamcBn]
[ — —  _ >B" — >T SB"
t: [Oé} tZ[Oé/Bn] t :[amt:[amcﬂ t: [amﬁn}

Figure 6: CCG’s combinatory rules translated to Indexedn@nar. Greek lowercase lettesis 5 indi-
cate strings of stack variables. Indicgs anda, indicate the length of. or 5. Both typeraising and
composition impose limits ofi,, anda, .
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1. Standard main clause

Peter gibt Maria das Buch
NP, ((Swz/NPg)/NP4) /NP, NP4 NP,
—_—T T T
Sdr:l/(s'ul /NPn) (Svl /NPa)\((Svl /NP(L)/NPJB) S'UZ\(S'UI /NPa)
(Svr/NP4) /NP,
B
S'UI /NP'n,
>
. . . SdCl
2. Main clause with fronted adjunct
dann gibt Peter Maria das Buch
S/S ((Svz/NP4)/NP4)/NP, NP, NP4 NP,
Sdcl/svl (S’UJ/NP(L)/NPd
>
S.1/NP,
SM -
Sd(:l
3. Main clause with fronted complement
Maria gibt Peter das Buch
NP4 ((Svz/NP4)/NPg)/NP,, NP, NP,
>T > T
Sdcl/(svl /NPd) (Swl /NP(I)/NPd S'ul \(S'UJ/NP(J,B)
>
S.1 /NPy
B
Sd(;l g
4. \lerb-final subordinate clauses
dass Peter ihm das Buch gibt

Semb/Sufin NP, NPy NP,  (Suin\NP,)\NPANP,
(Sufin \NP)\NPg4
Sofin \NP,,
Svﬁn

Semb

5. Subjects as arguments of main verbs

den Musiker, den Fans geliebt und  Kritiker gehasst haben
the musician whom fans loved and  critics hated have
NP (NPANP)/(Suvsin\NPa) NP,  (Sp:\NP,)\NP, conj NP, (Spe\NP)\NP. Syfin\Sp:
>T >T
S/(S\NP,,) S/(S\NP,,)
>By >By
Spe\NP, Syt \NP,
>
Syt \NP,
B
Susin \NP4
6. VP extraposition
dass er ihr versprochen hat das Auto zu reparieren
that  he her promised has the car to repair
NP, NP;  ((Spe\NP,)\NPy)/(S..\NP,) Svﬁn\SBpt NP, (S \NP,)\NP,
(Sufin\NPLANP ) /(S \NP,) S..\NP,,

7. The Third construction
dass er ihr  das Auto versprochen hat zu reparieren

~ NP, NP, NP, ((Sp \NP,)\NP,)/(5..\NP,,) svﬁn\sB,,,, (S-.\NP,,)\NP,
((Sufin \NP»)\NP4) /(S \NP+)
((Swsin \NP»)\NP4)\NP,

>B

Figure 7: CCG uses topicalization (1.), a type-changing (@l), and type-raising (3.) to capture the
different variants of German main clause order with the skxieal category for the verb, and assumes

a different lexical category for verb-final subordinateuslas (4.)
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Abstract

We present a method for deriving an Ear-
ley recognizer for multiple context-free
grammars with the correct prefix property.
This is done by representing an MCFG by
a Datalog program and applying general-
ized supplementary magic-sets rewriting.
To secure the correct prefix property, a
simple extra rewriting must be performed
before the magic-sets rewriting. The cor-
rectness of the method is easy to see, and a
straightforward application of the method
to tree-adjoining grammars yields a recog-
nizer whose running time is O(n%).

1 Deriving an Earley-style recognizer by
magic-sets rewriting

We use the following 2-MCFG generating
RESP, = {af'ajbibjafay'biby | mn > 1} as
our running example: !

(D) S(xiy1x2y2) := P(x1, x2), Q(y1,y2)
P(ajaz, azay).
P(ajxjaz, azxpay) :— P(xy, x2).
O(b1by, b3by).
O(byyibz, b3ysby) :— O(y1,y2).

The equivalence between this MCFG and the fol-
lowing Datalog program (i.e., function-free Horn
clause logic program) is straightforward:

2) S@,m):— P, j, kD, O(,k,1,m).
P,k I,n) == a1(i, ), a2(j, k), az(l,m),
ag(m, n).
P(@,l,m, p) :— a1(i, j), P(j, k,n,0), ax(k,I),
az(m, n), as(o, p).
0@, k, I, n) == b1(, )), b2(j, k), bs(l,m),
bya(m, n).

'Note that we are using the notation of elementary for-
mal systems (Smullyan, 1961; Arikawa et al., 1992) aka [iz-
eral movement grammars (Groenink, 1997), instead of that
of Seki et al. (1991), to represent MCFG rules.

Q(l’ l’ m, P) = bl (l’ .])’ bZ(k’ l), b3(ma n)’
Q(]’ k’ n, 0)» b4(0’ P)

Nonterminals and terminals of the grammar be-
come intensional and extensional predicates of
the Datalog program, respectively. The pro-
gram (2) together with the extensional database
{a1(0,1),...,a,(n —1,n)} derives S (0, n) if and
only if a; ... a, is in the language of the grammar
(1).2 Programs like (2) may be used as deduc-
tion systems (Shieber et al., 1995) or uninstanti-
ated parsing systems (Sikkel, 1997) for chart pars-
ing.

As demonstrated by Kanazawa (2007), Datalog
offers an elegant unifying treatment of parsing for
various string and tree grammars as well as tactical
generation (surface realization) from logical forms
reprensented by lambda terms.? Since deduction
systems for parsing can be thought of as Datalog
programs, we may view various parsing schemata
(Sikkel, 1997) (i.e., mappings from grammars to
deduction systems) as transformations of Datalog
programs.

Magic-sets rewriting of Datalog programs is
a technique to allow bottom-up evaluation to
incorporate top-down prediction. As is well-
understood, if we apply generalized supplemen-
tary magic-sets rewriting (Beeri and Ramakrish-
nan, 1991) to a Datalog program representing a
context-free grammar, the result is essentially the
deduction system for Earley’s algorithm. Let us
see how this technique applies to the program (2)
(see Ullman (1989a; 1989b) for exposition).

First, adornments are attached to predicates,
which indicate the free/bound status of each argu-

x

2If i is a natural number, we let “#” stand for the constant
symbol representing i. We let “0”, “1”, etc., stand for them-
selves.

3Not only does the Dataog representation imply the exis-
tence of a polynomial-time algorithm for recognition, but it
also serves to establish the tight complexity bound, namely
LOGCFL, which presumably is a small subclass of P. See
Kanazawa (2007) for details.
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DN W N -

: SY (i, m) :— PP(i, j, k, 1), QPPY(j, k, 1, m).

L PGk, L) - G, j), a2 (k) @l m), a7 (m, n).

L P0G, m, p) = @G, j), PPO(j k,n, 0), a2k, D), @ (m,n), a(o, p).

L QPPMI(i, k1, m) == B, ), B k), BY (L m), b (m, ).

L QPPM(i, 1,m, p) == B, ), VY (k, 1), 0 (m,n), Q"PY(j k,n, 0), b (0, p).

Figure 1: Adorned Datalog program.

ment in top-down evaluation of the program (Fig-
ure 1). These adornments determine what argu-
ments newly created predicates take in the new
program.

There are two classes of new predicates. For
each intensional predicate A, a corresponding
magic predicate m_A is created, which takes only
the bound arguments of A as its arguments. For
each rule with n subgoals, supplementary predi-
cates sup; ; for j = 1,...,n — 1 are introduced,
where i is the rule number. The set of arguments
of sup; ; is the intersection of two sets: the first set
consists of the bound variables in the head of the
rule and the variables in the first j subgoals, while
the second set consists of the variables in the re-
maining subgoals and the head. The new program
is in Figure 2. The rules for the magic predicates
express top-down prediction, while the remaining
rules serve to binarize the original rules, adding
magic predicates as extra subgoals.

The program in Figure 2 can be used as a correct
recognizer in combination with the control algo-
rithm in Kanazawa (2007). This algorithm, how-
ever, reads the entire input string before accepting
or rejecting it, so it cannot satisfy the correct pre-
fix property with any program.* For this reason,
we use the following alternative control algorithm
in this paper, which is designed to reject the input
as soon as the next input symbol no longer im-
mediately contributes to deriving new facts. Note
that the input string a; ... a, is represented by an
extensional database {a;(0, 1),...,a,(n — 1, n)}.

Chart recognizer control algorithm

1. (nriaLize) Initialize the chart to the empty
set, the agenda to the singleton {m_S (0)}, and
ito0.

2. Repeat the following steps:

4A recognizer is said to have the correct prefix property
or to be prefix-correct if it processes the input string from left
to right and rejects as soon as the portion of the input that has
been processed so far is not a prefix of any element of the
language.

(a) Repeat the following steps until the

agenda is exhausted:

i. Remove a fact from the agenda and
call it the trigger.

ii. Add the trigger to the chart.

iii. (PREDICT/cOMPLETE) Generate all
facts that are immediate conse-
quences of the trigger together with
all facts in the chart, and add to the
agenda those generated facts that
are neither already in the chart nor
in the agenda.

(b) If there is no more fact in the input

database, go to step 3.

(¢) 1. Remove the next fact a;.1(i,i + 1)
from the input database and call it
the trigger.

ii. (scaN) Generate all facts that are im-
mediate consequences of the trigger
together with all facts in the chart,
and add the generated facts to the
agenda.

iii. If the agenda is empty, reject the in-
put; otherwise increment i.

3. If §(0, 1) is in the chart, accept; otherwise re-
ject.

The trace of this recognizer on input ajarazas
is as follows, where the generated facts are listed
in the order they enter the agenda (assuming that
the agenda is first-in first-out), together with the
type of inference, rule, and premises used to derive
them:

1. m_S(0) INITIALIZE
2. m_P0) PREDICT, 7, 1
3. sup,(0,1) SCAN, rg,2,a1(0, 1)
4. sup;,(0,1) SCAN, r9,2,a1(0, 1)
5. m_P(1) PREDICT, 13,4
6. sup,,(0,2) SCAN, 17,3, a»(1,2)
7. sup,3(0,2,2,3) scan,rg, 6,a3(2,3) !
8. P0,2,2,4) SCAN, 121, 7,a4(3,4)
9. sup;(0,2,2,4) COMPLETE, 5, 1,8
10. m_Q(2,2,4) PREDICT, 72, 9
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ri: m_P@) :(— m_S(i).

ra: m_Q(j, k, 1) == supy 1 (i, j, k, D).

r3: m_P(j) 1= sups (i, j).

r4: m_Q(j, k,n) :— sups3(i, j, k, 1, m, n).
rs: supl.l(ia j’ k’ l) = mj(l)a P(l’ j’ k’ l)
re: sup, (@, j) :— m_P(i), a1, j).

rye Sup2_2(i, k) = SMP2.1(i’ .])’ a2(j’ k)

rg: sup,5(i, k, I, m) :— sup, »(i, k), asz(l, m).

ro: sups (i, j) :— m_P(i), a1 (i, j).

rio: sup3 (i, k,n,0) :— sup3 (i, j), P(j, k,n, o).
ri1: sups (i, 1, n,0) = sups ,(i, k, n,0), ax(k, ).
ri2: sups 4(i, I, m, 0) :— sup;5(i, 1, n, 0), az(m, n).

ri3:
ri4 .
ris.
2 sups (i, j, I, m) = m_Q(, I,m), b1 (i, j).

16

ry7.
rig:
ro:

0.
.
.
3.
4

sup4.l (l$ j’ k9 l) = m*Q(l‘s ka l), bl (l’ .])
supy (i, k, 1) :— supy (0, j, k, 1), ba(j, k).
supy (i, k,I,m) :— sup4 ,(i, k, 1), b3(l, m).

sups (i, j, k, [, m) :— sups (@, j, I, m), ba(k, ).
sups3(i, j, k, I, m, n) :— sups,(i, j, k, I, m), bs(m, n).
sups 4(i,l,m, 0) :— sups 5@, j, k,l,m,n), Q(j, k,n,o).
S(l9 m) - Sup],](iy j9 ka l)9 Q(.]’ k’ 19 m)

P(,k,I,n) :— sup, 3(i, k, [, m), as(m, n).

P(i,l,m, p) :— sup; 4(i,[,m, 0), as(o, p).

Q(i, k,I,n) := supy3(i, k, I, m), ba(m, n).

0(i, l,m, p) :— sups 4(i, [, m, 0), ba(o, p).

Figure 2: The result of applying generalized supplementary magic-sets rewriting to the program in

Figure 1.

Although the input is correctly rejected, the
correct-prefix property is violated at line 7. The
problem comes from the fact that in rule rg of Fig-
ure 2, both arguments of a3 are free (see the adorn-
ment on a3 in rule 2 of Figure 1). This means that
as is predicted somewhere, but not necessarily at
the current position in the input string. So after a3
is scanned at position 2, there is no guarantee that
the input that has been processed so far is a cor-
rect prefix. In fact, the problem is even worse, as
this particular recognizer fails to accept any input
string. On input ajasbbrazasbsby, for example,
the recognizer proceeds as above up to line 6, but
then rejects the input, since no scan move is possi-
ble on b;.>

2 Securing the correct prefix property by
adding redundant subgoals

In order to produce a prefix-correct recognition al-
gorithm by magic-sets rewriting, it is necessary to
ensure that in the program to be rewritten, the first
argument of all extensional predicates is adorned
as bound. To achieve this, we need an extra rewrit-
ing of the Datalog program corresponding to the
given MCFG before applying magic-sets rewrit-
ing.

In the Datalog program representing an MCFG,
occurrences of variables in the body of a rule come
in pairs, with each pair corresponding to an oc-
currence of a symbol (terminal or string variable)
in the head of the corresponding MCFG rule. We

5The problem with the program in Figure 2 is essentially
the same as the one that Johnson (1994) discusses in the con-
text of top-down recognition for tree-adjoining grammars,
first noted by Lang.

will rewrite the Datalog program in such a way
that the modified program satisfies the following
property:

e The order of (the first occurrences of) the
pairs of variables in the body of a rule corre-
spond to the order of the corresponding sym-
bol occurrences in the MCFG rule.

This will make sure that the first arguments of all
extensional predicates are adorned as bound.®

In order to achieve this, we split each 4-ary in-
tensional predicate R(i, j, k, [) into two predicates,
R1(i, j) and R(i, j, k, [). The predicate R(i, j, k, [) re-
tains its original meaning, while the new predicate
R (i, j) intuitively means 3kl.R(i, j, k,[). Where an
old rule has R(i, j, k,[) in its right-hand side, the
new rule has R;(i, j) and R(, j, k,[) in its right-
hand side; the positions of R;(i, j) and R(i, j, k, /)
will be dictated by the positions of the symbols
corresponding to (i, j) and (k, [) in the MCFG rule.
Since R;(i, j) is derivable whenever R(i, j, k, ) is,
this will not alter the least fixpoint semantics of
the rule.

For instance, this procedure rewrites the third
rule of the original program (2) as follows:

(3) P(la ls m, p) = al(is ])s Pl(j’ k)s aZ(ks l),
az(m,n), P(j,k,n,0), as(o, p).

5This assumes a normal form for MCFGs characterized
by the following condition:

L4 IfA(ll, ) lr) . Bl(xli,l’ o ,xl.rl)s ey Bm(-xm,l’ e sxm,r,,,)
isarule, thent;...7, € RUX)"x; ;(ZUX) x;, (XU X)
implies j < k,where X = {x;; | 1 <i<m,1 < j<r).

This normal form corresponds to what Villemonte de la
Clergerie (2002a; 2002b) called ordered simple RCG.
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S(i,m) := P10, ), Q10 k), P, j. k. D), Q(j, k, I, m).

PG, k) :— auxy(i, k).

P(,k, 1, n) :— aux>(i, k), az(l,m), as(m, n).

auxz(i, k) - al(i, j), az(j, k)

PG, ) :— aux3(i, j, k, 1).

P(@i,l,m, p) :— auxs(i, j, k, 1), az(m,n), P(j, k,n, o),
as (o, p).

auxsz(i, j,k, 1) :— a1(Q, ), P1(j, k), ax(k, ).

O1(i, k) :— auxy(i, k).

O, k, 1, n) :— auxy(i, k), b3(l, m), ba(m, n).

auxy(i, k) :— by(i, ), ba(J, k).

01, D) :— auxs(i, j, k, ).

0, I, m, p) :— auxs(i, j, k, 1), b3(m,n), Q(j, k,n, o),
b4(o, p).

auxs(i, j,k, 1) := b1(, ), Q1(J; k), ba(k, D).

Figure 3: Rewritten Datalog program.

Note the correspondence with the MCFG rule:

az xp a4 ) :— P(xy1, x2).
mn o p

4) P(ajxa,
ikl

A rule for P; is obtained from (3) by discarding
the last three subgoals, which pertain to string po-
sitions in the second argument of the head of (4):

(5) Pl(i’ l) = al(i’ ])’ Pl(j’k)’ aZ(k’ l)

We then fold the common part of (5) and (3), creat-
ing an auxiliary predicate auxs (the subscript indi-
cates the rule number from the original program):

P, 1) :— auxs(i, j, k, 1).

P(i,l,m, p) :— aux3(i, j, k, 1), az(m, n),
P(j, k,n,0), as(o, p).

auxs(, j,k, 1) :— a1(, j), P1(j, k), ax(k, ).

The above description is for 2-MCFGs, but
the procedure is applicable to the Datalog pro-
gram representing any MCFG. In the general
case, a 2m-ary predicate R(iy, ..., i) is split into
m predicates, Ri(i1,i2),...,Ru-1(1,...,l2m=-2),
R(i1,...,im), and m — 1 auxiliary predicates are
introduced, one for each R;. We call this rewriting
procedure redundancy introduction.

The result of applying redundancy introduction
to the program (2) is in Figure 3. Figure 4 shows
the adornments. Note that the adornments on the
boldface predicate occurrences in Figure 4 are ad-
justed to “less bound” patterns in order to satisfy
the unique binding property. This is justified by

1: S, m) - PlZ(i, s QTG k), P2 ke, D),
QPPYI(j, k, 1, m).
2: P k) - aux (G k).
3: PPk ) o= aux? (i, K), @ (L m),
aZf(m, n).
4: aud (i k) - a(, ), @2 (k).
5: PG, 1) = aud i, j &, D).
6: PPYY(i 1, m, p) i~ auxgﬂ G, j,k, D), a%(m, ),
P (j k,n,0), aﬁf(o, p)-
70 au (i, j k, 1) -~ 376, j), P2k, aZk, D).
8: 07, k) - aux? (i, k).
9: QYUY k, 1, n) - auxzf (i, k), B7(1,m), bY (m, n).
10: aux? i, k) = 7, ), bZ(j, k).
11: 076, 1) - aux2V i, j k, D).
12: QM¥G, 1,m, p) = aux? (i, j,k, 1), b (m, n),
Q"M (j.k.n,0), b (0, p).
13: and (i, j,k, 1) == b7, ), Q7 k), BV (k. D).

Figure 4: Adorned version of the program in Fig-
ure 3.

.. . bf, . .
viewing, for instance, auxzf (i,k) as an abbrevia-

tion for aung (i, k'), k' ="* k.7 Generalized supple-
mentary magic-sets rewriting applied to Figure 4
results in Figure 5.

The following shows the trace of running the
chart recognizer using the program in Figure 5 on
input ajazazaq:

1. m.S(0) INITIALIZE

2. m_Pi(0) PREDICT, 1, 1

3. m_aux>(0) PREDICT, 15,2

4. m_aux3(0) PREDICT, 17,2

5. supy(0,1) scan,r»,3,a1(0,1)

6. sup;,(0,1) scaN,r,4,a1(0,1)

7. m_Py(1) PREDICT, 710, 0

8. m_auxy(1) PREDICT, s, 7

9. m_aux3(1) PREDICT, 17,7
10. auxy(0,2)  scan,r3g,5,a(1,2)
11. Py(0,2) COMPLETE, 37,2, 10
12. sup;(0,2) COMPLETE,717,1,11
13. m_01(2) PREDICT, 1, 12

PREDICT, 1|1, 13
PREDICT, 113, 13

14. m_auxs(2)
15. m_auxs(2)

The algorithm correctly rejects the input without
making any scaNn moves on az. If the input is

"For the sake of simplicity, we defer explicit use of equal-
ity until Section 4.
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ri: m_Pi(i) :— m_S ().

P2 m-Q1(j) = supy 4Gy j).

r3: m_P(, j, k) :— supy »(i, j, k).

ra: m_Q(j, k, 1) :— supy 33, j, k, ).

rs: m_auxy(i) :— m_P1(i).

re: m_auxy(i) :— m_P(,k, ).

r7: m_aux3(i) :— m_P1(i).

rg: m_aux3(i) :— m_P(i, 1, m).

ro: m_P(j, k,n) :— supg,(, j, k, I, m, n).
rio: m-P1(j) :— sup; (i, j)-

ri1: m_aux4(i) :— m_Q1(i).

riz: m_auxs(i) :(— m_Q(i, k, ).

ri3: m_auxs(i) :(— m_Q1(i).

ri4: m_auxs(i) :(— m_Q(i, [, m).

ris: m_Q(j, k,n) :— sup,,(, j, k, I, m, n).
rie: m-Q1(j) :— supy3 (@, ).

supy (i, j) :— m-S (i), P1(i, )).

supy »(i, jo k) := supy 1, j), Q1) k).

supy 30, j, k1) := sup; »(i, j, k), P(i, j,k, D).

sups (i, k, 1) :—= m_P(i, k, ), auxa(i, k).

sups (i, k, I, m) :— sups (i, k, 1), az(l,m).

supy (i, j) :— m_auxy(i), ai (i, j).

supg (i, j, k,l,m) :— m_P(i,l,m), auxs(i, j, k, ).

supe (i, j, k, I, m,n) :— supg , (i, j, k, 1, m),

asz(m,n).

supe 3(i,1,m, 0) :— supg 5 (i, j, k, I, m, n),

P(j, k,n,o0).

ry7:
rig:
ro:
o
123
.
3.
4

s

sup (1, j) :-— m_auxz(i), ai(i, j).

ra7: supq (i, j, k) :— sup; (0, j), P1(j, k).
rg: supg (i, k, 1) :— m_Q(i, k, 1), auxs(i, k).
129 Supg (i, k, I, m) :— supg (i, k, 1), b3(l, m).
r30: supyo1(i, J) :— m_aux4(i), b(i, j).

r3y.
r3n.

e -

supyo2(i, jo k, I,m,n) :— sup 5 1(, j, k, [, m),
bs(m, n).

supo3(i,I,m, 0) :— sup 5,5, j, k, I, m, n),
0(j, k,n, o).

2 sup31(, j) = m_auxs(i), bi(, j).

s sup3 (i, Jo k) i— supys (G ), O3 k).

2 S(i,m) = sup, 3, j, k, 1), O(j, k, I, m).

: P, k) :— m_P1(i), aux>(i, k).

2 P(i,k,l,n) :— sups »(i, k, [, m), as(m, n).

s auxy (i, k) = supy (i, ), aa(j, k).

1 P1(i, D) = m_P1(i), auxs(i, j, k, ).

2 P(i,l,m, p) :— supe (i, I, m, 0), as(o, p).

s auxs(i, j,k, 1) :— sup;,(i, j, k), ax(k, [).

010, k) :— m_01(D), auxs(i, k).

2O, k, I, n) :— supg ,(i, k, [, m), by(m, n).

auxy(i, k) 1= supio1(, J), b2(j, k).

201G, D :-— m_Q(3), auxs(i, j, k, I).

2 QG l,m, p) :— sup,5(i, 1, m, 0),bs(0, p).

s auxs(i, j,k, 1) := sup3,(, j, k), ba(k, ]).

ri3.

Figure 5: The result of applying generalized supplementary magic-sets rewriting to the program in

Figure 4.

ajasbibraszasbsby instead, the execution of the al-
gorithm continues as follows:

16. sup;p1(2,3) SCAN, 130, 14,b1(2, 3)
17. sup;31(2,3) SCAN, 134, 15,b1(2, 3)
18. m_01(3) PREDICT, F'i¢, 17

19. m_aux4(3) PREDICT, 1|1, 18

20. m_auxs(3) PREDICT, 713, 18

21. aux4(2, 4) SCAN, 145, 16, b2(3, 4)
22. 01(2,4) COMPLETE, 743, 13,21
23. sup;,(0,2,4) COMPLETE, 73, 12,22
24. m_P(0,2,4) PREDICT, 13, 23

25. sup;1(0,2,4) COMPLETE, I, 24, 10
26. sup;3,(0,2,4,5) scaN,r1,25,a3(4,5)
27. P0,2,4,6) SCAN, 7338, 26, a4(5, 6)
28. sup;3(0,2,4,6) COMPLETE, r9,23,27
29. m_02,4,6) PREDICT, 1’4, 28

30. supg(2,4,6) COMPLETE, 18, 29, 21
31. supg,(2,4,6,7) SCcAN,ry9,30,b3(6,7)
32. 0(2,4,6,8) SCAN, F44, 31,b4(7, 8)
33. §(0,8) COMPLETE, 736, 28, 32

Needless to say, the program that we obtain with
our method has room for optimization. For in-
stance, rules of the form m_aux(i) :(— R(i, j, k) are
useless in the presence of m_aux(i) :— R;(i), so
they can be safely removed. Nevertheless, the rec-
ognizer produced by our method is always correct
and satisfies the correct prefix property without
any such fine-tuning.

3 Correctness of the method

It is easy to prove that the Datalog program P that
we obtain from an MCFG G after redundancy in-
troduction and magic-sets rewriting is correct in
the sense that for any string a; . .. a,,

PU{m_S0),a,(0,1),...,a,(n—-1,n)} + S0, n)
iff a;...a, € L(G).

Since the initial Datalog program is correct (in
the sense of the above biconditional with m_S (0)
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omitted) and magic-sets rewriting preserves cor-
rectness (modulo m_§ (0)), it suffices to prove that
the redundancy introduction transformation pre-
serves correctness.

Let P be a Datalog program representing a 2-
MCEFG and let P’ be the result of applying re-
dundancy introduction to P. Let R be any 4-ary
intensional predicate in P, D be an extensional
database, and c, d, e, f be constants in D. It is easy
to see that

P'UD+ R(c,d,e, f) implies P'UDF Ri(c,d),
and using this, we can prove by straightforward

induction that

PUDF R(c,d,e, f) iff P'UDF R(c,d,e, f).

The general case of m-MCFGs is similar.

It is also easy to see that our control algo-
rithm is complete with respect to any Datalog pro-
gram P obtained from an MCFG by redundancy
introduction and magic-sets rewriting. Observ-
ing that all facts derivable from P together with
{m_S(0),a(0,1),...,a,(n —1,n)} have the form
R(iy,...,i,) where ij < .-+ < iy, and rules in-
volving an extensional predicate a all have the
form P(...,j) := R(...,i), a(i, j), we can prove
by induction that our control algorithm generates
all derivable facts R(iy, . . ., i,,) before making any
scan moves on d;, +1.

It remains to show the correct prefix property.
We call an MCFG reduced if every nontermi-
nal denotes a non-empty relation on strings. Let
P be the Datalog program obtained by apply-
ing redundancy introduction to a program repre-
senting a reduced 2-MCFG. By the correspon-
dence between magic-sets rewriting and SLD-
resolution (Brass, 1995), it suffices to show that
SLD-resolution (with the leftmost selection func-
tion) using program P has a property which corre-
sponds to prefix-correctness.

Let I' and A denote negative clauses, and let O
denote the empty clause. We write

P.D
I'—=A

to mean that there exists an SLD-derivation start-
ing from goal I" and ending in goal A, using rules
in P and exactly the facts in D as input clauses.
We call D a string database if D is isomorphic to
{a1(0,1),...,a,(n =1, n)}. It is easy to see that if

P.D
S(0,x) = T, then D is a string database.

P.D P.D
Theorem 1. If S(0,x) = T, then I’ = 0O for
some D’ such that D U D' is a string database.

This is the desired property corresponding to
prefix-correctness. The theorem can be proved
with the help of the following lemma.

Lemma 2. Let R be a 4-ary intensional predicate
in P. For every string database D and constants
¢,d in D such that PU D + R(c,d), if e is a con-
stant not in D, there exists a string database D’
whose constants are disjoint from those of D such
thatPUDU D' + R(c,d, e, f) for some constant f
inD'.

Again, the general case of m-MCFGs can be
treated similarly.

4 Application to tree-adjoining
grammars

So far, we have implicitly assumed that the empty
string € does not appear as an argument in the head
of MCFG rules. Since € can be eliminated from
any MCFG generating an e-free language (Seki et
al., 1991), this is not an essential restriction, but it
is often convenient to be able to handle rules in-
volving € directly, as is the case with 2-MCFGs
representing TAGs. To translate an MCFG rule
with € into a Datalog rule, we use range-restricted
equality as an extensional predicate. For example,
a 2-MCFG rule

A(x, €) :— B(x).
is translated into Datalog as follows:®
A(l, j k1) :— B(, j), k= 1.

Rewritten Datalog programs will now involve
equality.  We continue to represent the in-
put string a;...a, as an extensional database
{ai1(0,1),...,a,(n—1,n)}, but modify our con-
trol algorithm slightly:

Chart recognizer control algorithm (revised)
Same as before, except for the following two steps:

1. (inrrianize) Initialize the chart to the empty
set, the agenda to {m_S(0),0 = 0}, and i to O.

2. (c) iii. If the agenda is empty, reject the in-
put; otherwise increment i, and then
add the fact i = i to the agenda.

8Since equality is treated as an extensional predicate, rules

like this are safe in the sense that they can derive ground facts
only.
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To obtain an O(n®) prefix-correct Earley recog-
nizer for TAGs by our method, we translate each
nonterminal node of an elementary tree into a 2-
MCEFG rule. For each such node M, the 2-MCFG
has a distinct nonterminal symbol M, whose arity
is either 2 or 1 depending on whether the node M
dominates the foot node or not.

Let M be a node dominating a foot node hav-
ing children L', ..., L/, N,R!, ..., R¥, of which N
is the child on the path to the foot node. For each
elementary tree y with root node 7 that can adjoin
into M, the 2-MCFG has the rule

(6) M(wixi...x;z1,22)1 - YkW2) =
T(wi,wa), L'(x1),..., LI(x)), N(z1,22),
R'O1),. .., RE(yp).

If adjunction is optional at M, the 2-MCFG also
has the rule

M(xy ... xjz1, 2291 - - Vi) =
L'(x1), ..., L/(xj), N(z1,22), R'31)s - ... RE(vw).

Let F be a foot node. For each elementary tree
v with root node T that can adjoin into F, the 2-
MCEFG has the rule

F(wi,w2) := T(wi,wp).

If adjunction is optional at F, the 2-MCFG also
has the rule

F(e, e).

We omit the other cases, but they are all straight-
forward.

The translation into Datalog of the 2-MCFG
thus obtained results in a variant of Lang’s Horn
clause axiomatization of TAGs (discussed by
Johnson (1994)). For example, consider (6) with
j=k=2:

(7) M(wix1x221, 22y172W2) := T (w1, w2), LI(x)),
L*(x2), N(z1,22), R'(31), R2(»).

The Datalog representation of (7) is the following:

®) M(i,m,n,r) = T(, j,q,r), L'(j, k), L*(k, D),
N(l,m,n,0), R' (0, p), R*(p, q).

Redundancy introduction rewrites (8) into three
rules:

) MG, m) :— aux(i, j,I,m).
M(i,m,n,r) :— aux(i, j,1,m), N(I,m,n,0),
R (0, p), R*(p,q), T(i, j.q, 7).
aux(i, j,I,m) == T1(, j), L'(j, k), L*(k, 1),
Ni(l, m).

m_aux(i) :(— m_M;(i).

m_aux(i) :— m_M(i,m, n).
m_N(l,m,n) :— sup, (i, j, I, m, n).
m_R(0) :— sup, 5(i, j,m, n, o).
mJ?z(p) = sup, 5(i, j,m, n, p).
me(ia j’ C]) - Sup2.4(i’ ja m,n, Q)
m_T1(i) :(— m_aux(i).

m_L'(j) = sups (i, )).

m_L2(k) = sups (i, j. k).

m_N1(l) :— sup; 5@, J, ).

sup, (i, j,l,m,n) :— m_M(i, m, n), aux(i, j, [, m).
sup, 5(i, j,m, n, 0) :— sup, (i, j,I,m,n), N(I,m,n, o).
sup2.3(i, j’ m,n, P) . Supz.z(l., ja m,n, 0), R1(09 P)
supy 4(is jym, n,q) := supy 3(i, j, m, n, p), R*(p, q).
sups 1(i, j) = m_aux(i), T1(i, j).

sups (i, j.k) == sups 1 (i, j), L'(j. k).

sup3.3(i, j’ l) = Sup3.2(i’ j9 k)a Lz(k9 l)

M(i,m) :— m_M;(i), aux(i, j, I, m).

M(i,m,n,r) :— sup, 4(i, jm,n,q), T(i, j,q,r).
aux(i, j, I, m) :— sup; 3@, j, 1), Ni(I, m).

Figure 6: The result of applying generalized sup-
plementary magic-sets rewriting to the three rules
in (9).

Finally, the generalized supplementary magic-sets
rewriting yields the rules in Figure 6. Each rule
in Figure 6 involves at most 6 variables, while the
arity of predicates is at most 5. It is easy to see
that this holds in general; it follows that the time
and space complexity of the recognizer for TAGs
produced by our method is O(n®) and O(n°), re-
spectively.

5 Comparison with previous approaches

Prefix-correct Earley-like recognizers for MCFGs
have been presented before (Matsumura et al.,
1989; Harkema, 2001; Albro, 2002; Villemonte
de la Clergerie, 2002a; Villemonte de la Clergerie,
2002b). The recognizer obtained by our method
seems to be slightly different from each of them,
but the main advantage of our approach lies not in
the resulting recognizer, but in how it is obtained.
Unlike previous approaches, we borrow a well-
known and well-understood technique from de-
ductive database theory, namely magic-sets rewrit-
ing, to automatically derive an Earley-style recog-
nizer. Since the parsing schema for Earley’s algo-
rithm can be regarded as a special case of gener-
alized supplementary magic-sets rewriting, there
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is a precise sense in which our recognizer may
be called an Earley recognizer. We have used an
ad hoc but simple and easy-to-understand rewrit-
ing (redundancy introduction) to secure the correct
prefix property, and it is the only step in our ap-
proach specifically tailor-made for MCFGs.

The application of our method to TAGs in
turn uses a completely straightforward encoding
of TAGs into Datalog programs (via 2-MCFGs),
which is close to Lang’s Horn clause axiomatiza-
tion. (Lang’s encoding itself can be used to the
same effect.) The resulting recognizer for TAGs
is prefix-correct and runs in time O(n®) and space
O(n?), which is the same as the best known bound
for prefix-correct recognizers for TAGs (Nederhof,
1999). The behavior of our recognizer on Neder-
hof’s (1999) example roughly corresponds to that
of Nederhof’s recognizer, but there is a significant
difference between the two in the indices involved
in some of the items. More importantly, unlike
Nederhof’s, our recognizer is a special case of a
more general construction, and the time and space
complexity bounds are obtained without any fine-
tuning.

Since it involves very little non-standard tech-
nique, we believe that our method is easier to un-
derstand and easier to prove correct than previous
approaches. For this reason, we also hope that this
work serves useful pedagogical purposes.
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Abstract somehow missing the point when applied to free
word order languages with rich case inflection.

This work addresses the modelling of comple-
mentation in German by means of TT-MCTAG, a
recently developed derivative of Multi-Component
TAG (MCTAG), that uses tree tuples as elemen-
tary structures. In contrast to classic TAG, we are
able to abstract away from the relative order of
co-complements in the final derived tree. Conse-
guently, the TT-MCTAG account of complementa-
tion does not seem to be available for strict word

TT-MCTAG lets one abstract away from
the relative order of co-complements in the
final derived tree, which is more appropri-
ate than classic TAG when dealing with
flexible word order in German. In this pa-
per, we present the analyses for senten-
tial complements, i.e., wh-extraction, that-
complementation and bridging, and we
work out the crucial differences between
these and respective accounts in XTAG

(for English) and V-TAG (for German). order languages such as English, if complement-
_ argument linking is performed on the basis of pre-
1 Introduction derivational, lexical structures.

Classic TAG is known to offer rather limited Therefore, apart of this survey will deal with the
(Becker et al., 1991) and unsatisfying ways to acsomparison with XTAG (XTAG Research Group,
count for flexible word order in languages sucr£001), & rich TAG for English. Focussing on wh-
as German. The descriptive overhead is immedgXxtraction, we can observe a trade-off between the
ately evident: Every possible relative order of co€Xtent of word order flexibility and the size of
complements of a verb, has to be covered by an ethe lexicon. Another comparison is dedicated to
tra elementary tree. To give an example from Ger-TAG (Rambow, 1994), which follows a strat-
man, the verlvergisst (forgets) with two comple- €9Y similar to TT-MCTAG, but chooses a differ-
ments would receive two elementary trees in ordeint Path to constrain locality. The effects of this
to license the verb final configurations in (1), no€hoice can be clearly observed with bridging con-

mentioning the other extra elementary trees thaructions.

are necessary for verb-second position. We thus restrict ourselves to sentential
complements, namely wh-extraction, that-
(1) a. dass Peter ihn heute vergisst complementation and bridging. The assigned
b. dassihn Peter heute vergisst analyses are parts of an extensive grammar for
c. dassihn heute Peter vergisst German, GerTT (German TT-MCTAG), that is
d. dass heuteihn Peter vergisst currently being implemented using TT-MCTAG.
e ... A parser is also available as part of the TuLiPA
(‘that Peter forgets him/it today’) framework (Parmentier et al., 2008).

Wh”.e Cla.SSI(? TAG seems to be appropriate fo *ht t p: // www. sf b441. uni - t uebi ngen. de/
dealing with fixed word order languages and struGsyyy - noet her - kal | meyer/ gertt/

tural case (i.e., rudimentary case inflection), it is 2nhttp://sourcesup.cru.fr/tulipal
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Yo V‘P 0 sequence of; (1 < i < 2) precedes a, and for
Vo each of they; (1 < i < 2), there is a unique cor-
reponding argument; in the string that precedes

o VPon 5% this v;. In terms of dependencies, we obtain all
< ' .y NP VPY 4 > permutations of the;, i.e., a language displaying

Vi VP4 n‘ everything from nested to cross-serial dependen-

1 .
cies.

. VPoA 5% TT-MCTAG are further restricted, such that at
< ” 4 NP, VP > each point of the derivation the number of pend-

va  VPNy ing (B-trees is at mosk. This subclass is also

N2 .
Some derivation trees and corresponding strings (node called k-TT-MCTAG. TT-MCTAG in general are

sharing relations are depicted as dotted edges): NP-complete (Sggaard et al., 2007) whilel' T-

v‘oo U‘OO ”‘% MCTAG are mildly context-sensitive (Kallmeyer

0 o A and Parmentier, 2008).

‘o ‘o ’ ‘0

”‘1 ”‘2 ! 0‘2 3 Principlesof Complementation

0 ' 0 4 0

T"O ”‘i \ ”‘t 3.1 Basic assumptions

n2 Sem e The linguistic understanding of a tuple is that of a
N2V2N1V1V0  N1N2V2V1V0  N2N1V2V1V0 head (they-tree) and its subcategorization frame

Figure 1: Sample TT-MCTAG (the p-trees). More precisely, thg-trees con-

tain a substitution node, where the complement
is inserted. Another way to incorporate comple-
ments is to have a footnote in the head tree. This

In TT-MCTAG, elementary structures are maddS €xploited in, e.g., coherent constructions and
of tuples of the form(y,{B,...,3.}), where bridging constructions. A TT-MCTAG account of

~, B1, ..., B, are elementary trees in terms of TAGscraminng- anq coherent constructions has been
(Joshi and Schabes, 1997). More preciselys presented in Lichte (2007). Because of the nature
a lexicalized elementary tree whil@, ..., 3, are of node sharing, subsitution establishes strong is-
auxiliary trees. During derivation, thetrees have lands for movement, while adjunction widens the
to attach to they-tree, either directly or indirectly domain of locality.
via node sharing (Kallmeyer, 2005). Roughly ncontrastto XTAG, we completely omit empty
speaking, node sharing terms an extended locdiategories (e.g. traceBRrO) in syntactic descrip-
ity, that allows3-trees to also adjoin at the rootstion. This follows from rejecting a base word order
of trees that either adjoin tg themselves, or that for German, as well as dealing with argument rais-
are again in a node sharing relatiomtoln other ing and control only in the semantisAs an ex-
words, an argument must be linked by a chain of @mple, consider the elementary tree tuples for (1)
root adjunction to an elementary tree that adjoin# Fig. 2 and the (TAG) derivation tree for (1)a.
to 5's heady. In this derivation, none of the arguments adjoins
As an example, consider the TT-MCTAG inimmediately to their headergisst but both stand in
Fig. 1. A derivation in this grammar necessara node sharing relation to it.
ily starts with~,. We can adjoin arbitrarily many  Besides verb-final (V3) trees as in Fig. 2, there
copies ofvy,, or v,,, always to the root of the al- are also verb-second (V12) trees for finite verbs
ready derived tree. Concerning the respective aibat contain two verbal positions: the left bracket
gument trees,,, andg,,,, they must either adjoin (position of the verb) and the right bracket (some-
immediately to the root of the correponding, or  times containing, e.g., particles). See Fig. 3 for the
their adjunction can be delayed. In this case theyergisst tuple in verb-second sentences such as (2).
adjoin later to the root and we say that they stand

in a node sharlng re_Iatlon tQ the correspondmg 3This is linguistically supported, e.g., by Sag and Fodor
As a result we obtain all strings where an arbitrary1994) and Culicover and Wilkins (1986).

2 k-TT-MCTAG
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VP
/\ VF
< v VP VFCOMPLETE

e ]

VFCOMPLETE

: AD . >

} NPgcc [VF }

VFCOMPLETE -

VFCOMPLETE -

Figure 3: V12 tree tuple forergisst as in (2)

VP
T
\/‘P annm,?)sg VP*
\% ,
\ VP
vergisst T~
NPace VP*
vergisst
VP o o
P derivation tree  heute
A VP* for ()a: lo
‘ N PllCC
heute o
N Pnom

Figure 2: Tree tuples and derivation tree for (1)

(2) a. Peter vergisst ihn
Peterforgets him

b. ihn vergisst Peter
him forgets Peter

A featurevr for vorfeld indicates whether a VP
node dominates the left bracket and therefore be- \
longs to the vorfeld. If this is the case, then we 9echiafen
must adjoin exactly one tree to this VP node since

control, we have to deal with verbs embedding an
infinitive with subject (raising, auxiliaries, ECM
verbs) and verbs embedding an infinitive without
subject. This is more complicated than in XTAG
since the presence of a subject cannot be seen from
the verb tree, the subject argument tree being a
separate auxiliary tree. Therefore we need a fea-
ture suBJthat indicates whether a verb has a sub-
ject. Furthermore, the infinitive can have different
forms, captured by the featusgArT for status: It
can be a bare infinitives(raT 1) an infinitive with

2u (STAT 2) or a participle $TAT 3).

]

NUM
VP PER

[ ] VF
VFCOMPLETE

NUM sUBJ
PER STAT

EEEEEE]

SUBJ +

[=]

FIN

FIN -
STAT 3 ' ﬁ >
\ *
\ NUM VP

NUMN VF
m

EIEE]

PER VFCOMPLETE
CAS  nol SUBJ
STAT

=

the vorfeld is always filled by exactly one con- FiN [6]
stituent. This is guaranteed by the featurecom- VP
PLETEthat indicates whether the vorfeld is already []
filled. A vorfeld-adjoining argument tree switches [ng ;}
this feature from- to +.
VP
3.2 Raising, auxiliaries and control e
In our grammar, raising verbs and auxiliaries do v o
not have a subject argument tree. Instead, the ‘ b 3

subject comes with the embedded infinitival. In hat

this, we follow the choices of the XTAG grammar.
Control verbs, however, have a subject. The argu-

Figure 4: Analysis of auxiliaries

ment identity between the controller and the sub-
ject of the embedded infinitive is established viq3) Peter hat geschlafen
a special feature that is then used within semantic  pgier has slept

computation.

Because of the difference between raising anédls an example, Fig. 4 shows the trees tiat and
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geschlafen in (3). In V2 auxiliary constructions The underspecification of argument categories and
such as (3), the left bracket is contributed by a sephe fact that wh-extraction does not require special
arate auxiliary tree instead of being fixed withintree truples considerably decreases the number of
the tuple of the main verb. We must make sure thaterb families that are needed compared to gram-
the auxiliary is recognized as left bracket and thahars such as XTAG. From our experience with im-
there is exactly one element occupying the vorfeldglementing the grammar we have the impression
i.e., preceding the left bracket. This can be done iat this is an advantage for the grammar writer.
setting the featurgF — at the foot node and- at The choice to treat sentential and nominal ar-
the root. The featur& FCOMPLETE on the argu- guments alike means in particular that sentential
ment trees works then exactly as in the case whesemplements are added by substitution and there-
the left bracket comes with the main verb. fore constitute islands for scrambling. However,
A further issue to take into account is the agreean exceptional case are bridge verbs (see next sec-
ment between subject and verb. Since we havetian).
free word order language, we do not know where
on the verbal spine the subject comes in. Therefoe Sentential Complements

we need to percolate the subject agreement feature . .
along the entire verbal spine to be unified with thd//& Present the analysis of sentential complements
auxiliary verb agreement features. for German, that have a finite verb in clause-final

position (V3). Nonfinite sentential complementa-
3.3 PP and sentential argument trees tion is ignored throughout the paper.

. : In German, V3 sentences serve as source for
Concerning the morphological form an argument ) .
. subordinate clauses, that are marked by certain
can take (a NP, a PP or a sentential argument), ‘Hements in sentence-initial position, e.g., a wh
do not distinguish between these at the level of the . P » €9, 3
category of the argument slot. Rather, their sp yronoun, a relative pronoun, or a complementizer.
) ’ 0 model this fact, we introduce the featuse

cific properties are treated within appropriate fea- o .
brop . bprop TYPE, which indicates the sentence type via a
tures (e.g.,CASE). This can be achieved by as-

. . complex value. Fig. 5 presents the schema-of
signing to the mopho-syntactic categoryaf) of . o
. iy TYPE and its specification in the tree tuple -
argument slots either an underspecified value or a

disjunction of category labefs. As a result, the giss. Not.e that marking is gnforced by the top-
. ._bottom mismatch oMARKED in the root node of
same tree-family can be used for all verbs takin

the same number of arguments. The selection g?e head tree.

a preposition for one of the arguments is done Vid 1 Freerdatives and embedded questions
the case feature.
Furthermore, in our grammar, the family of aFree relatives and embedded questions consist of

verb does not contain extra tree tuples for whY3 sentences that start with a relative pronoun or a

extraction. Instead, the wh-element has a nom{¥h-pronoun, respectively. Examples are given in

nal category and can be substituted into a nomin&p)-
argument tree. This accounts for the facts that whs

o . 5) a. den heute Peter bestohlen  hat
elements distribute similarly to non-wh NPs, se
@ whom REL todayPeterstolenfrom has
' b. wen heute Peter bestohlen  hat
(4) a. Peter hat wen heute gesehen whom WH todayPeterstolenfrom has
Peterhaswhom WH todayseen (‘from whom Peter has stolen’)

b. wen hat Peter wann gesehen

The corresponding constructions in English are
whom WH hasPeterwhenseen

commonly said to involvewh-extraction. Note

“Both strategies are supported by the metagrammépat’ in contrast to_ _Eng“Sh’ German lacks do-
framework XMG (Duchier et al., 2004), but not yet by thesupport and preposition stranding altogether. The

TuLiPA _parser (Parr_nentier et al., 2008). Therefore, in Ouanalyses of free relatives and embedded questions
current implementation of the grammar, only NP and PP ar- Fid. 6 v diff ith t to the t inal
guments are treated uniformly, both of them having the catdl! F19. © only difrer with respect to the termina

gory NP. and themARKING value in the elementary trees of
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[conFIG  (V12|V3)
S TYPE MARKED  (+|-)
MARKING (dasg$objwhirel|...)
| COMP (+]-)
[ VP I VP VP 3 VP
S-TYPE :MARKED + ] { }
< [S’TYPE »M'ARKED ]] [S—TYPE } S-TYPE } > [S'T‘(F’E/[’ng ﬂ
v NP, TS NP/\ A VP
‘ nom,3sg VP* acc VP* ‘
Verg|ﬂ [S-TYPE :| [S—TVPE :| heute

Figure 5: Use of the featuresryPEandMARKED

the respective pronouns. Both substitute into areg- b. AMer glaubst du, dassihn heute

ular complement slot, and both have therRKED Who think_2SGyou, that him today
feature set to-, which suffices to resolve the fea- vergisst?
ture conflict in the VP projection. forgets
c.*Wen magst du, dass Peter heute
4.2 Complementized sentences Whomlike_2SGyou, that Petertoday
vergisst?

Complementized sentences consist of V3 sen-
tences that have a complementizer in initial posi-
tion, e.g.,dass (that), ob (whether), andvenn (if).

An example is given in (6).

forgets

d. *Du glaubst wen, dass Peter heute
You think_2SGwhom,that Petertoday
vergisst?

(6) a. dassihn heute Peter vergisst forgets

that him todayPeterforgets
b. *dass dass ihn heute Peter vergisst
c. *dass ihn vergisst heute Peter

In order to derive the example sentence in (7), the
tree tuple from Fig. 8 has to be attached to some
derived tree such as in Fig.7, but where the ac-

Two pitfalls have to be avoided: stacked comcusative object is still pending. Due to the adjunc-

plementizers as in (6)b, and V12 configuration§ion of the bridge v.erb, the pendi.ng complem.ent
as in (6)c. Considering Fig. 7, the first pitfall is 'S able to adjoin at its root node via node sharing.

avoided by using the featueomp, that indicates The vF feature makes sure that only one pending

whether complementation already took place. TECMPlement can attach higher. _
account for the second one, the feat@@NFIG The long extraction of the subject in (7)b is

specifies the topological configuration of the unclaimed to be ungrammatical in Englistht-
derlying sentence. trace effect). If this would also hold for German

(which is rejected by several authors, see Feath-
erston (2003)), we would have to introduce further
features indicating the type of the complement. As

Bridge verbs allow for the extraction of Con_it is now, the brldge verb is agnostic towards the

stituents from the complementized sentential conihaterial that is adjoined at its root. The contrast
plement, see (7). between bridge verbs and non-bridge verbs in (7)c

could be explained by the absence of bridging tree
(7) a. Wen glaubst du, dassPeter heute tuples for non-bridge verbs. Long-distance extrac-
Whomthink_2SGyou, that Petertoday tion to a non-initial position, as in (7)d, is ruled
vergisst? out since the lower-right VP node is no root and
forgets therefore not shared.

4.3 Bridgeverbs
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VP
[S-TYPE [MARKED +I|
[S-TYPE ]
/\
NPacc VP
_ [S-TVPE ] /\
A VP
NP NP |
oType |MARKED  + sType |MARKED -+ heute NP V
[ |:MARKING whﬂ [ |:MA'RKING rel
wen den Peter vergisst
Figure 6: Wh-pronouns and relative pronouns
VP VP
o B bl e
|:S-TYPE |:322EFNDG das%|:| |:S'TVPE [gg;};ED :|:|
COMP + //1 /\
| ass/vp* N‘P VP
s1ype | CONFIG V3 ) /\
E w8 e
heute N‘P V‘P
Peter \‘/
vergisst
Figure 7: Complementizers
/VP\ ery complement can be extracted. Thus, focussing
v VP merely on wh-extraction, a verb with comple-
| T o ments receives + 1 elementary trees in XTAG,
gaubst V' Jorvee [ummane  desd] such as the one for object extraction in Fig® 9.
0 In our grammar based on TT-MCTAG, however,
VP there is exactly one tree tuple for each verb and its
T~ subcategorization frame.

|

5 Extraction in XTAG

|

Figure 8: Bridge verbs

NPnom72sg VP*

The principal discrepancy between

Nesson and Shieber (2007) consider a tree-local
MCTAG account to reduce the set of extraction
trees in XTAG by introducing tree sets that contain
the extracted complement and its trace in separate
trees. This, however, only moves the inherent am-
biguity to the representation of the nouns, which

does not seem to be more preferable to us.
XTAG and our

grammar is the way of encoding the relative org  Comparison to V-TAG

der between complements: using TAG, XTAG de-

termines the relative order of complements in eleF T-MCTAG’s nearest relative certainly is V-TAG
mentary trees. Consequently, deviations from thiom Rambow (1994), also designed for flexible
canonical order of complements have to be exword order phenomena in German. Superficially,

plicitly anticipated by providing ext

grammar. This can be prominently observed witly;c

wh-extraction phenomena, where

ra trees in the———— L , o
We ignore preposition stranding here, since it does not

i t in German. Furthermore, we deal with sentential com-
potentially evplements in terms of direct objects.
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S node of the bridge verb is not accessible via node
NI{\ sharing for arguments of the embedded verb.
[VCV’:SE °} /S\ (8)*Wen glaubst  Peter du, dass heute
NP | VP Whomthink_2SGPeteryou, that today
vergisst?
NG NP, forgets
[CASE acc] .
| ;o
€ VP ' \jp
Figure 9: Feature reduced XTAG tree for object [EXT'EE?ES ] [)/FP’:] ve -]
extraction (Fig. 15.1 therein) ) «V\P
VP |
their elementary structures look quite similar, as NPom VP* \
Fig. 10 shows. Technically, however, the limi- vergisst

tation of non-locality is accomplished in differ-

- where T-MCTAG ref he deri Figure 11: Possible V-TAG tree set for extraction
ent ways: where TT- refers to the derivay v ¢ tored complements

tion tree using the notion of shared nodes, V-TAG

makes use oflominance links and integrity con- Of course, in order to analyse bridge verbs with

straints in the derived tree.

extraction in V-TAG, there is always the possibil-
ity to have the extracted argument and its verbal

e VPR . )

VP P g | head in the same elementary tree; only the (possi-
o~ o~ V‘P bly scrambled) other complements are in separate
NPnom VP* " NPace VP* 7y, argument trees. Then the integrity constraint on
Vergisst the upper VP node can be maintained and exam-

ples (7) and (8) are analysed correctly.
In general one can say that formalisms such as

Figure 10: V-TAG tree set fovergisst (forgets’) ~ V-TAG (and also DSG (Rambow et al., 2001))
have to model locality constraints explicitely since

Most of the presented analyses for sententidhe Qerivation itselfin_these f(_)rmalisms is not con-
complements can be easily mapped onto V-TAGtrained b_y any locality requirement. As a result,
variants, while preserving the idea of factorizing? @nalysis that factors complementation the way
complementation. There is, however, one crucidl® Propose it within TT-MCTAG seems less eas-
exception: The analysis for bridging constructiondy available. - Furthermore, the fact that locality
cannot be borrowed directly, since, within V-TAG, constraints follow from the TT-MCTAG formal-
itis not possible to express that the VP root node i§™M @nd need not be explicitely stipulated is in our
accessible for a complement of the sentential conieW an advantage of this formalisin.
plement, while the lower VP node is not accessi
ble. Hence, in order to exclude (7)d while keep-
ing an analysis that factors arguments into sep#s already mentioned, a key idea of our grammar
rate auxiliary trees, one needs different argumerg the factorization of argument slots in separate
trees for complements that might be scrambled arlixiliary trees. As a result, we need considerably
complements that are extracted. The latter mighlgss elementary tree sets per family than standard
e.g., be forced to adjoin to a node witlk = +, as TAG. Furthermore, since we treat prepositional,
shown in Fig.11. However, the necessary remowsentential and nomial arguments alike, the number
ing of the integrity constraint on the VP root of theof tree set families reduces as well. From our cur-
verbal tree would allow a movement of the non+ent experience with the development of the gram-
extracted complement into the mittelfeld of themar, we feel that this is an advantage for grammar
bridge verb as in (8). This is something that can-

> i i ®We might of course encounter cases where the TT-
not happen with TT-MCTAG since the mittelfeld MCTAG locality is too restrictive.

(dotted arrows= dominance links/A = integrity constraint)

Discussion
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implementation. Concerning parsing, we have t&eatherston, Sam. 2003. That-trace in Germiain-
take into account all possible combinations of the 9ua, 1091:1-26.

trees in our tuples. Ip this respect, th? f_aCtorizaJoshi, Aravind K. and Yves Schabes. 1997. Tree-
tion of course only shifts the task of building con-  adjoining grammars. In Rozenberg, G. and A. Salo-
stituent structures for subcategorization frames to maa, editorsHandbook of Formal Languages, vol-

a different part of the system. ume 3, pages 69-124. Springer, Berlin, New York.

k-TT-MCTAG is mildly context-sensitive and, kalimeyer, Laura and Yannick Parmentier. 2008. On
furthermore, we suspect that it is a proper sub- the relation between Multicomponent Tree Adjoin-

class of set-local MCTAG. Recently, Chen-Main ing Grammars with Tree Tuples (TT-MCTAG) and

. : : Range Concatenation Grammars (RCG). Piro-
and Joshi (2007) discussed the fact that in actual ceedings of the 2nd International Conference on

analyses, only a very small part of the possibili- | anguage and Automata Theory and Applications
ties provided by multicomponent TAG extensions LATA, Tarragona, Spain, March.

(e.g., tree-local and set-local MCTAG) is us(EdKaIImeyer, Laura. 2005. Tree-local multicomponent

Consequently, the proposed MCTAGSs don't COITe-" a6 adjoining grammars with shared nodegom-
pond to the actual need for linguistic descriptions. putational Linguistics, 31:2:187—225.

We hope thak-TT-MCTAG with its rather strong ] )
Lichte, Timm. 2007. An MCTAG with tuples for co-

locality might be a further step towards the iden- herent constructions in German. Broceedings of
tification of the class of grammar formalisms suit-  the 12th Conference on Formal Grammar. Dublin,

able for natural language processing. Ireland, 4-5 August 2007.
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Abstract

Two recent extension of the non-
associative Lambek calculus, the Lambek-
Grishin calculus and the multimodal
Lambek calculus, are shown to generate
class of languages as tree adjoining gram-
mars, using (tree generating) hyperedge
replacement grammars as an intermediate
step. As a consequence both extensions
are mildly context-sensitive formalisms
and benefit from polynomial parsing
algorithms.

1 Introduction

Joshi et al., (1991) have shown that many indepen-
dently proposed mildly context-sensitive grammar
formalisms — combinatory categorial grammars,
head grammars, linear indexed grammars and tree
adjoining grammars (TAGs) — generate the same
class of string languages.

For the Lambek calculus L (Lambek, 1958),
Pentus (1995) has shown that L. grammars gener-
ate only context-free languages. Two recent incar-
nations of Lambek grammars have sought to ex-
tend the generative capacity the Lambek calculus:
the multimodal Lambek calculus NLO#z (Moort-
gat, 1997) and the Lambek-Grishin calculus LG
(Moortgat, 2007). Both of these systems use the
non-associative Lambek calculus NL (Lambek,
1961), for which polynomial algorithms exist (de
Groote, 1999; Capelletti, 2007), as their base, but
add interaction principles to augment the descrip-
tive power. While both systems have been shown
to handle linguistic phenomena for which no sat-
isfactory Lambek calculus analysis exists, little is

AN
VAN

Figure 1: Substitution

known about the exact class of languages gener-
ated by either system or about the complexity cost
of adding these interaction principles.

In the current paper I shown that both NLOg
and LG generate the same class of languages as
TAGs, using hyperedge replacement grammars as
an intermediate step.

2 Tree Adjoining Grammars and
Hyperedge Replacement Grammars

Tree Adjoining Grammars (Joshi and Schabes,
1997) combine trees using the operations of substi-
tution (shown in Figure 1) which replaces a nonter-
minal leaf T by a tree with root 7" and adjunction
(shown in Figure 2) which replaces and internal
node A by a tree with root node A and foot node
A*.
Formally, TAGs are defined as follows.

Definition 1 An TAG is a tuple (¥, Ng, Ny, Z, A)
such that

e 3, Ng and N, and three disjoint alphabets
of terminals, substitution nonterminals and
adjunction nonterminals respectively, I will
use upper case letters T, U, ... and of course
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Figure 2: Adjunction

the distinguished start symbol S to stand for
members of Ng whereas I will use upper case
letters A, B, ... for members of N4.

e T is a finite set of initial trees,
e A is a finite set of auxiliary trees.

The trees in T U A are called the elementary
trees.
Trees are subject to the following conditions:

e the root nodes of all initial trees are members

of Ng,

e the root nodes of all auxiliary trees are mem-
bers of N4,

e cvery auxiliary tree has exactly one leaf
which is a member of N 4. This leaf is called
the foot node,

e all other leaves of elementary trees are mem-
bers of Ng U X..

A TAG satisfying the additional condition that
all elementary trees have exactly one terminal leaf
is called a lexicalized tree adjoining grammar
(LTAG). This leaf is called the lexical anchor,

In addition, a TAG is allowed to specify con-
straints on adjunction. Let A € Ny and let t be
the set of auxiliary trees with root node A and foot
node A*. A node A in a elementary tree o is said
to have selective adjunction in case it specifies a
subset t' C t of trees which are allowed to adjoin
at this node. The special case where t = 0 is
called null adjunction. Finally, a node can specify
obligatory adjunction where an auxiliary tree has
to be adjoined at the node.

The only difference with the standard definition
of tree adjoining grammars (Joshi and Schabes,
1997) is the use of separate alphabets for auxil-
iary and substitution nonterminals. In addition to
making the substitution marker 7' and the foot
node marker A* technically superfluous, this will
make the different embedding results which follow
slightly easier to prove.

Definition 2 An LTAG’ grammar G is an LTAG
satisfying the following additional conditions.

e all internal nodes of elementary trees have
exactly two daughters,

e cvery adjunction node either specifies the null
adjunction or the obligatory adjunction con-
straint without any selectional restrictions,

e cvery adjunction node is on the path from the
lexical anchor to the root of the tree.

The definition of LTAG’ is very close to the def-
inition of normal or spinal form LTAGs used by
Joshi et al. (1991) and by Vijay-Shanker and Weir
(1994) to show correspondence between LTAGs
and combinatory categorial grammars, so it should
be no surprise it will serve as a way to shown in-
clusion of tree adjoining languages in multimodal
and Lambek-Grishin languages. The only differ-
ence is that the adjunction nodes are required to
be on the path from the root to the lexical anchor
instead of the foot node.

Lemma 3 For every LTAG grammar G there is a
weakly equivalent LTAG’ grammar G'.

Proof (sketch) The proof is analogous to the
proof of Vijay-Shanker and Weir (1994). a

A hypergraph is a set of hyperedges, portrayed
as an edge label in a rectangular box, which can
be incident to any number of vertices. These con-
nections are portrayed by lines (called ‘tentacles’)
labelled 0, . . ., n (the selectors) for a hyperedge of
arity n + 1. A hyperedge replacement grammar
(Engelfriet, 1997; Drewes et al., 1997) replaces a
hyperedge with a nonterminal symbol by a hyper-
graph.

The rank of a terminal or nonterminal symbol is
the number of its tentacles. The rank k£ of a HR
grammar is the maximum number of tentacles of
a nonterminal symbol. We will be particularly in-
terested in HR grammars of rank two (HR») even
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Figure 3: Hyperedge Replacement

though we do use ferminal nodes with multiple
edges.

Figure 3 shows an example of hyperedge re-
placement for a nonterminal A of rank two. It is
attached to two vertices, represented by fat dots,
with selectors 0 and 1 respectively. If A — « is a
rule in the HR grammar, we can replace the hyper-
edge A by first deleting it, then identifying the ex-
ternal node (0) of o with the node which was con-
nected to tentacle 0 and external node (1) of o with
the node which was connected to tentacle 1. The
similarity with Figure 2 should be striking. Note
however, that since the grammatical objects of hy-
peredge replacement grammars are hypergraphs,
(3 and ' need not be disjoint. In fact, even the
two tentacles are allowed to reach the same vertex.
However, when we restrict the right hand sides of
rules to be trees! then, as we will see in Lemma 3,
hyperedge replacement and adjunction will corre-
spond exactly.

There are several ways to represent trees in HR
grammars, but the following will turn out to be
convenient for our applications. A node with label
A and n daughters’ is represented as a hyperedge
A with n + 1 tentacles, with tentacle 0 pointing
towards the parent node and tentacles 1, ..., n se-
lecting its daughters from left to right.

Definition 4 A hypergraph H is a (hyper-)tree iff
every node in H is incident to two hyperedges,
once by a selector 0 and once by a selector > 0,

"This is TR(HR;,) from (Engelfriet and Maneth, 2000).

2We assume here that all occurrences of A have the same
number of daughters, which we can accomplish by a simple
renaming, if necessary.

except the root node, which is incident to a single
hyperedge by selector 0.

Lemma 5 HR, grammars generating trees and
TAG grammars are strongly equivalent.

Proof (sketch) From TAG to HR5, we start with
a TAG G and categorise the different adjunction
nodes, introducing new symbols whenever two
nodes labelled by the same symbol of Ny either
select a different set of trees or differ with respect
to obligatory adjunction to obtain a TAG G’ which
is equivalent to G up to a relabelling of the mem-
bers of N4.

Now let ¢ be an initial tree with root node T'
in G', we transform it into a hypertree ¢ cor-
responding to Definition 4, with each adjunction
point replaced by a unary branch with the nonter-
minal A corresponding to the adjunctions possible
at the node and each leaf U marked for substitu-
tion replaced by a nonterminal leaf U and add rule
T — t' to the HR grammar.

Each of the members of A € N4 in G’ has a set
of auxiliary trees t assigned to it as well as an indi-
cation of whether or not adjunction is obligatory.
For each o € t we add arule A — « to the gram-
mar. In addition, if adjunction is not obligatory
we add arule A — e, eliminating the nonterminal
hyperedge.

Now every adjunction corresponds to a hyper-
edge replacement as shown in Figure 3 and every
substitution to the same figure, but with both the 1
tentacle and the /3’ subtree removed.

From HR5 to TAG we use the fact that we gen-
erate a tree and that all nonterminals are of rank
<2.

Suppose A is a nonterminal of rank two and
A — «is arule in the HRy grammar G. In case
o is a single node e we mark all adjunctions of a
nonterminal A as optional in the grammar. If not,
we add the auxiliary tree o/ which we obtain from
« by labelling the external node (0) by A and the
external node (1) by A* to the TAG.

Suppose T is a nonterminal of rank one and
T — tis arule in G. By Definition 4, in order for
this rule to be productive the single external node
has to be the root. We label the root by 7" and add
the resulting tree as initial tree to the TAG. Again,
it is easy to see that every hyperedge replacement
of a nonterminal of rank 1 corresponds to a substi-
tution and every hyperedge replacement of rank 2
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Figure 4: AB lexicon

corresponds to an adjunction in the generated TAG
grammar. O

3 Lambek Grammars

Before talking about Lambek grammars, seen
from a hypergraph perspective, it is useful to first
show a lexicon for AB grammars. Figure 4 shows
a trivial AB lexicon for the phrase ‘Jo ran’. As
usual in categorial grammars, we distinguish be-
tween positive and negative occurrences of atomic
formulas

The tree on the left indicates that the goal for-
mula ¢ of this grammar is a positive s atomic
formula. The lexical entry for ‘ran’ indicates it
is looking for an np to its left to produce an s,
whereas the entry for ‘Jo’ simply provides an np.
Note that because of the extra unary hyperedge at
the root nodes, the two lexical trees are not trees
according to Definition 4. I will refer to them as
typed trees.

The axiom rule (Figure 5) shows how positive
and negative formulas of the same type cancel
each-other out by identifying the nodes selected
by the two unary hyperedges. The resemblance
with the substitution operation in Figure 1 should
be clear, though we do not require «v and 3 to be
disjoint: instead we require that an AB derivation
— a set of applications of the axiom rule — ends
in a (non-typed) tree where all leaves are labelled
by terminal symbols.

With respect to Lambek grammars, we are pri-
marily interested in two recent extensions of it, the
multimodal Lambek calculus with two modes in-

3Negative formulas correspond to resources we have and

positive formulas correspond to resources we need. Think of
A7 as being similar to A'.

/o
ANV
0
/\
@]
R
0
/A

Figure 5: The axiom rule

teracting by means of the mixed associativity and
mixed commutativity structural rules (Moortgat,
1997) and the Lambek-Grishin calculus with the
Grishin class IV interactions (Moortgat, 2007).

Extending the AB hypergraph calculus in this
way involves adding new constructors and graph
contractions which eliminate them. This moves
the hypergraph calculus (or at least the intermedi-
ate structures in the derivations) further away from
trees, but we will continue to require that the result
of connecting and contracting the graph will be a
(non-typed) tree. Contractions will correspond to
the logical rules [R/;], [Le;] and [R\;] in the NLOR
case and to the logical rules [L©], [R®] and [LO)]
in the LG case. The contraction for [Le| is shown
in the middle and on the right of Figure 6.

An additional constraint on the trees will be that
in only contains mode 0 in the NLOg case and
that it doesn’t contain the ‘inverse’ Grishin struc-
tural connective ‘; in the LG case. This has as
a consequence that in any proof, the Grishin con-
nectives and the connectives for mode 1 can only
occur in pairs.

The calculus sketched here is just a hypergraph
interpretation of the proof nets for the multimodal
Lambek calculus of Moot and Puite (2002) and
their extension to LG of Moot (2007), who show
that it is sound and complete with respect to the
sequent calculus.

As we have seen, it is trivial to model the sub-
stitution operation: in this respect substitution is
modelled in a way which is equivalent up to no-
tational choices to the work on partial proof trees
(Joshi and Kulick, 1997).

Figure 7 shows how to model the adjunction op-
eration, with the solution for NL<p on the left and
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Figure 6: A contraction and structural rules for
simulating adjunction

the solution for LG on the right.

Figure 6 shows how this allows us to adjoin a
hypergraph corresponding to an auxiliary tree to
this adjunction point. After two axiom rules, we
will have the structure shown on the left. The
mixed associativity and commutativity structural
rules allow us to move the o; hyperedge down the
tree until we have the structure shown in the mid-
dle. Finally, we apply the contraction, deleting the
o1 and Le; edges and identifying the two nodes
marked by selector 0 to obtain the structure on the
right. Remark how these steps together perform an
adjunction operation. For the sake of efficiency we
will usually not apply the structural rules explic-
itly. Instead, we will use a generalised contraction,
which moves directly from the left of the figure to
the structure on the right.

Lemma 6 If G is an LTAG’ grammar, then there
exists a strongly equivalent NLOR grammar G’
and a strongly equivalent LG grammar G

Proof (sketch) For each lexical tree ¢t of G we
construct a lexical tree ¥ in G’ and a lexical tree
t" in G”, translating every adjunction point by the
left hand side of Figure 7 for G’ and by its right
hand side for G”.

Now let d be a LTAG’ derivation using gram-
mar (. We translate this derivation into an NL< g
derivation d’ and an LG derivation d” as follows:

Figure 7: Lambek hypergraphs for adjunction

e Whenever we substitute a tree with root T’ for
a leaf T+ we perform the corresponding ax-
iom connection in d and d”, as shown in Fig-
ure 5.

e Whenever we adjoin a tree with root A and
foot A* we perform the A axiom for the root
node, the B axiom for the foot node followed
by the generalised contraction shown in Fig-
ure 6.

In order to show we generate only the LTAG’
derivations we have to show that no other combi-
nation of axioms will produce a proof net. Given
the separation of non-terminals into Ng and /N4 as
well as the contraction requirement this is trivial.
O

To complete the proofs, we show that there is an
HR grammar G’ generating the hypergraphs corre-
sponding to the proofs of an LG or NLOg gram-
mar G, that is to say the grammar G’ generates se-
quences of lexical graphs which, using axiom con-
nections and generalised contractions contract to a
tree.

Lemma 7 If G is a Lambek Grammar, then there
exists a strongly equivalent HRy grammar G'.

Proof (sketch) Let G be a NLOR or an LG
grammar. We generate a hyperedge replacement
grammar I of rank two which generate all proof
nets, that is to say all lexical graphs which by
means of axiom connections and generalised con-
tractions convert to a tree. Conceptually, we can
think of this HR grammar as operating in three
phases:
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Figure 8: Lambek grammar as HR grammar —
adjunction

1. Expand T (tree) nonterminals to generate all
binary branching trees with V' (vertex) non-
terminals between all branches.

2. Expand V' nonterminals to perform gener-
alised expansions, that is to say inverse con-
tractions, as shown in Figure 8.

3. Erase the V' nonterminals which correspond
to ‘flow’ formulas and disconnect the V' non-
terminals which correspond to axioms and as
shown in Figure 9.

Now, given a sequence of lexical graphs, a to-
tal matching of the positive and negative axiomatic
formulas and a sequence s of generalised contrac-
tions contracting this proof net to a tree we can
generate an HR derivation d by induction on the
length of s. The induction hypothesis is that dur-
ing steps 1 and 2 we always have a hypergraph cor-
responding to the proof net P which has a V' edge
for every vertex in P.

In case s is 0, there are no expansions and we
already a binary tree with a V' edge for every vertex
in it. Since the 7" rules allow us to generate any
binary branching tree, G can generate this tree as
well. For every V' edge in the tree which is the
result of an axiom rule, we apply its inverse, shown
in Figure 9 on the right, and we erase all other V'
edges as shown on the left of the same figure.

In case s > 0, we know by induction hypothe-
sis that the hypergraph representation of the proof
net we are constructing has a V' edge for each of
the vertices in the proof net. Because each sub-
tree of the hypergraph has started as a 7" edge, this

(0)
1

Sts
!
o

0
)
& -

T

(1)

=

Figure 9: Lambek grammar as HR grammar —
flow/axiom

is true of the a subtree as well. We rearrange the
HR derivation in such a way that all expansions of
the 7" edge into o occur at the end, then insert the
expansion shown in Figure 8 just before this se-
quence. The result is a valid HR derivation of a
hypergraph which contracts to the same tree as the
proof net. O

Figure 10 summarises the different inclusions
with their corresponding lemma’s.

Lemma 6 LG

LTAG’ NLOR

Lemma 3 Lemma 7

TAG HR

Lemma 5
Figure 10: A summary of the previous lemma’s

The following corollary follows immediately.

Corollary 8 NLOR and LG grammars generate
mildly context-sensitive languages.

4 Polynomial Parsing

The strong correspondence between Lambek
grammars and hyperedge replacement grammars
does not immediately give us polynomial pars-
ing for Lambek grammars: as shown in (Drewes
et al., 1997) for example, even hyperedge re-
placement grammars of rank 2 can generate NP
complete graph languages, such as the Hamilto-
nian path problem. Lautemann (1990) presents a
(very abstract) version of the well-known Cocke,
Kasami and Younger algorithm for context-free
string grammars (Hopcroft and Ullman, 1979)
for hyperedge replacement grammars and presents
two ways of obtaining polynomial complexity, the
first of which will interest us here. It uses the
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Figure 11: s-separability of the bipartite graph cor-
responding to a proof net

notion of s-separability, which corresponds to the
maximum number of connected components in a
graph when s vertices are deleted.

Theorem 9 (Lautemann (1990)) If HR grammar
G is of rank s and s-sepp ) = O(1) then L(G) €
LOGCFL*.

Corollary 10 For any sentence length w, NLOR
and LG grammars are in LOGCFL.

Proof Lautemann discusses HR grammars gen-
erating graph languages and not hypergraph lan-
guages. However, this is not a real restriction given
that we can interpret a hypergraph as a bipartite
graph with the vertices corresponding to the ver-
tices in the hypergraph as one partition and the hy-
peredges as the second partition. Figure 11 shows
this interpretation of the leftmost graph in the mid-
dle of the figure. On the right, we can see how
deleting the central vertex, corresponding to the
hyperedge in the original graph on the left, results
in (at most) three distinct components. The rank
of the hyperedge replacement grammar for proof
nets is two. Finally, for a sentence with w words,
we start with w disjoint lexical graphs. Therefore,
deleting two vertices from w disjoint graphs pro-
duces at most w + 6 disjoint graphs. O

It is slightly unsatisfactory that this complexity
result uses the number of words in the sentence w
as a constant, though it seems possible to elimi-
nate the constant by using a slightly more specific
algorithm.

Pentus (2006) has shown that the associative
Lambek calculus L is NP complete. The reason
deleting a vertex from an NLOz or LG hyper-
graph gives at most three different hypergraphs is

*LOGCFL is the complexity class of of problems which
are log-space reducible to the decision problems for context-
free grammars. Vijay-Shanker et al., (1987) show that linear
context-free rewrite systems and multicomponent TAGs are
also in this complexity class.

because we work with a non-associative system.
Although Moot and Puite (2002) show that asso-
ciativity is easily accommodated in the proof net
calculus, it results in a system without upper bound
on the number of daughters which a node can have.
Therefore, deleting a vertex from an L. hypergraph
can result in an unbounded number of connected
components.

5 Discussion and Future Work

When looking at the proof of Lemma 5, it is clear
that HR; grammars generate substitution only
TAGs, whereas HR, grammars generate TAGS.
The tree generating power of HR grammars in-
creases with the maximum rank of the grammar.
For example, it is easy to generate the non-TAG
language a"b"c"d"e™ f™ using nonterminals of
rank 3. In general, Engelfriet and Maneth (2000)
show that TR(HR;, ), the set of tree languages gen-
erated by hyperedge replacement grammar such
that the right hand side of all rules is a (hyper-)tree
is equal to C'F'T,, the context-free tree grammars
which are simple in the parameters, ie. without
copying or deletion of trees, which is a differ-
ent way of stipulating the linear and non-erasing
constraint on linear context-free rewrite systems
(LCFRS) (Vijay-Shanker et al., 1987).

Weir (1992) shows that string generating hy-
peredge replacement grammars generate the same
languages as LCFRS and multi-component tree
adjoining grammars (MCTAGs). All this suggests
a possible extension of the current results relating
tree generating HR grammars of rank > 2 to MC-
TAGs and LCFRS.

With respect to NLOR , it seems possible to ex-
tend the current results, increasing the number of
modes to generate richer classes of languages, pos-
sibly the same classes of languages as those gen-
erated by LCFRS and MCTAGs. For LG, such
extensions seem less evident. Indeed, an appeal-
ing property of LG is that we do not need different
modes, but if we are willing to add different modes
to LG then extensions of the classes of languages
generated seem possible.

An interesting consequence of the translations
proposed here is that they open the way for new
parsing algorithms of Lambek grammars. In addi-
tion, compared to earlier work like that of Moort-
gat and Oehrle (1994), they give radically new
ways of implementing phenomena like Dutch verb
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clusters in NLOR .

6 Conclusions

NLOz and LG are mildly context-sensitive for-
malisms and therefore benefit from the pleas-
ant properties this entails, such as polynomial
parsability. TAGs and HR grammars, because
of the simplicity of their basic operations, have
played a central role in establishing this correspon-
dence.
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Abstract

Recent work has used the synchronous
tree-adjoining grammar (STAG) formal-
ism to demonstrate that many of the cases
in which syntactic and semantic deriva-
tions appeared to be divergent could be
handled elegantly through synchroniza-
tion. This research has provided syntax
and semantics for diverse and complex lin-
guistic phenomena. However, certain hard
cases push the STAG formalism to its lim-
its, requiring awkward analyses or leav-
ing no clear solution at all. In this paper
a new variant of STAG, synchronous vec-
tor TAG (SV-TAG), and demonstrate that it
has the potential to handle hard cases such
as control verbs, relative clauses, and in-
verse linking, while maintaining the sim-
plicity of previous STAG syntax-semantics
analyses.

1 Introduction

As first described by Shieber and Schabes (1990),
synchronous tree-adjoining grammar (STAG) can
be used to provide a semantics for a TAG syntac-
tic analysis by taking the tree pairs to represent
a syntactic analysis synchronized with a semantic
analysis. Recent work has used the STAG formal-
ism to demonstrate that many of the cases in which
syntactic and semantic derivations appeared to be
divergent could be handled elegantly through syn-
chronization. This research has provided syntax
and semantics for such diverse and complex lin-
guistic phenomena as relative clauses' (Han, 2006;

"Both published analyses fail to predict all available scope
readings for some sentences. This paper presents a relative

Stuart Shieber
School of Engineering
and Applied Sciences
Harvard University
shieber@seas.harvard.edu

Nesson and Shieber, 2006), nested quantifiers
(Nesson and Shieber, 2006), wh-questions (Nes-
son and Shieber, 2006; Nesson and Shieber, 2007),
in-situ wh-questions (Nesson and Shieber, 2007),
it-clefts (Han and Hedberg, 2006), and topicaliza-
tion (Nesson and Shieber, 2007). In these anal-
yses the constraints of the tree-local or set-local
MCTAG formalisms have played a critical role in
permitting the available semantic readings while
ruling out the unavailable ones. This research has
demonstrated the value of synchronous grammars
for characterizing the syntactic-semantic interface
by showing how much more could be done using
this simple mechanism than previously thought.

The analysis of nested quantifiers presented by
Nesson and Shieber (2006) exemplifies this. Con-
sider the sentence:

(1) Two politicians courted every person at some
fundraiser.

We use the synchronous set-local MCTAG
grammar in Figure 1 to analyze sentence (1).> We
depart from traditional TAG notation by labeling
adjunction sites explicitly with boxed numbers.
The node labels we use in the semantics indicate
the semantic types of the phrases they dominate.

Although a nested quantifier may take scope
over the quantifier within which it is nested (so-
called “inverse linking”) not all permutations of
scope orderings of the quantifiers are available
(Joshi et al., 2003). In particular, the every >
two > some reading is ill-formed (Hobbs and

clause analysis that addresses this shortcoming.

2An alternative analysis exists in which the prepositional
phrase modifies the main verb. This derivation is still avail-
able and is distinct from the problem case that appears in the
literature and that we discuss here.
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Figure 1: Grammar and derivation for sentence (1): “Two politicians courted every person at some
fundraiser.” Note that we make use of a higher-order conjunction operation here (and elsewhere), which
conjoins properties “pointwise” in the obvious way.
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Figure 2: Synchronous TL-MCTAG grammar and derivation for sentence (2): “Every boy always wants

to eat some food.”

Shieber, 1987), and the some > two > every
reading, while formally expressible has been
claimed to be not semantically available (Fodor,
1982; Horn, 1974).% In our analysis, because the
nested quantifier is introduced through the prepo-
sitional phrase, which in turn modifies the noun
phrase containing the nesting quantifier, the two
quantifiers already form a set that operates as a
unit with respect to the rest of the derivation. With-
out any further stipulation, all and only the attested
four readings are generated.

However, the simplicity and constrained nature
of the STAG approach brings with it serious chal-
lenges of expressivity. Certain hard cases push the
STAG formalism to its limits, requiring awkward
analyses or leaving no clear solution at all.

In this paper we define a new variant of STAG,
synchronous vector TAG (SV-TAG), and demon-
strate that it has the potential to handle hard cases

3But see the study by VanLehn (1978) for a contrary view

on which this reading is merely dispreferred. We return to
this issue later.

such as control verbs, relative clauses, and inverse
linking, while maintaining the simplicity of previ-
ous STAG syntax-semantics analyses.

2 Difficult Cases for STAG Syntax and
Semantics

The elegance of the STAG analysis is encourag-
ing. However, certain cases seem to require more
flexibility than the previous analysis, couched in
tree- and set-local MCTAG, provides. For in-
stance, as mentioned above, some accounts (Van-
Lehn, 1978; Hobbs and Shieber, 1987) indicate
that a fifth scope reading is possible in sentences
like sentence (1). We illustrate the limitations of
STAG with two further examples involving the se-
mantics of control verbs and relative clauses.

2.1 Control Verbs

Consider the sentence:

(2) Every boy always wants to eat some food.
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Figure 3: Additional grammar and derivation for sentence (3): “John saw a soccer player whose picture
every boy bought.” The tree sets for nouns, quantifiers, and the verb saw have the same structure as those

in Figure 2.

With appropriate context, sentence (2) can pro-
duce the scope ordering always > some >
every > wants.* However, a straightforward
STAG analysis of the sentence produces a deriva-
tion that is incompatible with this reading. Both
the derivation of the sentence and the elementary
trees for wants and always are given in Figure 2. If
always adjoins at link [1] and every adjoins at link
they become indivisibly attached to each other
and some cannot intervene between them. If al-
ways adjoins at link [3] instead, the scope reading
every > some > always > wants will be pro-
duced. But there is no way to generate the reading
always > some > every > wants. In order
to produce this reading the scope of every and the
scope of always must be prevented from becoming
attached to each other before they multiply adjoin
with some at the root of eat.

2.2 Relative Clauses

Consider the sentence:

(3) John saw a soccer player whose picture every
boy bought.

In this sentence every can outscope the im-
plicit quantifier in whose, giving the reading where
each boy bought a different picture of the soccer
player.> However, as shown in Figure 3, because

“The problem arising from sentence 2 was pointed out to
us by Maribel Romero and students at the University of Penn-
sylvania.

>The problematic characteristics of this example were
pointed out to us by Chung-hye Han.

every adjoins to bought and bought substitutes into
whose below the scope of whose, there is no way
for the scope of every to attach above whose. As
with the earlier problems, what is required is the
ability to delay the attachment scope of every to
allow it to attach higher in the derived tree.

These examples demonstrate that STAG re-
quires further development to be able to express
the full range of readings that quantificational phe-
nomena generate.

3 Synchronous Vector-TAG

A simple solution to this problem would merely
relax the set-locality of the semantic MCTAG
in the presented grammar. However, this intro-
duces at least two problems. First, the com-
plexity of non-local MCTAG is prohibitive. Sec-
ond, by eliminating set-locality, the readings gen-
erated become extremely hard to control. To rem-
edy these problems, we propose the use of vec-
tor TAG (Rambow, 1994), a computationally more
tractable and expressively more controllable multi-
component TAG formalism as the base formalism
to synchronize.

A Vector-TAG (V-TAG) is a S5S-tuple
(N,T,S,V) where N and T are disjoint sets of
nonterminal and terminal symbols, respectively;
S € N is the start symbol; and V is a set of
sets of trees, called vectors.® The vectors in V'

®In Rambow’s original definition the sets in V were par-
titioned into two sets, V7 and V4, where the sets in V; were
constrained to include at most one initial tree, and the sets in
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Figure 4: Schematic diagram of a V-TAG deriva-
tion tree.

possess dominance links. For a vector 7 € V
the dominance links form a binary relation dom
over the set of nodes in the trees of 7 such that
if dom(n1,7n2), then n; is the foot node of an
auxiliary tree in 7, and 72 is any node in any tree
of 7. A strict V-TAG is one in which all trees in a
vector are connected to each other via dominance
links. We use an even stronger constraint in the
analyses presented here in which the dominance
links in a vector must form a total order over the
trees. We call the unique tree in the vector that
does not dominate any other tree the foundation
tree. We distinguish individual trees in a vector
with subscripts numbered from O starting with the
foundation tree.

A derivation in a V-TAG is defined as in TAG.
There is no locality requirement or other restric-
tion on adjunction except that if one tree from a
vector is used in a derivation, all trees from that
vector must be used in the derivation.” In addi-
tion, all adjunctions must respect the dominance
relations in that a node 7; that dominates a node
12 must appear on the path from 7y to the root of
the derived tree. If a tree with foot 7; multiply
adjoins at the same location as a tree containing
a node 7y that is dominated by 7, the tree con-
taining with 7; must appear higher in the derived
tree. Rambow (1994) defines integrity constraints

V4 contained only auxiliary trees. We relax the requirements
of and distinction between these two sets of sets to allow sets
of any combination of initial and auxiliary trees including sets
with more than one initial tree.

"The definition of V-TAG is very similar to that of non-
local MCTAG as defined by Weir (1988) except that in non-
local MCTAG all trees from a tree set are required to adjoin
simultaneously.

for V-TAG that limit the locations where trees in a
vector may adjoin. An integrity constraint placed
on a node in an elementary tree dictates that the
node may not be on the path between two nodes
connected by a dominance link.

The derivation tree for a V-TAG may be con-
structed just as for an MCTAG or STAG where the
nodes of the tree are the tree sets and the branches
of the tree are labeled with the links at which the
synchronized operations take place or the address
of the adjunction in the case of a non-foundation
tree. The base derivation tree can also be elabo-
rated to give a clearer picture of the relationships
between individual trees. In an elaborated deriva-
tion tree each tree in a vector is represented explic-
itly and subscripted to indicate its place in the total
order of its vector.

In an elaborated derivation tree the non-
foundation trees of a vector do not have to be chil-
dren of the same tree as the foundation tree of
their vector. However, the dominance constraints
of the vectors must be respected. Well-formedness
can be checked on an elaborated derivation tree by
finding the nearest common ancestor of any two
trees connected by a dominance link and checking
that the address on the branch leading to the dom-
inating tree dominates the address leading to the
dominated tree and that each tree along the path
from the dominating tree to the common ancestor
adjoins along the spine. Figure 4 gives a schematic
example of a well-formed elaborated derivation
tree.

We define a synchronous V-TAG (SV-TAG) as a
set of triples, (v, vg, —~) where vz, and vy are V-
TAG vectors and —~ is a linking relation between
nodes in vy, and vg. A pair (or pair of sets) of trees
within each vector are distinguished as the founda-
tion trees. A foundation adjunction occurs when
the foundation trees drawn from the left and right
vectors of (vr,, vgr, —~) adjoin at linked locations in
some other vector (v} , vz, —~'). In contrast to tree-
local or set-local MCTAG in which every adjunc-
tion site must be marked with a link in order for a
tree set to adjoin, in SV-TAG only the adjunction
sites where the foundation trees adjoin are marked
explicitly with links. The remainder of the trees
in vy, and vy are free to adjoin anywhere in the
left and right derived trees, respectively, so long as
they obey the constraints of their dominance links.
Practically, this definition constrains synchronized
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Figure 5: An grammar and derivation trees for sentence (4): “Allegedly John always wins.” In the
elaborated derivation trees the non-foundation trees are connected with a dashed line. The circled link is
simply a shorthand for an address in the tree, not true links in the grammar.

V-TAG vectors to have one synchronized operation
with the remainder of the trees adjoining with the
usual unconstrained non-locality of V-TAG.

An SV-TAG can be characterized as simple,
tree-local, set-local or non-local depending on the
number and orientation of the link locations in the
grammar. If each link has only one location in the
left and right grammars then the SV-TAG is called
simple because the foundation adjunctions on each
side of the grammar follow the constraints of a
TAG. If links have multiple locations that occur all
within one tree on each side of the grammar then
the SV-TAG may be termed tree-local. When links
occur in multiple trees within a vector the SV-TAG
is called set-local and if link locations of a single
link occur in multiple vectors then the SV-TAG is
called non-local. Although it is possible for foun-
dation trees to occur anywhere in the total order
over the trees of a vector, in this analysis we con-
sider only grammars in which the foundation trees
do not dominate any other trees in their vector.

Unlike set-local and tree-local MCTAG which
are known to be NP-hard to parse (Sggaard et al.,
2007), lexicalized V-TAG can be parsed in poly-
nomial time (Rambow, 1994; Kallmeyer, 2007).
Although SV-TAG recognition is also NP-hard
due to the complexity introduced by synchroniza-
tion, related work on synchronous unordered vec-
tor grammar with dominance links suggests that
for a given simple SV-TAG grammar a polynomial
time tree-to-forest translation algorithm may exist
that permits a parse of the syntax of a sentence to

be translated into the forest of corresponding se-
mantic trees (or vice versa) (Rambow and Satta,
1996). As with all synchronous-grammar-based
analyses, the derivation tree still provides an un-
derspecified representation for the semantics.

3.1 The Derivation Tree

In the STAG model of syntax and semantics the
derivation tree is the interface between the two as
well as the means for capturing underspecification
in the semantics. An SV-TAG permits greater free-
dom for divergence between syntax and semantics
because rather than requiring all trees in a set to
be synchronized, in SV-TAG only the foundation
trees are synchronized. As a result, underspecifi-
cation in the SV-TAG model extends beyond mul-
tiple adjunction producing different derived trees
from the derivation tree. In SV-TAG the addi-
tional underspecification results from the locations
at which the non-foundation trees ultimately at-
tach. Although the base derivation tree still serves
as the connection between the syntactic and se-
mantic derivations and the interface through which
they constrain each other, an elaborated derivation
tree can help clarify the available readings on each
side of the grammar. An example of a grammar,
derivation, and elaborated derivation for the fol-
lowing sentence is given in Figure 5.

(4) Allegedly John always wins.

Sentence (4) permits only one reading in which
allegedly outscopes always. This constraint is de-
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Figure 6: SV-TAG grammar and elaborated semantic derivation for sentence (1): “Two politicians
courted every person at some fundraiser.” Note that there are three possible locations where some; can
adjoin. If it multiply adjoins at (¥) it must adjoin higher than every; to satisfy its dominance constraint.

termined by the order of attachment of the adverb
trees along the VP spine. To enforce this con-
straint in the semantics we can require that the
non-foundation trees of the adverbs attach in the
same order as the foundation trees in the shared
derivation tree.®

4 Applying SV-TAG to the Hard Cases

The additional flexibility provided by SV-TAG
permits analysis of the difficult control verb and
relative clause examples presented above while
still providing a satisfactory analysis of the inverse
linking example.

4.1 Inverse Linking

Figure 6 gives a SV-TAG grammar and elaborated
semantic derivation tree for sentence (1). The ele-
mentary tree sets are similar to the ones presented
above except that we have removed the S, and ¢,
trees from the elementary tree set for the preposi-
tions at and removed all of the non-foundational
link locations. The syntactic derivation is straight-
forward and is presented implicitly in the elabo-
rated derivation tree. The semantic derivation mer-
its closer examination. The tree containing the
bound variable of some in the semantics founda-
tionally adjoins into at at link [1]. The scope tree of
some is free to adjoin anywhere along the path to
the root of the derived tree. It has no site at which

81n the case of two adverbs multiply adjoining at the same

location we can require that the order of attachment be consis-
tent across syntax and semantics to produce the same result.

to adjoin into the at tree, so it must adjoin higher
in the derivation tree. The scope tree of some may
adjoin into either of the two ¢ nodes on the path
to the root of the every tree while still respecting
its dominance link. Adjoining at these two posi-
tions will indivisibly connect the scopes of every
and some in both orders as in the STAG analysis of
this sentence presented earlier. However, the scope
part of some does not have to adjoin at these nodes.
When every foundationally adjoins into court, the
scope part of some will become free to adjoin any-
where between the root of the scope part of every
and the root of the derivation. Since the only loca-
tion available for the scope parts of every, two, and
some can adjoin are at the root of court, this will
produce the fifth scope reading in which two inter-
venes between some and every. The sixth scope
reading is prevented by the dominance link requir-
ing the foot of the scope tree of some to dominate
the bound variable of some.

It is interesting to note that the disputed fifth
reading requires the scope part of some to travel
several steps up the derivation tree. Whether there
is any relationship between the relative obscurity
of this scope reading and the necessity of passing
the scope of some two levels up the tree may be
explored in future work.

4.2 Control Verbs

Figure 7 presents an SV-TAG grammar and
the elaborated semantic derivation tree for sen-
tence (2). As with the previous example, the syn-
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Figure 7: SV-TAG grammar and elaborated semantic derivation tree for sentence (2): “Every boy always
wants to eat some food.” The tree pair for always is as in Figure 5 and the trees for the quantifiers are as

in Figure 6.

tactic derivation is straightforward. In the seman-
tics, SV-TAG allows us to produce all six order-
ings between the quantifiers as well as the de dicto
and de re readings of want. Both always and every
foundationally adjoin into wants. The readings in
which always and every are indivisibly attached to
each other as well as the reading in which some
intervenes between every and always can be pro-
duced by adjoining the dominating trees of always
and every into t nodes of the wants tree. The read-
ing in which some intervenes between always and
every is produced by the scope parts of always and
some multiply adjoining at the root of eat.

Because the scope part of always is not part
of its foundation it can attach above other scope-
takers that attach along the VP spine. However,
constraints such as the one suggested for sen-
tence (4) may be used to disallow this.

4.3 Relative Clauses

The SV-TAG grammar and derivation tree in
Figure 8 achieve the reading that could not be
achieved in STAG. Note that the grammar differs
only in that the links have been reduced to founda-
tion links. The scope part of every is able to pass
up through bought and is available to adjoin at ei-
ther of the ¢ nodes in the implicit quantifier in the
se tree.

Without any constraint the scope part of every
may continue higher in the derivation to multiply
adjoin with the scope of a at the root of saw. This

violates the linguistic generalization that quanti-
fiers may not take scope above a relative clause
that contains them. An integrity constraint placed
at the root of the se semantic tree blocks the scope
part of every from escaping the relative clause.

5 Conclusion

This paper demonstrates that certain hard cases for
synchronous TAG syntax and semantics, such as
control verbs, can be successfully analyzed using
SV-TAG, a synchronous variant of V-TAG defined
herein. SV-TAG maintains the simplicity inher-
ent in the synchronous grammar approach to mod-
eling the syntax-semantics interface, provides the
derivation tree as an underspecified representation
of the semantics, and is likely to be efficient to pro-
cess.
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Abstract

In this paper, we introduce a formalization
of various elliptical coordination structures
within the Multi-Component TAG frame-
work. Numerous authors describe ellip-
tic coordination as parallel constructions
where symmetric derivations can be ob-
served from a desired predicate-argument
structure analysis. We show that most
famous coordinate structures, including
zeugma constructions, can be analyzed
simply with the addition of a simple
synchronous mechanism to the MCTAG
framework .

Introduction

proposal can deal with a wide range of coordina-
tions using a uniform framework.

2 A Parallel Derivation Structure?

We want our model to be able to deal not only
with simple coordinations without any ellipsis, but
also with a wide range of non-trivial ones, includ-
ing gapping (1a), and zeugmas (1d,e). We will
focus on gapping coordination and zeugma con-
struction here. For the remainder of this paper,
zeugma construction are defined in the sense of the
rhetorical constructiosyllepsiswhen two words
areinappropriately linked togetheflLascarides et
al., 1996), wheranappropriately means that ei-
ther there is a mismatch between two different
subcategorization frames (1d,e) or between two
ifferent semantic interpretations with respect to

TAG framework (Joshi, 1987) and with Multi- their compositional stat-us (1d). In that interprgta-
Component TAG (MCTAG, (Weir, 1988)). We tion, zeugma constructions are not a rare epiphe-

will focus on the analysis of elliptical coordination
and zeugma construction in French. The main gog
of this work is to build a syntax-semantic interface
based on an acyclic dependency graphs obtain&a@d etal,
through MCTAG'’s derivation and a simple syn-
chronous mechanism. Knowing that pure LTAG

nomenon. Since Coordination of Unlike Cate-
|ories (henceforth CUC) actually involves a sub-
categorization frame mismatch between conjuncts
1985; Jorgensen and Abeillé, 1992), we
treat them jointly with zeugma.

The coordination schema we use is of the form

S — S Conj S| We will not describe NP coor-

cannot handle coordination with ellipsis without )

adding new notions of derivation and new opdination here.
erations (e.g. conjoin operation in (Sarkar and . o

Joshi, 1996b)), we propose to use a enhanced Vgl‘-l Symmetrical Derivations

sion of MC-TAG for the processing of these strucdn order to process sentences (1a-1g), we consider
tures. To the best of our knowledge, this is theéhat any lexeme which is erased in an elliptic co-
first time that such a proposal is made within thiordination can be modeled by an empty lexeme,
framework. In this paper, we first discuss somavritten ¢, which fills the other member of the co-
of our examples, then we explore divergences afrdination. This analysis is not new by itself but
analysis between some elided predicates of a cf-we want to obtain dependency graphs such as
ordination and we finally present, using orientedrig. 2 or Fig. 3, we must agree that the elided
synchronization links, our MC-TAG proposals go-part is more abstract than a lexical coindexation.
ing from Non-Local MCTAG (NL-MCTAG) so- Actually, to obtain the derivation graph in Fig. 2
lutions to unlexicalized Tree-Local MCTAG (TL- we have to anchor the empty element to the tree
MCTAG) ones. We conclude by showing that ouischemata (NOVN1) anchored by the realized verb.
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a) Jean aimeMarie et Pauk; Virginie . £t

John loves Mary and Paul Virginia ﬂ\ /\
Predicate elision ° e ° Fabriquer Vendre

b) Marie fabriques; et Pierre vend des crépes le le / T

Mary cooks and Peter sells pancakes ‘ /\ /T
Right node raising B A Paul Marie Crepe:
c)Marie, cuite; ete; vend des crépes || ‘
Mary cooks and sells pancakes ftes creves) Dés
Left object and right node raising Derived Tree Derivation Graph

d) Napoleon pritdu poids et; beaucoup de pays
Napoleon gained weight and [conquered] a lot of countri eq:igure 3: Derived tree and Derivation Graph for
Zeugma construction
e) Jean est un républicain et fier de I'étre sentence 1b
John is a republican and proud of it
Coordination of unlike category . .
f) Paul, mange une pomme ef achéte des cerises ple, in sentence (1e) the realized verb anchors a
Paul eats an apple and buys cherries NOVNL1 tree whereas its unrealized counterpart an-

Right subject elision .

3) Mary admires.; and Sue thinks she Tikes Pafer chors a NOVAdj one. Therefore a tree schema copy
“Unbounded right node raising” (Milward, 1994) as suggested by (Seddah and Sagot, 2006) cannot
really be applied. In case of pure zeugma con-
Figure 1: Examples of elliptic constructions ~ struction such as in (1le), the mismatch is even

more pronounced because in French “prendre du

T~ o poids” is a multi word expression meaning “to gain

J3 o P T weight”. In LTAG this expression would lead to
/‘J‘ \ //\ Aimer Aimer FT - “w ” -

R an initial tree with “[prendre]” as a main anchor

and “du poids” as co-anchors, so the resulting tree
will be similar to an intransitive NOV tree. The
rightmost part of the coordination, on the contrary,
can be paraphrased as “[Napoleon conquered] a lot
of countries” which can be analyzed with a regu-
lar NOVN1 tree in a strictly compositional manner.

) ) Hence, using a parallelism of derivation is not suf-
This anchoring of an empty element leads t0 an Uljiiant to obtain a proper derivation structure. The

realized instance of an elementary tree which Wil framework and its elegant handling of gap-
be substituted in the rightmost node of the coordi‘—)ing (Steedman, 1990) does not handle these mis-
nation elementary tree (i.e. CET). Cases of Righiches without difficulty, see (Sag et al., 1985)
Node Raising lead to the creation of a dependencgy (Jorgensen and Abeillé, 1992) as well for solu-

link between the realized argument in the righty, s hased on features subsumption and complex
most part of the CET and its unrealized Counteréategory constraints.

part. The idea is to have the same main parallel

set of derivations in both parts of the CET (regardg  MCTAG Analysis

less of possible adjunction, see sentence 1g where

the tree anchored by "thinks” can be an auxilianyn this section, we briefly present MCTAG as the
tree of the form NOVS* which will adjoin on the framework in which we propose several ways to

root of the elementary tree NOVN1 anchored byrocess elliptic coordination. A formal definition
“like™). of our MCTAG is given section 3.6.

Jean  aime Marie Paul & Virginie Jean Marie Paul Virginie

Derived Tree Derivation Graph

Figure 2: Derived tree and Derivation Graph fo
sentence la

2.2 Asymmetrical Derivations 3.1 Introduction to MCTAG

It would be possible to handle elliptic coordina-The term “Multi-Component Tree Adjunct Gram-
tion with (extended) TAG if both sides of a coordi-mar” (MCTAG, (Joshi, 1987; Weir, 1988)) de-
nation had parallel derivations (Sarkar and Joshécribes a class of descriptive formalisms which
1996a; Seddah and Sagot, 2006). In the casxtend the derivational generative power (Becker
of CUC, the elementary trees which should have—; ]
b dinated. followina their anchors coin As suggested by an anonymous reviewer, CUC could be
een .COOI’ Inated, g handled by (Sarkar and Joshi, 1996a) using “node contrac-
dexations, are not of the same type. For examion” on both argument nodes and anchors.
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o aimer

NO | \% N1} NO | \%
‘ / 4
! [aimer] R € -
! -7 . -
Derived Tree Derivation Tree

a-et
/\
et o —aime (a) a —aime (b)

s =
/N /N a—-Jean o -Marie o-Paul a-Virginie
N vV N

Jean aime Marie Paul € Virginie

Figure 4: Sketch of analysis : “Jean aime Marie et Paul Virignie”

et al., 1992; Schuler et al., 2000) of Tree Ad-derived into a tree sef’, the derivation tree will
junct Grammars by allowing sets of trees, as display every derivation instead of a link between
whole unit, to be part of a derivation step. Sevs’ and~. Thus, in order to allow more precise
eral types of MCTAG can be defined based on howompositional analysis of coordination with ellip-
the trees in a set adjoin into various nodes. If abis via the derivation tree, we adopt this view and
nodes belong to the same elementary tree, M@er each tree set we add a s64,, of oriented links
TAGs are qualified as Tree-Local [TL-MCTAG], between substitution leaf nodes of its elementary
if all nodes belong to the same set, MCTAGs ar&rees. These links provide the means to share argu-
Set-Local [SL-MCTAG] and Non-Local MCTAG ments between elementary trees inside a tree set.
[NL-MCTAG] otherwise. All of these MCTAG's

subclasses have a stronger generative capacity th@?  Simple case : two Conjuncts

TAG and it shall be noted that TL-TAG has the

same weak and strong generative power (Weif,"€ main idea of our proposal is to include an un-
1988). TL and SL-MCTAG can be parsed in d€alized tree in a set where the argument nodes are
polynomial time (Boullier, 1999; Villemonte de linked from the realized tree to the other one. This

La Clergerie, 2002) whereas NL-MCTAG's pars-Constitutes an extension to regular MC-TAG where
ing is known to be NP-Complete (Rambow ancpo_constraints of this type are defined. If we re-
Satta, 1992). Following (Kallmeyer, 2005), we deStrict the type of MCTAG to be Tree-Local then
fine a MCTAG, M, as a regular TAG(, with an  P0th trees must be substituted on the same elemen-

additional set of tree sets where each tree set iy tree. Thus, as the tree schemas are the same,
subset of3’s elementary trees. this will ensure that the set of derivations in both
As opposed to (Weir, 1988), (Kallmeyer, 2005)Sides of the coordination will be parallelized. The
defines the MCTAG derivations to appear as thgashed arrows in figure 4 exist to force argument
ones from the underlying TAG. This means that ifosition to be linked. An arrow must be oriented

a tree sety, composed of elementary tregs is [0 Preventanalysis of sentences such as :
“*[ ;] aime Marie et Jeapaime Virginie”. In or-
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der to allow regular substitution on linked nodes, avould adjoin on the root of the initial treev{et)
precedence order must be added: Regular substianchored by the conjunction (see Fig. 5) whereas
tion on a linked node will always have precedencéhe n-th member of the coordination would substi-
over linked substitution (w.r.t to feature constraintgute in the left-hand side node 6f-’,. We restrict
if any). the auxiliary treeg3—',’ to adjoin only on the root
Moreover, if some constraints on the applicaef a-et or on the root of another instance®f’,’.
tion order of the trees are not defined, nothing will
prevent the unrealized tree schema to be substi- %\
tuted on the leftmost part of the coordination. The
model will thus overgenerate on sentences such
as“* Jean [¢;] Marie et Paul aime Virginie” 2.
Looking at the analysis provided in figure 4 where
all coordinated trees of the tree set are substituted , / : ,
in the same elementary tree (i.e-et), it is ob- L e L
vious that the mechanism presented in this paper\ S
for gapping coordination with two conjuncts needs
only the generative power of Tree Local MCTAG
(Weir, 1988). Nevertheless, in the case of multiple
gapping coordination such as “Paul aime Marie,

o aimer

X={Jean|Marie|Paul|Virginie|...}

Abstract Derivation tree (predicates only)

Jacques Virginie et Paul Caroline” the question a-et

is to know if it is possible to provide an analy-

sis which maintains simple compositional analysis g S22 S3
without multiplying the number of elementary tree \

sets. S1

3.3 General Case n Conjuncts with n > 2 Figure 5: NL-MCTAG Derivations : §S; and §

The. methoq proposed fqrthe particular case of two The problem with this analysis is that the for-
conjuncts is formally simple and can be imple-

ted relativel i ¢ ; st _I_AGmalism we use must be Non-local MCTAG (NL-
mented refatively eastly on top ot an existing MCTAG, (Weir, 1988)), whose formal power
Parser. However, the case of multiple conjunct

. . ﬁushes the class of Mildy Context-Sensitive Lan-
of thi ty?ﬁ’ Sl(’j%’ S;.-and S| b“”lgs :jntthe M€ Juages to its upper bound, due to a parsing com-
cessity of handling as many unreafized rees insi exity beyond polynomial complexity (Rambow
a tree set as conjuncts members of the coordin

tion. Wi y tion 3.3 thod to h nd Satta, 1992). Moreover, without further con-
lon. Ve present in section .5 our method to arEtraintsontheapplication order of the derivations,

dle multiple unrealized trees in a tree set Withoulthis model overgenerates on sentences of the form

having an exponential number of elementary trﬂq S, and S, S;|. One way to restrict this behav-

sets in our grammar. For the presentation of t 16r would be to add an internal node labeled S on

general case, this technical aspect is not needgg,, spine of the conjunction trees-ét, 3-',) and
For the moment, let us assume that the gramm fevent adjunction of-’;’ on its root. Derivations

Erovu;les thel_co(rjr?ct tree set and the correct nu vill be correct but the derived trees will be slightly
er of unrealized trees. unorthodox.

Non-local MCTAG proposal An intuitive gt jocal MCTAG Solution  Let us recall that in
method in thespirit of the general TAG framework | TaG every derivation from a tree set must oc-
would consist in handling the recursive nature of, iy the same tree set and that a tree from a given

the conjuncts members using the adj/u/nctio_n of 2fiee set cannot be adjoined nor substituted in a tree
auxiliary tree anchored by a comma-’,") which o the same set. In that case, we profpadree

2| eft predicate elision, although rare and somehow quei€t Which contains the initial tree-et and the cor-

tionable in French, can be observed if?JPaule; lundi;  rect number of auxiliary trees-’,’. Here, the first
Jacques;; mardi et Pierre travailleras Samedi” - (?) Paul, —
monday, Jack Tuesday and Peter will work Saturday- 3Following a suggestion from ( Danlos L., P.C)
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and last trees, named 8nd S in Fig. 6 are substi- and the argument sharing links between substitu-
tuted on the leaf nodes afet and the intermediate tion leaf nodes.

tree () is substituted on the rightmost node®f

'’ which itself is adjoined on the root of S1. Any
S, tree will be handled by recursive adjunction of

S S
another instance ¢gf-’, onthe rootof atree $_;. /F\\\ , /7ﬁ\
NO | \% N 0} \ N1}

o aimer

1) N

aaimer \; ; Y [aimer]

PR
a) s‘//(sn

' Figure 7: Factorized Tree set faraimer

[aimer] \\

Tree-local MCTAG Proposal Following this
path, a straightforward definition of a factorized
x=peaniaiepaulviginel.) - tre@ c-et is to insert two optional edges (ended by

Abstract Derivation tree (predicates only) '’ and S|) (Fig. 8) between the first two leaves of
the treen-et.
a-et By using the two factorized trees (Fig. 7 & 8), an
N
S1 S3 s
|
5_1,1

| sl (7 sl et 8§

S2
Figure 8: Factorized Tree set faret

Figure 6: SL-MCTAG Derivations : §S; and §
analysis of gapping coordination with any given
For this analysis as well, the same kind of renumber of conjuncts stands in TL-MCTAG ; its
strictions as for the NL-MCTAG analysis would logical interpretation is simply a logic&ND with
have to be established. n arguments.

Dealing with Non Fixed Tree-Set’'s Cardinality 3.4 Zeugma Construction and CUC

So far, we assumeq that the grammar will prowdero allow zeugma construction and CUC, we pro-
the correct cardinality of a tree set (namely the COISuse a set of trees that includes two different tree

rgct number of unreallzeq elementary trees). O ‘chemas, one of them being anchored by the co-
viously, such an assumption cannot stand;

twoulgl 4o ved lexical element (cf. figure 9) and the other

lead t_o z?m exponential amount Of elementary tregy the empty element. In case of the sentence (1d),
sets inside the grammar. In (Villemonte de La

Clergerie, 2005), the author implements a proposal o -prendre
to handle this growing size problem using regular o _—
operators (mainly disjunction, Kleene star, inter- | *"*"P prendre®

leaving and optionality) on nodes or subpart of a /\7\7\\ ﬂ\
g p y) p _— \
NO| Vv NP NO| v NLl

metagrammar tree description (Vijay-Shanker and
Schabes, 1992; Candito, 1996). We argue for the A
use of the Kleene star and the optionality opera-

tor to cope with the potential exponential size of prendre du poids

our MCTAG. The tree set-aimer (Fig. 7) would

then contain one main anchored tree, an optional

unrealized Kleene starred tree of the form NOVN1  Figure 9: Tree set fos-prendre-du-poids
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the tree anchored by “Napoleon” will be substi-of a treev; to a node N1 of a tregy and a link
tuted on the node NO of the N@vendre-du-poids from the main anchoring nod&;,.;.,) of treevq

and linked to the node NO of tree schema NOVN1to the main anchor of the treg. A side effect
The rest of the derivations will just be the same asf having an oriented link between two anchor-
for the regular predicate elision stated before. Fang nodes is that it predicts the ungrammaticality
CUC, a similar method will operate: the tree sebf sentences such as “*John Mary and Paul loves
will this time include a NOV[to be]N1 anchored Virginia” which were a cause of trouble in the gen-

tree and a NOVAd;j tree schema. eral case. Thus, the main cause of overgeneration
_ N is avoided and we can provide a reasonable anal-
3.5 Case of Right Node Raising ysis of many elliptic coordinations without having

Right node raising, as in sentence (1b), illustratd® choose between the different types of MCTAG.
perfectly the fact that our model is entirely depen-USing this method and tree factorization, sentences
dent of the extended domain of locality brought b)yvith argument order alternation between conjuncts
the use of MCTAG. Being in a same tree set allow§an be processed simply by defining an alternation
two elementary trees to share a “minimal’ semarRetween two sets of edges in a tree of a tree set, as
tic unit, knowing the main verbal predicate whichlong as the oriented links continue to point to the
is elided in one of them. But in a sentence sucRorrect nodes.

asJohn cooks:; and Mary sells beanswe defi-
nitely have two different elementary trees, the firs
one having its object realized in the second one.
However, if we consider only the set of derivationd=0llowing (Kallmeyer, 2005), we define the for-
including the anchoring ones (displayed as speci@talism used in this paper as MCTAG with
substitution nodes in Fig. 10), we must admit thakocal Synchronous Derivations (MCTAG-Local
these trees are indeed very similar and that an offD). A MCTAG-Local SD is a tupleG =
ented link from the anchoring node of the first tred, 4, N, T, S, L, R) with I being the set of ini-
to the anchoring node of the second one could ef%als trees,A the set of auxiliary treesV (resp.
ist. This link would be superseded by an effective’) the set of nonterminal (resp. terminal) labeds,
“anchoring” derivation on the second tree. If wethe setof elementary tree setsthe set of oriented
want to keep the benefit of a direct compositiondinks between two leaf nodes of two different ele-
interpretation of the derivation tree, it suffices tanentary trees of a tree set8fand R the set of ap-
establish that the label of an inner tree will be #lication constraints of.. Grac = (I, A, N,T)
variable instantiated to the label of its lexical anis the underlying TAG whose derivations consti-
chor. tute the backbone of MCTAG-Local SD derivation
tree. We define the local synchronous derivation.
LetT" be the tree set with; and~g as its treesz

is called the main anchor tree. L&t be the set
— of tuples(Ny,, Ngr) with a tuple characterizing an
oriented link from/Ny, to Ni with Ny, the site node
1 N of a derivation andVy a site node of a derivation
Vanchori ..
set of restrictions of_r-.

.6 Definition of MCTAG with Local
Synchronous Derivation

o NOVN1

s
| in another tree of the same tree set. Bgtbe the

V anchor
rived (by substitution or mandatory adjunction) on

a nodeNy, of a treey;

Figure 10: Unlexicalized tree set 2) if there exists a nodeVg of ; such that
(N1, Ng) is a valid oriented link of_.p

3) if no derivation succeeds on the nalig of v;
4) if no derivation exists from a nod¥; of a tree

/ 1) if an instance of an elementary treéis de-

To forbid analysis such as “* John cogks;
and Marye; beans.”, we add a restriction on the
set qf links (Cf'_ section 3.1) Stf"‘t'ng that there is “Therefore Gorn's address should not be used for node’s
a strict alternation between a link from node NIid as the order of nodes will not be fixed.
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~; to a nodeN; of »; such that{N;, N;) is avalid mentary trees, the other being a dependency tree.
oriented link of Lt (this is a restriction ofr) Derivations are shared thanks to a synchronization
5) then a derivation of the same instance as the omeechanism over different pairs of the same type
of the treey’ (cf. (1)), which substituted te; in  (dependency and constituency). On the contrary,
Ny, is created in the nod&'r of ;. our approach builds parallel derivations by simply
To define the local-SD of anchoring, let us assumieaving trees inside a same tree set and links are
that unrealized trees are tree schemas with a spamiilt explicitly for the sharing of arguments. Our
cial leaf node labeled “¥,.1or |” and that each methods seems to operate on two different axes
anchor is realized by substituting a special initia(vertical vs horizontal) but further analysis will be
tree of root “V,,..hor" dominating the “real” lex- needed to exploit potential points of convergence.
ical anchor. Thus, anchoring is realized through . i

substitution and the relevant oriented link is of the  Discussion

form (N,,, N,,) with N, the leaf node where this The main argument in favor of the use of MC-
special substitution takes place ahd; the rele- TAG to process gapping coordination is that using
vant leaf nodes of the unrealized anchors whefgee sets with unrealized trees allows pure com-
the special substitution should have taken placggsitional analysis of the resulting derivation tree
Therefore, the same process that was valid for thgithout the need to capture the missing lexical an-
regular local synchronous derivation can be apshors through different elementary trees. In short,
plied. If we need any restriction on which treegssociating realized and unrealized trees in a same
should be selected by any anchor, it would sufficgee set allows the handling of parallel derivation
to establish a checking function (unification checkgtryctures simply by means of the MCTAG'’s ex-
subcat. frame checking, type checking...) for eacfanded domain of locality and by a few links be-
anchoring derivation. We made sure that no linkeglyeen argument position. By allowing trees to be
derivation could occur on already realized substigescribed as unlexicalized, we go deeper in the ab-
tution node, therefore we can conjecture than th@raction, resulting in the capacity to handle mul-
weak generative power of MCTAG is preserved. tiple kinds of elliptic coordinations using a uni-
fied framework. Of course losing the advantage
4 Related Work of lexicalization may be a huge drawback so one

The principal work done on Coordination in thePOssibility is to keep the main tree of a sep)
LTAG framework has been done by (Sarkar andexicalized and during the tree selection we add
Joshi, 1996a). The authors extend the formalisk® & shared derivation forest the “pseudo” deriva-
itself by a new operation, the conjoin operation, téion proof of an anchoring substitution, thus we
provide derivation structures which cannot be opMaintain illusion of unlexicalization while bene-
tained by pure (Lexicalized)TAG. Although pow- fiting from its counterpart. Some questions remain
erful by allowing node merging and rich deriva-OPen, in particular, knowing exactly what kind of
tional structures, this operation leads to a diffiParsing complexity can we expect from a MCTAG
cult interpretation of the derivation tree in terms ofvith tree sets of dynamic cardinality? Even if we
generated languages even though the final derivalick to the TL-MCTAG with Local SD, the pars-
tion tree is actually a derivation graph. The derivedd complexity is directly related to the number of
tree becomes also a bit difficult to interpret for anyodes of a tree set and to its cardinality. Adding
classical phrase based linguistic theory. Howeve# Synchronous mechanism even of a limited range,
this model has been implemented among othefd with restrictions, but over inner local trees,
by (Banik, 2004) for an interface syntax-semantiéncreases again the parsing complexity.
framework. Closer to our approach, to process ejs .

liptic coordination (Sarkar, 1997) introduces Link—13 Conclusion

Sharing TAG, a more constrained formalism thamn this paper, we have proposed a simple model
Synchronous TAG (Shieber and Schabes, 1990f coordination within an extended MCTAG
while belonging to the same family. The main idedramework. We showed that the extended
is to dissociate dependency from constituency byower of MCTAG permits strict and relaxed
the use of pairs of trees, one being a regular elgarallelism analysis for coordination while
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allowing the analysis of problematic construcSag, Ivan A., Gerald Gazdar, Thomas Wasow, and

tions even within the TL-MCTAG framework. Steven Weisler. 1985. Coordination and how to dis-
Future work will be oriented toward formal tinguish categoriesNatural Language and Linguis-

L . . ) tic Theory 3(2):117-171.
characterization of this promising formalism.
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Abstract how bilingual users comprehend or acquire com-
plement structures. For example, adult language
users may have difficulty adopting the verb order
preference of another language if it is not consis-
tent with their first language. In principle, this
could be the case when German-speaking learners
k i of Dutch learn to adopt the verb order preference
experimental sessions, learners performed ¢ b tch in infinitival embedded clauses because

a sentence-scene matching task with  German does not permit the same verb orders as
Dutch sentences including two different 5 ;- (see Section 2.1)

verb orders (Dutch or German verb order).
The results indicated a larger evoked
response for the German order relative
to the Dutch order over frontal sensors
after three months, but not initially. The
response implies that sensitivity to vio-
lations of verb order remains plastic into
adulthood.

We examined the multilingual compre-
hension and learning of cross-serial and
embedded constructions in German-
speaking learners of Dutch using mag-
netoencephalography (MEG). In several

Adult plasticity in the use of these constructions
is investigated here by examining the response of
German-speaking learners of Dutch using magne-
toencephalography (MEG), a measurement tech-
nique that can reveal the electrophysiological re-
sponse to grammatical violations. Recent work
has shown that electrophysiology is sensitive to
learning-related changes in adult language learn-
ers (Mueller et al 2005; Osterhout et al. 2006).
The hypothesis under investigation is that the abil-
Psycholinguistic studies have examined crossty to adapt to different forms of recursion remains
serial and embedded complement clauses in Wasiistic in adulthood.

Germanic in order to distinguish between different

types of working memory models of human senl.1 Linguistic and Computational Models of
tence processing (Bach, Brown, & Wilson 1986;  Grammatical Complexity

Joshi, 1990), and this contrast has been impoRepresentational work has been concerned with
tant in applications of Tree-Adjoining Grammarthe distinction between crossed and nested depen-
(Joshi, 1985). Many language users are bilindencies in recursive structures from both linguistic
gual in German and Dutch, suggesting that thegnd computational perspectives. We will first de-
maintain knowledge akin to a synchronized gramtail the descriptive and theoretical linguistic back-
mar (Shieber and Schabes, 1990). Psycholinguiground. In Standard German complement clauses,
tic studies of production, using syntactic prim-the first verbal head has the most local NP as its
ing, suggest that syntactic representations from Ldependent, as in (1) versus (2); note that the sen-
and L2 can influence each other during productiogences are similar to the materials used in the ex-
(Harsuiker and Pickering, 2007). However, thesgeriment described later.

effects seem to be limited to structures where word

order is shared. Also, it is not yet well understood

1 Introduction

Proceedings of The Ninth International Workshop on Tree Adjoining Grammars and Related Formalisms
Tiibingen, Germany. June 6-8, 2008.



90 Davidson and Indefrey

(1) ...dasswir das Kreuz das Dreieck to an algorithmic analysis of the time and memory
...that we the cross the triangle requirements necessary to parse the crossing and
berihren lassen embedded verb orders (Joshi, 1990). This analysis
touch let predicts that the Dutch crossing structure is eas-
'that we let the cross touch the triangle’ ier to recognize because verbs can be individually

' linked to their dependent arguments in a queue,
(2) *...dass wir das Kreuz das Dreieck lassen rather than first encoding the series of verbs into a
bertihren (stack-like) working memory as in German (Joshi,

90)

. 1990).
The German constituent order of a complement On the face of it, the difference between Dutch

cIauseNPlNPQNPBVQV}. Note thatin this structure, and German embedded constructions with respect
the verb clusterV; is ?rdered. SO_ that the mOSt'to formal language properties might lead one to ex-
embedded verby, (beruhrgr), is first. .The de- pect a relatively high threshold for acquiring these
pendency between the objei; andVs is there- i ctions in a second language or borrowing
fore thg shortest, Wh_'le the dependency betwee[Hem in language contact settings. However, this
the subjectiP, andV, is the longest. ) assumption is not supported by the considerable
In contrast to German, Standard Dutch licenseg . onic and diachronic variability among the
a crossed dependency, as shown in (3-4), with tRge o Germanic languages and/or dialects (Barbi-
same interpretation as the earlier German exam:q ot a1 in press; Pauwels, 1953; Wurmbrand
ples. In this construction, the sequence of verb§004)_ For example, the embedded clause con,-
in the complement clause %V, €.0., (aten struction is found in Frisian and the cross-serial

raken). The fwst-gncountered verpal hegq,, IS" construction is found in Swiss German. Also note
to be matched to its dependency higher in the COrat both Dutch and German allowed either or-

stituent StructureylPy, crossing over the other de'der earlier in their language histories. During the

pendents. 14th century, Early New High German permitted
3) *..dat wij het kruis de driehoek either the nested or crossed verb orders but Mod-
ern German does not (Sapp, 2006). The substan-
tial dialectal and diachronic variation in the use
of these structures would suggest that the subor-
dinate clause verb order is relatively susceptible to
change.

...that we the cross the triangle
raken laten
touch let

‘that we let the cross touch the triangle’

(4) ...datwijhet kruis de driehoek laten raken 1.2 Working Memory Processing Models

The comparison between German and DutcWithin psycholinguistics, processing models of
complement clauses has been influencial in the deemplexity (Gibson, 1998; Lewis, 1996; Gordon
velopment of formal language models with higheet al., 2002) have addressed why some structures
generative capacity (Shieber, 1985; Joshi, 20043ppear to be more difficult to parse or interpret
Specifically, the crossed dependencies in Dutdhan others in comprehension. They also address
and other languages in the West Germanic fanwhy, in some extreme cases, certain types of gram-
ily cannot be modeled using context-free grammatical sentences seem to be impossible to pro-
mars (Evers, 1975; Shieber, 1985). The corsess, even when the constructions are unambigu-
strast between these structures has been addresged and involve only two or three clauses. In most
by diverse linguistic frameworks that have vary-cases, these theories employ a complexity metric
ing representational assumptions (Bobaljik, 20048s a linking assumption. This complexity met-
Kroch & Santorini, 1991; Evers, 1975). Joshi andic associates strings and hypothesized grammat-
collegues have shown that a number of linguistiécal representations with processing difficulty and
frameworks can be grouped into the mildly conbreakdown.
text sensitive languages (Joshi, 1985; Joshi, Vijay- Dependency locality theory (DLT; Gibson,
Shanker, & Weir, 1991). The capacity of LTAG 1989) proposes that the processing cost of a lin-
to model the crossing dependency has led, in turguistic construction depends on how the construc-
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tion consumes working memory storage or comings assumes that syntactic categories that are pre-
putational resources. The DLT proposal is that thdicted first will accrue a greater memory cost be-
processing cost of a construction increases proparause they must be maintained in working mem-
tional to the number of incomplete syntactic deory. In Dutch, this cost is initially higher be-
pendencies that must be held in working memorgause the first verb of a three-verb cluster closes a
before they are resolved. This type of resourcnger-distance dependency than the correspond-
cost is strongly influenced by the locality of theing German version of the sentence. However, be-
head and a dependent, such that longer-distancause this dependency is closed, the other verbs
dependencies between a head and a dependentdan be processed with less cost. In the German
cur a greater resource cost. A second type of cogérsion, the first verb of the cluster closes a short-
is incurred when new discourse entities must bdistance dependency, but the other dependencies
set up in a discourse model. Other models of linmust be kept active in working memory. Later in
guistic processing complexity emphasize interferthe German verb cluster the longer distance depen-
ence in working memory as a potential source aflency is resolved with a higher cost. Thus, in the
processing difficulty (Lewis, 1996; Gordon et al.DLT account the linear order of the verbs allows
2002). In these accounts, the number of open d®&utch to distribute integration costs over the verb
pendencies of the same type (e.g., the same graoiuster more equally than in the German version,
matical case) will determine processing difficultywhich concentrates the higher—cost dependencies
other factors held constant. near the end of the verb cluster.

The contrast between crossed versus embeddedrhe difference between fewer versus more em-
dependencies has been used to support these mbdddings was also investigated by Kaan and Vasit
els. Bach et al. (1986) had separate groups ¢2004), who investigated reading times of Dutch
Dutch and German native speakers rate the coraubjects presented with two- and three-verb ver-
prehensibility, as well as answer paraphrase quesions of the Dutch cross-serial dependency. They
tions, concerning sentences similar to those in (showed that average reading times increased at the
2), but with an increasing number of verbs. Theyirst verb of the three-verb constructions relative
observed equivalent question answering perfote the two-verb constructions, and in addition, that
mance for both Dutch and German patrticipants fahe type of NP presented in the pre-verbal string
the constructions using two verbs, but differenceaffected integration at the verb. They concluded
between the two language groups for higher levelhat a storage component like that proposed in Gib-
of embedding and more verbs. With three or morson (1998) along with a role for interference pro-
verbs, Dutch participants made fewer errors witlposed by Gordon et al. (2001) would best account
the Dutch cross-serial construction than the Gefer the reading time data.
man participants made with the German embed- In the TAG-based processing model of the Bach
ded construction. Also, the Dutch subjects ratedt al. data, an embedded pushdown automa-
the (three-verb) cross-serial construction easier ton and a complexity metric are proposed. Joshi
process than the Germans rated the German (thr€&990) proposed a complexity metric to express
verb) embedded construction. These differenceébe amount of memory (or time) required to recog-
have been taken as evidence first, that the crossize sentences with the automaton, similar to the
serial construction is easier to process than the ermemplexity metric(s) proposed by Gibson (1998).
bedded construction, and second, that human pafBie distinguishing feature of the model is that
ing does not employ a stack-based working menmultiple memory stores ("stacks of stacks”) are
ory for linguistic material, but rather a queue-likeused to store intermediate parse results during the
working memory, because a stack-like architectureecognition of multiple-clause embeddings, rather
would not have predicted the advantage for Dutctihan a single (pushdown) store. The automaton is
Joshi (1990) has argued that the performance digble to use the patterns of symbols in the multi-
ferences observed by Baehal. (1986) could be ple stores to recognize certain types of extended
accounted for by representational assumptions asojections. These projections are able to capture
well. the crossing dependencies found in Dutch in such

The DLT account (Gibson, 1998) of these find-a way that clause relationships are recognized at
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each verb in Dutch, but crucially, only at the endyuistic processing offer an account of how lin-
of the verb sequence in German. Thus, the Josbuistic complexity might arise in networks of
(1990) account formalizes the explanation for th¢hreshold-based processing units, they nonetheless
processing differences between Dutch and Geabstract away from realistic details of electrophys-
man, and provides a linking hypothesis betweeinlogical responses usually modeled within psy-
the linguistic representation and the complexitchophysiology and neuroscience, and more impor-
metrics. tantly, how those electrophysiological responses
The above models, while offering a detailecchange with experience. SRN models emphasize
account of performance parameters observed the role of experience-dependent change in re-
controlled experimental settings, nevertheless alBponse to statistics of the input, but there have been
stract away from the fact that linguistic functionfew attempts to link these hypotheses to physical
is implemented in networks of neurons arrangedeural systems.
in the cerebral cortex that is subject to experience-
dependent change. Some work within psycholind Method

guistics has addressed learing linguistic comMrpe present experiment attempts to make this link
plexity. I.n artificial neurgl network approaches,by examining the electrophysiological response
grammatical knowledge is modeled with a netyf |eamers over time (see Davidson & Indefrey,
work for string sequences, termed a simple recug,pmitted). In three experimental sessions span-
rent network (SRN), rather than a symbolic gramping their initial acquisition of Dutch in an in-
mar. Christiansen and Chater (1999) addressgghsive Dutch course, German learners performed
the cross-serial versus embedded contrast with thiscentence-scene matching task with Dutch sen-
approach, and have also argued that approachg$ces including two different verb constituent or-
like the SRN have important properties such agers (Dutch verb order, German verb order). In
experience-dependent plasticity and robustness f@gition they rated the grammaticality of similar
non-ideal input. However, Grining (2006) has regonstructions in a separate rating task. The ses-
cently argued that models of sequences consistedlhns took place over a period of three months (at
with embedded constructions are arguablin-  the start of the course, at two weeks, and at three

pler than systems that model sequences consigionths after the start of the course).
tent with cross-serial dependencies, which is not

completely consistent with the behavioral data re2.1 Participants and Materials

viewed above. However there are few experimenrhe participantss( = 13) were all over 18 years
tal data on human learning of these types of strugsid. The materials consisted of sentences that de-
tures, so it is not yet clear which human learningcriped a simple scene involving geometric ob-
patterns these networks (or symbolic approachefcts. Half of the sentences contained a verb or-
would be expected to model. der consistent with Dutch (crossing dependencies,

In the population-based approach of Niyogi) and half consistent with German (embedded de-
(2006) a learner hears a grammar selected fromndencies, 6).

populationof individuals (who may speak some-

what different languages). One major distinctior(5) Je zal zien dat wij het rode kruis
between this approach and that of the SRNisthatit You will see that we the red cross
models the population of speakers as a dynamical de blauwe driehoek laten raken

system rather than an individual. This approach the blue triangle let touch

is relevant for the present experiment because the “You will see that we let the red cross touch
approach assumes a model of grammatical plas- the blue triangle’

ticity in which (hypothesized) grammars become

stable (Niyogi, 2006, pp. 187-189). It is not yet(6) Je zal zien dat wij het rode kruis de blauwe
clear whether aspects of grammar such as verb or-  driehoek rakeraten

derc_on_stramts should be viewed as either stable orIn addition to the MEG task, the learners also
plastic in such a model.

. e . rated the acceptability of sentences with a simi-
While artificial neural network models of lin- )
lar structure as the examples, but different words.

Proceedings of The Ninth International Workshop on Tree Adjoining Grammars and Related Formalisms
Tiibingen, Germany. June 6-8, 2008.



Plasticity of Grammatical Recursion in German Learners of Dutch 93

A control group . = 25) of native Dutch speak-
ers also rated the same sentences, but were not coman et ©
scanned with the MEG. puehinezsl 2

I 1 I I I I
Dutch Order German Order

o
I
T

2.2 Procedure, Recordings, and Analysis

IS
L
T

MEG signals were recorded in a magnetically-
shielded room using a CTF system equipped with
151 axial gradiometers (VSM Tech Ltd., CTF Sys-
tems, Coquitlam, B. C., Canada), at a sampling
rate of 1 kHz, low-pass filtered at 150 Hz dur-
ing acquisition. The MEG provides a measure
of magnetic field fluctuations due to electrical e e
activity of synchronized post-synaptic potentials o
(Hamalainen et al., 1993), analogous to EEG. The

planar gradient of the sensor activity was derive&igure 1: Average of median ratings of sentences

to increase the spatial sensitivity of the Measurg|iowing the German and Dutch verb orders.
The data were analyzed with a clustering algo-

rithm and tested for significance using randomiza-

tion tests (Maris and Oostenveld, 2007). The anal-

ysis tested the null hypothesis of no differential vi-

olation response to the verb orders in each of th@2 Event-Related Fields

sessions. The behavioural data were analyzed Ugre average planar gradient of the evoked field
ing a mixed effect model (Baayen etal., 1986). Fof, the initial verb within the cluster revealed a

contrasts, posterior density interval2fD ) Were  |5rq6r evoked response for the German order rel-

computed to assess whether the distribution of t@tive to the Dutch order over frontal sensors af-
parameter of interest is likely to include zero. ter two weeks, but not initially. At the second
and third test sessions there was a significantly
larger amplitude response for the German order
3.1 Behavioural Classification compared to the Dutch order; session &mT

Figure 1 shows that the Dutch control participants 32-72,p = 0.0073, 12 sensors; sessionsam T
rated the Dutch verb order as acceptable, and tfe?2-88,p = 0.0006, 25 sensors. Figures 2 and
German verb order as unacceptable, as expectégShow the topography of the response at sessions
The German learners initially rated the sentence¥'e and three for a time window of 0.2 to 0.4 s
that were incompatible with German grammar agfter the onset of the initial verb.
unacceptable, but over time rated the sentences j_\s
acceptable as the Dutch-speaking control group.
Similarly, they rated the sentences compatible withthe experiment reported here presented Dutch
German grammar more acceptable at the start ebmplement clause constructions to beginning
acquisition but less so later in acquisition, agaiiserman learners of Dutch over several sessions.
approximating the Dutch control group’s rating. This was done to examine how learners respond
A direct comparison of the ratings for the Ger-to different verb cluster orders of Dutch sentences
man versus the Dutch order showed that the learas knowledge and proficiency of Dutch is ac-
ers rated the Dutch order worse at the first sessigniired. The sentences were arranged to contrast
(d=1.15,HPD, = 0.25,2.02), equal in the secondtwo verb orders. One construction was a viola-
session { = -0.90, HPD, = -2.18,0.36, includes tion of Dutch grammar, which required a cross-
zero), and the German order worse in the ldst ( serial dependency between verbs and their depen-
-2.54,HPD ; = -3.79,-1.30). dents. The other construction was a violation of
German grammmar (were it applied to the Dutch
sentences), which does not permit cross-serial de-
pendencies, but instead requires the strict embed-

N

Mean Rating (higher=rated worse)
o w
|
T

3 Results

Discussion
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Figure 2: Topography of the average planar gradiy re 3: Topography of the average planar gradi-
ent of the event-related fields (0.2 10 0.4 s) for the; o the event-related fields (0.2 to 0.4 s) for the
German and Dutch verb orders in initial Sessiongeman and Dutch verb orders after three months.

A. German order, B. Dutch order, C. GermanA_ German order, B. Dutch order, C. German-

Dutch contrast, D. statistically significant differ-py ;ion contrast, D. statistically significant differ-

ence (none present). ences

ding of verbs and their dependents. necessary in order to successfully model linguis-
The behavioural and electrophysiological retic grammatical patterns. Although this property
sults suggest that cortical responses to verb Ok fundamental for frameworks which attempt to
der preferences in complement clauses can changigq a proper structural description of human lan-
within three months after the onset of adult |an'guages using a constrained formal system, the for-
guage learning, implying that this aspect of grammg| distinction between context free and context
matical processing remains plastic into adulthoodsensitive grammars does not, in itself, imply that
The primal’y implication of this result is that thecrossed dependencies are more Complex to pro_
preference for crossed versus the embedded ordgiss, or more complex to learn. The work on pro-
is relatively flexible. This is in contrast to the aS-Cessing reviewed in the Introduction in fact sug-
sumptions of some theoretical models of languaggests that crossed dependencies are in fact easier
change (Labov, 2007), which assume that adult agor comprehenders to parse than nested dependen-
quisition is relatively slow and error-prone. How-cies. The results presented here add to this liter-
ever, it must be stressed that Dutch and Germafiyre by showing that crossing dependencies can
are similar in many other respects, so it is likelyhe acquired in a relatively short period of time by
that the learners in the present study acquired pragult learners, at least when other aspects of the
ficiency at a faster rate than learners with a differt 1 are similar (e.g., Germanic).
entLl. Our findings of fast L2 verb order acquisition
The results reported here have several Impllc%uggest a need for a b|||ngua| model of crossed
tions for representational and processing modelgngd nested dependencies. A formal framework
Work on formal grammar has highlighted the disfor modeling the correspondences between dif-
tinction between crossed versus nested dependgBrent grammatical systems has been proposed
cies because of the implications that these strugy Shieber (Shieber & Schabes, 1990). In this
tures have for different families of mathematiC&'Synchronou§'ree-Adjoining Grammar (STAG), a
grammars. The existence of crossed dependenciggnsfer lexicon is used to map pairs of elementary
like those in Dutch imply that grammars that argrees to one another in two separate TAGs. One
more expressive than context free grammars agjvantage of such a framework is that the same
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modeling advantages found in TAG can be usedctive users of Dutch.
in modeling correspondences between grammati-
cal systems. In TAG, lexical items are associated
V\{lth eleme'ntary trees to _model local d?pendenReferences
cies (factoring dependencies and recursion; Joshi, _ _
1990). In the case of German and Dutch, pairs d#aayen, RMH"dDi\f/'dfon‘ Dd' ﬂ & B?t‘rt]es’ D. '\g in

. . press. IXed-emects moaelling witn crossea ran-
elementa.ry tree; with inverted .verb orders Woulq dom effects for subjects and itemiournal of Mem-
be associated with each other in the transfer lexi- ory and Language.
con. Learning the Dutch verb order when the L1 .
is German would consist of learning that a subsdt2c™ E-» Brown, C. & Marslen-Wilson, W. D. 1986.

- . Crossed and nested dependencies in Dutch and Ger-

of Dutch verbs (non-finite verbs, causative verbs, man: A psycholinguistic study.anguage and Cog-
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complement clause. The links in the STAG trans-
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fer lexicon would model the fact that bilingual or alects. Volume 2: Auxiliaries, verbal clusters, and

learning speakers know that the meaning of the negation Amsterdam, Amsterdam University Press.
Dutch version of the sentence is the same as the
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Abstract to the task, one should then prefer it, as it holds
out the possibility for providing explanatory ac-
counts of semantic phenomena, much as TAG’s re-
strictiveness has been shown to yield explanatory
accounts of syntactic phenomena (Kroch, 1987;
Frank, 2002). In this paper, | explore the question
of STAG's adequacy, focusing on the phenomenon
of reflexive interpretation.

As is well-known, reflexives are referentially
dependent elements which are interpreted through
their relation with a syntactically local antecedent.
This syntactic sensitivity has led to analyses of
the distribution of reflexives in terms of a syn-
tactic constraint on the establishment of a syn-
tactic correlate of the antecedent-reflexive rela-
tion (i.e., indexations), most famously the Bind-
ing Theory of Chomsky (1981). An alternative ap-
1 Introduction proach, explored by Partee and Bach (1984) and

in much work since, assumes that anaphoric de-
The TAG community has recently witnessed an €Xpendencies are instead established during the pro-
plosion of research into the problem of assigningess of computing a semantic interpretation. The
semantic interpretations to TAG derivations. Onessential idea in such treatments is that reflexives
line of work, beginning with Shieber and Schabegre higher order functions over (transitive) predi-
(1990), uses the synchronous TAG (STAG) forcates, decreasing the arity of the predicate by one
malism to build syntactic and logical form repre-and identifying the semantic value of two of the
sentations in parallel. The second type of proposabredicate’s arguments via lambda abstraction.
put forward originally by Kallmeyer and Joshi )
(2003) and refined and extended in Kallmeyer and (1) [nimself] = AP  nAz. Pz, z)
Romero (2008), expl_oits a unification operatiorb An STAG analysis
defined over semantic feature structures associ-
ated with elementary trees to produce a MinimaiVe can mimic this semantic treatment of reflexives
Recursion Semantics representation. Nesson amdSTAG by using the elementary tree set given
Shieber (2006) argue that because the STAG prot Figure 1la. The multicomponent tree set in-
posal makes use of no additional machinery besludes, on the syntactic side, trees corresponding
yond the TAG formalism itself, it provides a moreto the reflexive and its antecedent, constrained to
restrictive solution to the problem of semantic instand in a syntactic c-command relation. This is
terpretation. To the degree that STAG is adequatdentical to the assumptions of Ryant and Schef-

Nesson and Shieber (2006) argue that the
synchronous TAG (STAG) formalism pro-
vides an empirically adequate, yet for-
mally restrictive solution to the problem of
associating semantic interpretations with
TAG derivations. In this paper, | further
explore this approach, focusing on the se-
mantics of reflexives. 1 find that STAG
indeed permits a simple analysis of core
cases of reflexives. This analysis does
not, however, easily extend to contexts in
which the reflexive and its antecedent are
arguments of distinct elementary trees. |
consider three possible extensions to the
analysis which remedy these difficulties.
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Figure 1: Elementary trees for (a) reflexives, (b) typeominals, and (c) transitive predicates; (d) is the
derivation tree fotdohn sees himself, and (e) is the derived tree.

fler (2006) who propose an analysis of reflexivesree from the reflexive’s tree set, while on the se-
in the unification-based framework. On the semantic side, the-recursive auxiliary tree from the
mantic side, the tree set includes one tree thguantifier interpretation adjoins to the root of the
represents an instance of function application andrecursive auxiliary from the reflexive interpreta-
lambda abstraction and two other trees, each an ifien and thee-rooted variable substitutes into the
stance of the variable over which abstraction hasubstitution slot in the same tree, thereby satisfy-
taken place, constrained to stand in the relevant @ig tree-locality. (Another derivation with adjoin-
command and dominance relations. This tree setg to the foot rather than to the root would also
and the other trees depicted in Figure 1b and satisfy tree-locality, but would violate the domi-
can be employed in the tree-local derivation reprance restriction imposed by the quantifier tree set
resented by the derivation tree in Figure 1d to prathat ensures variable binding.) The resulting multi-
duce the derived trees in Figure 1e. In this derivacomponent set is then combined with the verbally-
tion, the antecedent first substitutes into the refleddeaded elementary tree, as in the previous deriva-
ive elementary tree, and the result then composésn, to produce the derived trees in Figure 2c.
into the verbally headed elementary tree. This analysis extends to examples with re-
flexives embedded in non-quantificational picture-
This type of derivation works equally well with NPs:
guantified subjects. For such a case, | assume
the semantic representation of the quantifier fa-
miliar from other STAG-based semantics work,To derive such a case, we need only adjoin the
shown in Figure 2a. To generate such an exanpair of trees depicted in Figure 3a, representing the
ple, we follow the derivation depicted in Figurehead of the picture-NP, to the root of the reflexive-
2b. First, the quantifier combines first with reflex-headed NP tree and its semantic analog. The
ive: on the syntax side the NP tree representinderivation for (2) then continues just as in Figure
the quantifier substitutes into the degenerate NP.

(2) John bought the picture of himself.
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One might object that the synchronous elemerdeed the treatments of ‘long’ movement by Frank
tary tree set | have associated with the reflexivand Kroch (1995) and Frank (2002) in which the
in Figure 1a is incompatible with the TAG versionwh-phrase is substituted into such a position can
of the theta criterion (Frank, 2002), according tde thought of as adopting this perspective. Simi-
which all non-projected nodes need to be licenseldrly, one might be tempted to represent in the syn-
via some predicate-argument relation and all atactic side of a synchronous grammar the case de-
guments must be represented as a non-projectpdndency between a finite raising verb and its sub-
node. Under the reasonable assumption that thsct or between an ECM verb and the subject of
constraint applies to syntactic and semantic eléts complement clause (cf. Carroll et al. (2000)),
mentary tree sets alike, just as it applies to individwhile maintaining the standard set of dependen-
ual elementary trees, it is not clear how the syneies on the semantic side. Pursuing this line of
tactic and semantic elementary tree sets that repnalysis raises a host of issues that lie beyond the
resent the reflexive can be both well-formed: thecope of the current work.
syntactic set includes a single non-projected node This STAG analysis has a couple of significant
(corresponding to the NP that is the antecedent afdvantages over compositional treatments using
the reflexive), while the semantic set includes twaneanings like the one in (1). First of all, it avoids
(the substitution node of typeand the foot node the need to multiply interpretations for the reflex-
of typet). This distinction suggests that the TAGive when it occurs as the dative argument of di-
theta criterion should more properly be understoottansitive predicates or with different antecedents.
as the reflection of a more general constraint ofio derive the interpretive possibilities in (3) and
the expression of grammatical dependencies in g/4), the different interpretations shown below each
ementary trees or tree sets, whether syntactic or ss<ample must be assigned to the reflexive.
mantic. The relevant dependency in the case of the
syntactic representation of the reflexive is the re- ©)
lation established with its antecedent. The seman-
tic dependencies, in contrast, are those that can be
read off of the semantic interpretation in (1): the (4) Johnshowed Mary himself in the mirror.
reflexive denotes a relation between an individual [himself] = APy (. (e.yn A2y P(y, z,y)
and a predicate and it is these that are realized as

nontprOJected argument slots in this 'tree]set. Under the STAG analysis, both of these interpreta-
. Divergences bgtween the sy'ntact.|c a”?' SEMafksns can be derived from the single reflexive tree
tic dependents will be found quite widely in func- g j, Figure 1. The difference between the differ-
“9”""' elements Wh.ose denotations are takep t_o %%t binding possibilities depends on the locus of
higher orde.r.functlons.. Such elements will in-g,pqittion for the degenerate NP elementary tree
clude quantifiers, reflexives, measure heads, relﬁbm the reflexive tree set, and correspondingly the

tive pronouns and wh-phrases. In the case of leXg.,5 of substitution for the lambda-bound vari-
ical predicates, the syntactic and semantic depegble’ whether into the patient or goal argument
dents will tend to be better aligned though even o

here there may be divergences. The landing site of Secondly, the syntactic locality of the reflexive-

a vvh-phrase that has undergone wh—movement %tecedent relation derives not from a stipulation
a higher clause might be thought of as a kind 0f, semantics of the reflexive, but rather from the
syntactic dependent to the higher clause, and ifl;.o) nature of the TAG derivation. In contrast,

"Note that the predicate that is an argument of the reflexL-jSIng a semantic calculus using a denotation for

ive is of typet in the TAG tree set, as opposed to the typethe reflexive such as (1) as well as the operation
(e; (e, 1)) in (1). This is a result of the flexibility afforded by of function composition, one could compute an

multi-component composition as compared to function appli: . )
cation in the more standard semantic calculus. It would bg\terpretatlon of type(e, <e, t>> for the word se

interesting to see whether such felxibility would allow os t quencethinks that Mary admires. As Szabolcsi

restrict the types of all non-projected argument nodes $eba(1987) notes, such a unit could then be combined
(as opposed to function) types. Such a restriction woulil, if

can be maintained, impose substantial restrictions orilpess W'th the rgflexwe ar?d subject NP to Y'eld a IF)ng—
interpretations for lexical elements. distance interpretation for the reflexive, an inter-

Mary showed John himself in the mirror.
[[himselﬂ] = )\P<6’<57<57t>>>)\x)\y.P(y, x, .I)
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pretation that must be blocked via some additionaif picture-NPs are in fact exempt from the usual
stipulation? syntactically-defined locality conditions on reflex-

) ive interpretation.
3 Moving beyond clausemates
(6) BiIll; finally realized that if The Times was

going to print [that picture of himsglfvith
Gorbachev] in the Sunday edition, there
might be some backlash.

Attractive as this analysis is, it has two shortcom-
ings if it is to serve as a demonstration of the vi-
ability of STAG semantics in this domain. First
of all, so long as the strictures of tree-local (or
even set-local) MCTAG are maintained, the anal-
ysis cannot be extended to cases of reflexives em-

beo!ded in quantificational picture NPs like the fol-these authors argue that the interpretation of re-
lowing: flexives in picture-NP contexts is determined by
(5) John bought every picture of himself. ~ Pragmatically defined conditions.

he derivati ¢ h e will ivol Even if we suppose that this is correct, this is not
The derivation of such an example will notinvo Veenough to avoid difficulties entirely, as there is an-

Lhee—type_ tree sdet for t:e plctur_? NP In llzlgure Sayther pair of constructions that leads to problems:
ut must instead use the quantificational tree set |3 and ECM.

Figure 3b. This tree set cannot however be com-
bined with the reflexive tree set in a tree-local or (8) John seems to himself to be the best can-

(7) Lucie said that (you agreed that) a picture
of herself would be nice on that wall.

even set local fashion. On the one hand, the re- didate.
flexive trees cannot both adjoin or substitute into 9) John considers himself to be the best can-
thepicture tree on the syntactic side, since the lat- didate.

ter provides no position for the antecedent. The
reverse combination can proceed on the syntabet us turn first to raising. Under the usual TAG
tic side of the derivation, where the picture NPderivation of a raising sentence like (8), the rais-
tree adjoins to the root of the reflexive-headed NMg verb is represented by an auxiliary tree that
However, on the semantic side this do not workacks a position for a subject. This lack of a sub-
out, since this NP is linked only to thetype vari- ject position immediately causes a problem when
able tree, which can host either adjoining of thave attempt to combine the reflexive tree set with
t-recursive auxiliary tree or substitution of type the raising auxiliary of which it is an argument, as
variable. Note that even if the root of the reflexthere is no position that serve as the attachment
ive NP were linked to the root of therecursive site for the degenerate NP tree (see Figure 1a),
auxiliary tree, allowing for the scope to be estaband therefore we cannot retain either tree- or set-
lished, the derivation would still fail because of thgocality®
absence of a slot for substitution of the variable There are a number of possible lines of analysis
introduced by the picture-NP tree. Both of thes&ve might pursue here. | will outline each briefly,
failures arise from the same source, neither the réut space prevents me from deciding among them.
flexive nor the picture-NP tree include structurallhe first involves a rethinking of the TAG syntac-
representation of the predicate one of whose s¢ analysis of raising, along the lines envisioned in
mantic arguments needs to be quantified over, aitlde previous section, so that the syntactic represen-
one of whose syntactic arguments needs to sert@tion of the raising verb’s elementary tree would
as the antecedent for the reflexive. indeed include a representation of its syntactic de-
We need not necessarily despair at this aspependent, the subject. This would permit the incor-
of our analysis. On the basis of examples like (6) 5-———

. 3For such reasons, Ryant and Scheffler (2006) in their
and (7), Pollard and Sag (1992) and Reinhart anghaiysis of reflexives exploit the flexible composition oper
Reuland (1993) have argued that reflexives insickion, thereby losing much of the constraint that the TAG
- formalism imposes on derivations. (Kallmeyer and Romero,

25zabolcsi (1987) argues that the lack of locality built into2007) demonstrate that this problem can be avoided by tak-
the reflexive’'s semantics is desirable in order to deal witling the antecedent component of the syntactic representati
cases of long-distance anaphors (Koster and Reuland, .199aj the reflexive to adjoin to VP rather than NP. This move re-
Clearly, my current proposal does not extend to such casegjires however the introduction of a regimen of feature pass
and must treat them via a different mechanism. ing of antecedent features.
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poration of both halves of the reflexive’s (syntac-able that is saturated by the surface subject (Heim
tic) tree set into this the raising predicate’s tree seand Kratzer, 1998). Because thier feature en-
| will leave this option unexplored, because of thesures the identity of the reflexive variable and the
broad implications it would have on the treatmentambda bound variable, the reflexive variable will
of locality in raising constructions more generallybe bound once the raising auxiliary adjoins into the
A second option involves taking the combinadinfinitival clause. A similar analysis will work for
tion of the raising predicate and the reflexive expethe ECM case as well, using the pair of trees in
riencer to be the result of a lexical process, so th&tigure 6 as the representation for the ECM predi-
this combination was represented via a single eleate.
mentary tree set. As seen in Figure 4, this tree set The var feature, if it is to fit with the feature
would have two components in the syntactic halsystem of TAG as usually understood, can take
to incorporate the representation of the reflexive’snly one of a finite set of valués.In fact, such
antecedent. This tree set could be adjoined into anbound on the number of distinct variables that
infinitival clause to produce the appropriate syntagan be present in an STAG-derived logical form
and interpretation. Such a lexicalist analysis of reis already imposed upon us by the fact that these
flexives could in fact be applied to the monoclausdbgical forms are constructed from a TAG, which
and picture NP cases discussed earlier, as well bg definition may contain only a finite set of ele-
to ECM# mentary trees. The restriction to a bounded num-
Unlike the first two possibilities which retain ber of distinct variables does not, of course, rule
the same two part elementary tree set for the r@ut the generation of sentences with unbounded
flexive, a third analytic option alters this assumpeomplexity, so long as variables can be “reused”.
tion. Specifically, this analysis adopts the considBecause of the bounded nature of reflexive bind-
erably simpler view of reflexive syntax and semaning, the restriction will not cause any difficul-
tics represented in Figure 5a, according to whicties as the domain over which a reflexive can be
the syntactic representation of of a reflexive is dound is limited. What the restriction does rule
single NP elementary tree, and the interpretatioout is, for instance, sentences with interactions
is variable of typee. When this reflexive is sub- between unboundedly many quantifiers and vari-
stituted into a raising auxiliary tree, the identity ofables bound by them. As the number of such
the variable with which it is associated is percoguantifier-pronoun pairings increases, such sen-
lated to the root of the raising auxiliary, as in thetences become ever more difficult to comprehend,
tree in Figure 5b. To accomplish the binding of thisand it is therefore a rather thorny theoretical ques-
variable, | assume that the syntax and logical forrtion as to whether such examples ought to be gen-
associated with a simple clause are both somewhatated by the grammar (Joshi et al., 2000).
more complex than we have been assuming, but
in a manner that has independent motivation (see
Figure 5c). On the syntax side, | take the subjed®eferences
to be generated within VP and raised to its surearroll, John, Nicolas Nicolov, Olga Shaumyan, Mar-
face position. On the semantics side, this structural tine Smets, and David Weir. 2000. Engineering a

assumption translates into a lambda-bound vari- Wide-coverage lexicalized grammar. Pnoceedings

of the 5th International Workshop on Tree Adjoining

“The ECM cases raise a problem as they might allow lo- Grammars and Related Frameworks, pages 55-60,

cality to be circumvented by repeated adjoining to the réot 0 Paris.
the syntactic tree representing the infinitival clause tihgs
the reflexive. | leave this issue open for future work. Insére  Chomsky, Noam. 1981Lectures on Government and
ingly, such an issue does not arise in the case of raisingeast  Binding. Foris, Dordrecht.
T recursion of the raising auxiliary prevents the introdgrct
of an intervening antecedent even under repeated adjadfing Frank, Robert and Anthony Kroch. 1995. Generalized
auxiliary trees, without resort to intermediate traceseriest- ' ' ’
ingly, this analysis correctly predicts that interveningperi-

encers should not count as potential intervening binders. This is a respect in which the feature unification ex

ploited in work in TAG semantics is different from that that

best candidate. sense that the kind of feature unification | am exploitingss d
tinctly less powerful than that used by Kallmeyer and Romero
(2007).
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Abstract

The problem of inferring an agent’s in-
tentions from her spatio-temporal behav-
ior is called mobile intention recognition
problem.  Using formal grammars we
can state these problems as parsing prob-
lems. We argue that context-free for-
malisms are not sufficient for important
use cases. We introduce Spatially Con-
strained Tree-Adjoining Grammars which
enrich TAGs with knowledge about the
structure of space, and about how space
and intentions are connected.

1 Introduction

The interaction possibilities between a mobile user
and her device are often restricted. Mobile usage
scenarios, such as navigation (Kriiger et al., 2004),
location-based gaming (Schlieder et al., 2006), and
maintenance work (Kortuem et al., 1999), imply
that the user’s haptic and cognitive resources (Baus
et al., 2002) are bound by a specific task. In these
situations we would desire a system that some-
how ‘guesses’ the user’s information needs and
presents the information automatically. The sys-
tem must have a complex model of the intentions
that are possible in a specific use case, and find
an intention which consistently explains the user’s
behavior (intention recognition problem, IR).

In literature, the IR problem is also known as
plan recognition (PR) problem (Carberry, 2001).
It can be seen as the problem of revealing the hid-
den structural regularities that underlie an agent’s
sequence of behaviors. Formal grammars are of-
ten used to describe structural regularities, not only
in natural language processing (NLP), but also in

Aupulies) ‘DuADg

"UOIJOULIOJUIOSS) pun BunssauIs,
1y Juiosapuo] :ojoyd jpuso (D)

Figure 1: Spatio-temporal behavior in a location-
based game: what are the user’s intentions?

areas like computer vision (Chanda and Dellaert,
2004), and action recognition (Bobick and Ivanov,
1998). Consequently, formal grammars were also
considered for PR/IR (Pynadath, 1999). Recent
work has drawn parallels between NLP and PR/IR
and argued that the expressiveness of context-free
grammars (CFG) is not sufficient for important
use cases (Geib and Steedman, 2007; Kiefer and
Schlieder, 2007).

This paper continues this line of research by
proposing mobile IR problems as an application
area for Tree-Adjoining Grammars (TAG). We
first explain which steps are necessary to state a
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mobile IR problem as parsing problem (section 2).
We make the point that this problem class is spe-
cial because mobile behavior happens in space
and time. Section 3 introduces Spatially Con-
strained Tree-Adjoining Grammars (SCTAG), and
explains how they can be used to model complex
intention-space-relations elegantly. We close with
an overview on related work (section 4) and an
outlook on our future research (section 5).

2 Mobile intention recognition with
formal grammars

2.1 Bridging the gap

One implication of spatio-temporality is that the
gap between sensor input (e.g. position data from a
GPS device) and high-level intentions (e.g. ‘find a
restaurant’) is extremely large. To bridge this gap,
we use a multi-level architecture with the level of
behaviors as intermediate level between position
and intention. We process a stream of (lat/lon)-
pairs as follows:

1. Preprocessing The quality of the raw GPS
data is improved. This includes removing
points with zero satellites, and those with an
impossible speed.

2. Segmentation The motion track is segmented
at the border of regions, and when the spatio-
temporal properties (e.g. speed, direction) of
the last n points have changed significantly
(Stein and Schlieder, 2005).

3. Feature Extraction Each segment is ana-
lyzed and annotated with certain features, like
speed and curvature (Schlieder and Werner,
2003).

4. Classification Using these features, each mo-
tion segment is classified to one behavior. We
can use any mapping function from feature
vector to behaviors, for instance realized as a
decision tree.

As output we get a stream of behaviors. In the
example from Fig. 2 we distinguish the follow-
ing spatio-temporal behaviors: riding (b,), stand-
ing (bg), sauntering (bs), curving (b.), and slow-
curving (b.s). In other use cases we might as well
have non spatio-temporal behaviors, like manual
user input. We call an IR problem a mobile one if
at least some behaviors are spatio-temporal ones.

(C) aerial photo:

\l, Landesamt fir Vermessung und Geoinformation,
Bavaria, Germany

Figure 2: Spatio-temporal behavior sequence in

the first region.

The track from Figures 1 and 2 was recorded in
the location-based game CityPoker. In the scope
of this paper, we will only roughly introduce the
rules of this game whenever needed. For a com-
plete description, refer to (Schlieder, 2005). The
reason why this game is especially suited as exem-
plary use case is that CityPoker is played by bike
at high speed.

2.2 Parsing behavior sequences

The stream of behaviors described above serves
as input to a parsing algorithm. Using behaviors
as terminals and intentions as non-terminals, we
can write rules of a formal grammar that describe
the intentions of an agent in our domain. Most
plan recognition approaches have followed a hier-
archical structure of plans/intentions (e.g. (Kautz
and Allen, 1986; Geib and Goldman, 2003)). In
CityPoker, for instance, a player will certainly
have the intention to Play. At the beginning of
each game, the members of a team discuss their
strategy. Playing in CityPoker means exchang-
ing cards in several cache regions, so we model
a sequence of intentions as follows: GotoRegion
HandleRegion, GotoRegion HandleRegion,
and so on. In the cache region players find them-
selves a comfortable place to stand, answer a
multiple-choice question, and select one out of
three caches, depending on their answer. In the
cache, they search a playing card which is hidden
in the environment (see the behavior sequence in
Fig. 2).

A context-free production system for CityPoker
is listed in Fig. 3. The choice of the formalism de-

'"Rules with a right-hand side of the form
(symboli|...|symbol,)" are a simplified notation for
‘an arbitrary sequence of symboli, ..., symbol,,, but at least
one of them’.
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pends on the requirements of the use case. As ar-
gued in (Schlieder, 2005), most intention recogni-
tion use cases need at least the expressiveness of a
CFG. A typical example is leaving the same num-
ber of regions as entered before (enter™leave™).
We can find the currently active intention in the
parse tree by choosing the non-terminal which is
direct parent of the current behavior.

2.3 Spatially Grounded Intentional Systems

Up to here we have largely ignored the spatial as-
pect of mobile intention recognition. We have used
space in the preprocessing, but the last subsection
was nothing but a simple CFG with intentions and
behaviors. Now we will see how space can help us
to reduce ambiguity. Consider the two parse trees
in Fig. 4: both are possible for the behavior se-
quence from Fig. 2. In the upper one the agent has
entered the circular cache and is searching for the
cards. In the bottom one the agent is in the region
and still searching for the cache. Obviously, the
upper one can only occur if the behaviors are lo-
cated in a cache. This is the basic idea of Spatially
Grounded Intentional Systems (SGIS) (Schlieder,
2005): SGIS are context-free production systems
with the extension that each rule is annotated with
a number of regions in which it is applicable. We
call this the spatial grounding of rules. For in-
stance, a HandleCache intention is grounded in
all regions of type cache. We modify all rules ac-
cordingly. An SGIS rule for the original rule (12)
would look like follows:

HandleCache
SearchCards

[grounding : cachey 1, ..., caches 3]

—

DiscussStrategy

This reduces the number of possible rules ap-
plicable at each position in the behavior se-
quence, thus avoiding many ambiguities. For
parsing in SGIS we replace the pure behavior
stream (behq,behs, behs, ...) by a stream of be-
havior/region pairs: ((behy,reg1), (beha,regs),
(behs,regs), ...). Each behavior is annotated with
the region in which it occurs. Also the non-
terminals in the parse tree are annotated with a
region (Intention, region), with the meaning that
all child-intentions or child-behaviors of this in-
tention must occur in that region. SGIS are a short
form of writing rules of the following form (where

Symbol can be an intention or a behavior):

(Intention,reg,) —

(Symboly, reg,) (Symbol,,, reg,)

That means, we cannot write rules for arbitrary
combinations of regions. In addition, we require
that another rule can only be inserted at an inten-
tion Symbol; if the region of the other rule is (tran-
sitive) child in the partonomy, i.e. in the above
rule we can only insert productions with a region
regy part_of reg, (which includes the same re-
gion: regy.equals(reg;)). SGIS have been de-
signed for partonomially structured space. The
nesting of rules follows closely the nesting of re-
gions and sub-regions in the spatial model. The
CityPoker partonomy is structured as follows: the
game _area contains five rectangular cache_regions,
each of which in turn contains three caches (see
Fig. 1.

3 A ‘Spatialized’ TAG

3.1 Spatial constraints

SGIS support a partonomial structure between re-
gions, i.e. only part_of relations exist. In gen-
eral, a lot more topological relations are possi-
ble, like touches, disjunct, identical, or north-of.
Examples can be found in the literature on geo-
graphic information science (Egenhofer and Fran-
zosa, 1991). This restriction of SGIS hinders us
from expressing frequently occurring use cases.
Consider the motion track in Fig. 2: the agent
enters the cache, shows some searching behavior,
and then temporarily leaves the circular cache to
the south. Knowing the whole motion track we can
decide that this is an AccidentalLeave intention,
and not a ChangePlan intention®. It is not nec-
essary that the intermediate intention, let us call it
Con fused, is located in the parent cache_region
of the cache. Finally, entering just any cache is not
sufficient for an Accidental Leave intention, but
we require that cache to be the same as left before.

2A player in CityPoker who has given a wrong answer to
the quiz will be searching at the wrong cache and probably
give up after some time. He will then head for one of the
other caches. The ChangePlan intention was omitted in
Fig. 3 for reasons of clarity.
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Production Rules for CityPoker

Play
DiscussStrategy
Continue
GotoRegion
HandleRegion
SelectCache
FindParkingPos
AnswerQuiz
GotoCache
SearchWayToC
NavigateTowardsC
HandleCache
SearchCards
CrossCache
DetailSearch

L N

DiscussStrategy Continue

bo

¢ | GotoRegion HandleRegion Continue
(br‘bo |bc)+

SelectCache GotoCache HandleCache
FindParkingPos AnswerQuiz
(br‘bc‘b05)+

bo

(SearchWayToC |NavigateTowardsC)™
(bO|bCS|bS)+

(br[be) ™

SearchCards DiscussStrategy
(CrossCache|DetailSearch)™

(br)*

(b0|bCS|bS|bC)+

)]
2
3)
“4)
®)
(6)
(7
®)
€))
(10)
(1)
(12)
(13)
(14)
15)

Figure 3: Context-free production rules for intention recognition in CityPoker.

HandleRegion
SelectCache GoToCache HandleCache
VN |
FindPP AnsQ NavigateToC  SearchCards
/\
DetailSearch SearchCards
DetailSearch SearchCards
CrossCache SearchCards
br bO br bcs bc br
HandleRegion
SelectCache GoToCache HandleCache
N S AN
FindPP AnsQ NavigateToC GoToCache
SearchWayToC ~ GoToCache
SearchWayToC  GoToCache
NavigateTowardsC. .
| |
br bO b'r‘ bcs bc bT

Figure 4: Parsing ambiguity if we had no spatial knowledge (see track from Fig. 2). Through spatial

disambiguation in SGIS we can decide that the bottom parse tree is correct.
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identical

AccidentalLeave — SearchCards Confused SearchCards

touches

ClothesShopping — ExamineClothes HaveABreak ReturnToShop

Figure 5: Two examples for spatial constraints in context-free production rules.

identical

identical

HandleRegion HandleRegion RevisitRegion HandleRegion RevisitRegion

Figure 6: Sequence of intentions with crossing spatial constraints.

We would need the following rule

(Accidental Leave, cachey 1) —
(SearchCards, cachey 1),
(Confused, [unconstrained)),
(SearchCards, cachey 1)

‘We cannot formulate this in SGIS, but still it makes
no sense to write rules for pairs of (intention, re-
gion). What we would need to formalize the ac-
cidental leaving pattern elegantly is displayed in
Fig. 5, top. We can easily find other examples of
the pattern ‘a certain behavior/intention occurs in
a region which has a spatial relation r to another
region where the agent has done something else
before’. For instance, we can find use cases where
it makes sense to detect a ReturnT'oX intention
if the agent has forgotten the way back to some
place. We could define this as ‘the agent shows
a searching behavior in a region which touches a
region she has been to before’, see Fig. 5, bottom.

3.2 Cross-dependencies: a parallel to NLP

Two or more ‘return to region’ intentions can eas-
ily be crossed, see Fig. 6. In a real CityPoker
game this can happen for tactical reasons. Players
in CityPoker do not necessarily change a playing
card although they have found it. They memorize
the types of cards they have found and their exact
position, and continue in the game. For a number
of reasons it might make sense to change in an-
other cache_region first. Sometimes they return to
that cache_region at some time later in the game to
change a card (without the effort of answering the
quiz, cache search, and so on). What we need for

this crossed return to region pattern is a possibility
to create cross-dependencies.

3.3 Spatially Constrained TAGs

To express the spatial dependencies described
above, we take TAGs as defined in (Joshi and
Schabes, 1997) with links as described in (Joshi,
1985), and enhance them by spatial knowledge.
Definition: A Spatially Constrained Tree-
Adjoining Grammar is defined as SCTAG =
(TAG,R,SR,GC,NLC), where

e TAG = (I, B, IT, AT, S), defined over inten-
tions I, and behaviors B.

e Ris a set of regions

e SR is a set of spatial relations, where each re-
lationr C R X R

e GC C (IT U AT) x R is a set of grounding
constraints

e NLC is a set of spatial non-local constraints.
Each constraint has a type from the spatial re-
lations SR and is defined for two nodes in one
tree from IT U AT.

Adjoining and substitution on an SCTAG work
as in (Joshi and Schabes, 1997). The grounding
constraints allow us to state that an elementary tree
may only be located in a certain number of regions.
The non-local constraints, on the other hand, allow
us to state that the region of one symbol in an ele-
mentary tree must have a certain spatial relation to
the region of another symbol in the same elemen-
tary tree.
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As in SGIS, the terminals and non-terminals at
the time of writing an SCTAG are not pairs of
(symbol, region), but simply behaviors and inten-
tions. This supports the intuition of a knowledge
engineer who first writes the decomposition of in-
tentions to sub-intentions, and in a second step an-
notates spatial knowledge.

Figure 7 lists part of a SCTAG that handles the
re-visisting of cache regions in CityPoker. Non-
local spatial constraints are displayed as dotted
lines. A complete grammar for this use case would
convert all context-free rules from Fig. 3 to trees
and add them to the grammar. This step is trivial.
Figure 8 demonstrates how cross-dependencies
evolve through two adjoining operations.

3.4 Parsing of SCTAG

For parsing a spatially constrained grammar, we
modify Joshi’s existing Early-like parsing algo-
rithm (Joshi and Schabes, 1997). Like the original
Earley parser for CFG, this parser works on charts
in which the elementary constructs of the gram-
mar are kept. In Joshi’s parser the ‘Earley dot’ tra-
verses trees and not Strings. In our case, we addi-
tionally store for each symbol in each chart entry
the set of regions in which it may occur, i.e. when
inserting a new chart entry we resolve the spatial
constraints by a simple look-up in the spatial rela-
tion table.

The parser works in four steps: scan, predict,
complete, and adjoin. We modify the scan oper-
ation. The scan operation reads the next symbol
from the input and matches it with the chart en-
tries. Although we write our SCTAG rules on in-
tentions and behaviors, we get pairs of (symbol,
region) during parsing. We first execute scan us-
ing symbol, as in the original parser, and then use
the region information to throw away those regions
in our chart entries that are not consistent with
the region information. As soon as a symbol in
a chart entry has an empty set of possible regions
we throw away the chart entry.

Although we do not provide a formal descrip-
tion of the parser in this paper, it should be clear
that adding spatial constraints to such a parser will
not make it slower but faster. The reason is that
spatial constraints give us more predictive infor-
mation. ‘Any algorithm should have enough in-
formation to know which tokens are to be ex-
pected after a given left context’ (Joshi and Sch-

abes, 1997, p.36). Knowing the spatial context of
left-hand terminals we can throw away those hy-
potheses that are not consistent with the spatial
constraints. A formal description of the parser, as
well as an evaluation, will be issue of future publi-
cations.

4 Related Work

Approaches for IR differ in the way possible in-
tentions are represented. A number of formalisms
has been proposed for modeling the mental state of
an agent, ranging from finite state machines (Dee
and Hogg, 2004) to complex cognitive modeling
architectures, like the ACT-R architecture (Ander-
son et al., 2004). With formal grammars, which
are between these two extremes, we try to keep
the balance between expressiveness and computa-
tional complexity. Another important line of re-
search in IR are approaches based on probabilistic
networks, e.g. (Bui, 2003; Liao et al., 2007).

For the classification of segments in Fig. 2 we
used a simple decision tree. The set of behavior
types we are interested in was chosen manually.
An automatic detection of motion patterns is the
concern of the spatio-temporal data mining com-
munity, see e.g. (Laube et al., 2004).

Spatial constraints are also dealt with in multi-
model interfaces supporting sketching, like the
nuSketch system (Forbus et al., 2001). Speech
recognition provides help ‘for stating what spa-
tial relationships are essential versus accidental’

(p- 9).
5 Outlook

As a next step we will specify the parsing algo-
rithm for SCTAG formally, and implement it for a
mobile device. In this paper we treated all spatial
relations as arbitrary relations, without using the
formal properties of these relations for inference
(like transitivity). Adding temporal constraints
could also be worthwhile.
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Abstract

Minimalist grammars cannot provide ad-
equate descriptions of constructions in
which a single filler saturates two mutu-
ally independent gaps, as is commonly an-
alyzed to be the case in parasitic gap con-
structions and other across-the-board ex-
traction phenomena. In this paper, | show
how a simple addition to the minimalist
grammar formalism allows for a unified
treatment of control and parasitic gap phe-
nomena, and can be restricted in such a
way as to account for across-the-board ex-
ceptions to the coordinate structure con-
straint. In the context of standard con-
straints on movement, the weak generative
capacity of the formalism remains unaf-
fected.

Introduction

ing in the desiredz.4[z]).t

Now, although minimalist grammars can cap-
ture naturally various kinds of non-local depen-
dencies in this way, something needs to be added
to the system to allow it to account for appar-
ent non-resource-sensitive behaviour. Pursuing the
logical formula metaphor introduced above, MGs
can define only (closedjnear formulae, where
each variable is bound by a distinct quantifier, and
each quantifier binds exactly one variable. How-
ever, the phenomena of control and parasitic gaps
both involve a single filler being associated with
multiple gaps—in other words, the ‘chains’ here
are tree-structured (see fig2l).

Op
v
X

Figure 1: The filler-gap dependencies exemplified
by parasitic gaps

Minimalist grammars (MGs) (Stabler, 1997) are

a mildly context-sensitive grammar formalism

In this paper, we show how slash-feature per-

(Michaelis, 2001), which provide a rigorous foun-colation, as adapted to MGs by Kobele (2007),
dation for some of the main ideas of the minimalis@llows for a straight-forward implementation of

program (Chomsky, 1995). There are two basi

This non-compositional description of the intermediate

structure building operations, binarperge and  gerivational steps is for the imagination only. Compositib
unarymove.

In typical analyses of linguistic phenomena

semantics for this kind of analysis are easy to provide (see K
bele (2006)), as it is after all just the familiar Cooperrate
(Cooper, 1983) writ funny.

operator—variable chains (in the sense of a quan- 2ror the sake of perspicuity, | am ignoring multiple move-
tifier and its bound Variablef,x.¢[x]) are analyzed ments of the same subexpression, as occurs in the analysis

in terms of first merger of the operator into a pos

i_of passivization followed by wh-movement, as in a sentence

like Who did John think was kissed . The distinguishing

tion where its variable is ultimately to appear (recharacteristic which sets the control/parasitic gap type-p
sulting in something Iikeﬁ[V]), and then moving nomena apart from this kind of multiple movement is that in

the operator into its scope-taking position, leavin

this case each movement is to a c-commanding position in the

Qerived structure—such movement chains have the shape of

a bound ‘trace’ in the moved-from position (result-strings, whereas those of the parasitic gap variety ars.tree
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Sag’s (1983) analysis of parasitic gap phenomsf crashing the derivation of an expression. (This
ena in the minimalist framework, while preservingis simply Sag'’s (1983) GPSG analysis adapted to
the weak generative capacity of the formal systhis framework.) An MG expression can be repre-
tem. This analysis extends immediately to consented as a tuple of categorized structures (each
trol. Other cases of such non-resource-sensitiveement of this tuple corresponds to a moving
phenomena, such as well-known exceptions to theeselet). In order to make the link with LCFRSs,
coordinate structure constraint, fall out as wella finite upper bound needs to be placed on the
although a (weak generative capacity preservindgngth of such a tuple. Stabler proposes that no
extension to the minimalist grammar type-systenwo treelets may have the same first feature (this
is needed to account for some of the familiar reamounts to a strict version of Chomsky’s Shortest

strictions on such movements. Move Constraint). Kobele maintains this assump-
) tion in his enriched MG system as well, forcing
2 Slash-feature percolation and MGs missing (i.e. ‘slashed’) expressions to behave in

In the minimalist tradition, where long distanceth® same way as real ones. Our proposal builds
dependencies are mediated via movement, acro&¥! the fact that slashed expressions, unlike mov-
the-board extraction out of a conjunct as in 1 idng expressions, have no internal structure. Thus,
sometimes thought to be derived from an interme€re arises no computational problem in compar-

diate structure of the form below: ing two slash-features—it is an atomic operation.
' . Specifically, we claim that in order to avoid short-
1. Who did John meet and Susan kiss? est move violations, identical slash-features may

be unified with one another. A specific instance of
[s John meet who| and s Susan kiss whol the merge operation is given in figure 2. An ex-
| | pression of the fornfJohn meet S), (d - k - q, - w)
indicates that it is selectable as a tensed sentence
In order for this kind of analysis to work, some(s), and that it is missing an element of tyge k
mechanism must be in place to ensure the idenq -w (a +wh noun phrase), but that it has satis-
tity of both moving elements—identity aferived fied the first three dependencies(k - q) of this
structure not merely of category (as suggested byypression. As the expression it is merged with
example 2). in this figure is missing the very same type of el-
2 *Which bank did John rob or Susan Walkement, t_hey are_identifite_d in t_he result. This con-
along? trasts with the s!tuat|on in which one (or.both) of
the wh-phrases is already present, as in figure 3. In
Crucially, this mechanism is not reducible to elthis case, the resulting expression has two subex-
lipsis in this framework, as it must allow a singlepressions (the slashed expressidn- k - q, - w)
resource (the trigger for movement residing in th@nd the wh-phrasg@who, - w)) with the same active
COMP position) to meet the requirements of mulfirst feature { w), violating the shortest move con-
tiple expressions (the features on each of the wistraint.

words)—ellipsis is not standardly assumed to have .
this character. 3 Control and Parasitic Gaps

A simple way around this problem is to intro-wjth this slight relaxation of resource sensitivity
duce the ATB-moved elemeatfter conjoining the  ith respect to hypotheses, we are able to account

two clauses together. To implement this idea, W&y control (3) and parasitic gap constructions (4)
adopt the mechanism of slash-feature percolatiok, terms of across the board movement.

as adapted to MGs by Kobele (2007). (Slash-
feature introductions are represented in the below3. John wanted to kiss Susan.
as traces.)

4. Who did John want to kiss before meeting?

[s John meett | and [s Susan kiss t | ] o )
Essentially, slash-feature unification gives us the

The change required to Kobele's system is to akbility to have limitedsidewardmovement in the
low identical slash-featureto beunified instead sense of Nunes (2004). The analysis here of ATB
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and Susan kiss = ,d-k-q,-w John meet S),{(d -k -q,-wh
SS q S q
(John meet and Susan kis§), (d - k - q, - w)

Figure 2: Unification of hypotheses avoids crash

(and Susan kiss=S S), (d -k - q,- w) (John meet S), (who, - w)
(John meet and Susan kis$), (d - k - q, - w), (who, - w)

Figure 3: An SMC violation

movement and of parasitic gaps can be seen asdeas is given as figure 5. The fragment is the same

(clear and precise) variant of Nunés’. as the one given in Kobele (2006) (which is to say
that this treatment of control is broadly compatible
31 Control with other standard analyses), except that base po-

The treatment of control as (a form of) movesitions of sentential complements and arguments
ment agrees in spirit with recent development# obligatory control verbs have been altered so as
in the minimalist tradition (Hornstein, 2001; Ko- to conform to the anti-c-command condition im-
bele, 2006), but its unification withTBmovement posed by this analysis of contrbl.

forces us to make the base position of the con- This grammar gets both subject and object con-
troller not c-command the base position of the corirol constructions, as in 5 and 6 below.

trollee. Instead, the controller must raise to a posi-
tion which c-commands the controllee, as sketched

in figure 4. 6. John persuaded Mary to shave every barber.

5. John promised Mary to shave every barber.

The object control case is perhaps the most sur-

lve vt ][s...t...]] prising, as the object (in BJiary) is supposed to
* | | move outside of the VP, and yet clearly follows
the verb. The basic idea of the analysis of such
cases is that movement for case does indeed put
the object to the left of the verb, but that sub-
L ._sequent head movement of the verb (broadly fol-

In the cqntext of m|n|_maI|s_t' grammars, thISIowing Chomsky’s (1957) affix hopping analysis
movement is naturally. identified with MOVE- ot the English auxiliary system) remedies the sit-
ment for case (to an object agreement IOOSItlon_uation. The choice of controller (whether subject
AgrOP). The treatment of control as a form of

t obviates th d for th " tor object) in the sentences 5 and 6 above is de-
movement obviales the need for the emply CalG ineq by whether the sentential complement is

gor); PFIO’ and dthus tOf I:nystlen(zusgs(l;:e_s r?Iatmgmerged before or after the base position of the sub-
controflee and controlier. - Instead IS Sim- ject. If before, there is no subject slash-feature to

ply a trace in a theta-position, coindexation is rebe unified with the slash-feature in the sentential

‘plac;edlby (;halur’l forrga;tlotr; ' an? the deﬂfectf 0Lthiomplement, and thus subject control is impossi-
control modulle” need fo be enforced via standargy e ¢ after, then the SMC ensures that the object

constraints on movement. e must already have checked its case (as the more
A fragment for English which implements these

Figure 4. Control as ATB Movement

- “Due to space limitations, only intuitions about relevant

3The difference is, of course, that here the phonologicahspects of this grammar will be attempted to be conveyed
content of the ATB-moved expression is not present at its baiere. The interested reader is invited to consult Kobelégp0
positions, whereas in Nunes’ system, it is. The present-tredor definitions and examples. The fragment deals with rais-
ment of control in terms of ATB movement cannot analyzang, expletiveit, control, passivization, and quantifier scope,
purported cases of ‘backward control’ (Polinsky and Potsin a way that neatly derives the ban on super-raising, and the
dam, 2006) as such. tensed-clause-boundedness of QR.
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that::=S s

will::=perf +k +q S have::=en perf be::=ing prog

-s::=>perf +tk +q S  -en:=>progen -ing::=>v ing
-ed::=>perf +k +q S eI =>prog perf €:1=>V prog
to::=perf s be::=passv -en::=>V pass

€:=>V+k=d+qv

arrive::=d v devour::=d v
shave:=d4 Vv
seem:=s v expect::=s V expect:i=d =s v
want:i=s V want::=d =s v
hope::=S v hope::=d =s v
persuade::=d =s V
promise::=s =4 V promise::=d +tk =d =s +q v
€=>v=zv itiz-k
George:d-k-q the:i=nd-k-q ointment::n
John:d-k-q every:=nd-k-q abbot:n
Mary::d -k -q some:=nd-k-q barber:n

Figure 5: A grammar for English A movement (slightly modifiedm Kobele (2006))

recently merged subject has case requirements &8 Parasitic Gaps
its own), and thus slash-features of the sententi?rll

summary, this extension to MGs gives us a for-
complement have only the slash-features of the i o . .
i . ) . mal system in which fillers can be associated with
matrix subject to unify with.

multiple gaps in certain circumstances. Evaluation
of the linguistic applicability of such a formalism
needs to be done with respect to the kinds of analy-
ses that it makes available. We continue to assume
Both Kroch and Joshi (1985) as well as the XTAGthe analysis O.f English giyen as figgre 5 We have
sketched the implementation of obligatory control
}Sresent in this fragment above. Parasitic gaps (of

PRO t0 m.e.dlate control reIauong betweep 9% he form in 4) require an analysis of gerundival ad-
ment positions. In the XTAG project use is made

of equations in feature structures, which allow fo#unCtS' which we will treat here as vP adjuncts (i.e.
q ’ they appear after the logical subject, if any, is in-

Ietxllctgl deterr;::natul)r;-ofbmd}trjg rela}tlonsthlpl)ls. Re'roduced), which we will analyze in terms of the
strictions on the refative positions ot controlier an djoin operation formalized in Frey and Gartner

controllee, as well as on the reallzatlon_mims (2002)5 A gerundival adjunct is headed by a
governed by formalism external constraints on el

ementary trees.

3.2 TAG Approachesto Control

SAnother option is to explicitly control the direction of

The Multi-dominance TAG system of Chen-Merger (via merge-leftx=) and merge-right%£x) features),
and then to mediate adjunction via an empty lexical item

Main (2006) seems able to implementpP&o- e:=>v =pg v, where prepositions heading gerundival ad-
less theory of control, along the lines proposed ifincts are assigned the typg pg. The basic problem is

: . _that the verb needs to remain accessible for future affixal op
Hornstein (2001). Her account of node ContraCtloﬂ:ations, and that the gerundival adjunct needs to appear to

as being constrained by derivational locality mighthe right of the vP. With the ‘standard’ antisymmetric treat

provide a principled (formalism internal) accountment of the linear order of merged elements (first-merged ob-

fth fi fi | relation bet troll I1ect to the right, all others to the left) embedded in claasic
or the configurational refation between controllely,gs this is not so easily done, as in order for the verb to re-

and controllee. main accessible to future head movement operations, it must
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prepositional element which selects a gerundiveere suggests that the fact that only A-bar (ivk)
clause pefore::=g ~v), and a gerundive clause ismovements license parasitic gaps can be explained
simply what you get if instead of merging a tensen purely configurational terms, i.e. without posit-
marker (likewill::=perf +k +q S orto::=perf s) ing some occult connection between movement
you merge-ing (-ing::=>perf g). At the vP level types and the parasitic gap phenomenon. This has,
(and at the perfP level), a clause will have a DRs far as this analysis is on the right track, serious
waiting to check its case k) and scope-(q) fea- ramifications for analyses of phenomena (such as
tures (the logical subject, if the clause is in the acscrambling), which have used parasitic gap licens-
tive voice, and the logical object, otherwise). In oring properties to argue that these phenomena in-
der to avoid a violation of the SMC, both this DPvolve a particular dependency type. This perspec-
in the vP and the DP in the prepositional geruntive on parasitic gaps also makes the fact that in
dive adjunct must be slashed expressions (of theertain languages A movements can license para-
form (4, - k - q)) which are identified, resulting in sitic gaps unsurprising.

a control configuration. A parasitic gap configu- o _

ration arises when the object of the prepositionat-# Parasitic Gapsin TAGs

gerundive clause and of the vP are slashed as w&lfoch and Joshi (1985) account for parasitic gap
(of the form(d - k - q, - w)). Note that this analysis constructions as in 4 by taking as elementary trees
accounts for the well-known fact that A movemenbiclausal structures. They note that they make a
(passive or raising) does not license parasitic gaggammatical distinction between sentences like 4
(as in 7): the object in the prepositional genitiveon the one hand, and sentences like 9 on the other,
has had its case and scope features checked, amdere the parasitic gap is embedded in a subordi-
thus can only survive as a slashed expression if it isate clause inside of the prepositional gerund in-
moving again (say, to checkvehfeature). For this troducing it.

reason it will not be unifiable with an A moving

expression, which is looking next to check its case 9- What did John devour without bothering to
feature. Of course, a sentence like 7 can be made Shave?

grammatical by passivizing the gerundive aOIjunCJrhey are forced into this position by their treat-

c!a}use (as in 8), thereby taking it out of the Par8ent of gerunds as non-syntactically derived
sitic gap construction type.

words. If one retreated to a post-syntactic view
of morphology, whereby the terminal items in el-
ementary trees were thought of not as concrete
8. Susan was kissed before being met. words but rather as abstract lexemes, whose ulti-
mate realization were determined in part by their
There are many properties of the parasitic gap coByntactic context, then as long as the ‘gerundiviz-
struction that this analysis does not account fohg' feature were above a clausal adjunction site,
(see the collection Culicover and Postal (2001))and the verb below it, sentences such as 9 would be
but it does capture some interesting properties ifenerable. Thus, this aspect of Kroch and Joshi's
a simple way, without changing the weak generanalysis seems almost an accidental property.
ative capacity of the system (the proof of this is A more fundamental difference between the
essentia”y the same as the one given in MiChaEIi%roch and Joshi proposal and the one presented
(2001)—it is a consequence of the fact that th@ere lies in the number of gaps which can be asso-
number of possible hypotheses are upper-boundeghted with a single overt operator. As their strat-
by the number of distinct licenseex) features in  egy is to extend the size of elementary trees so that
the grammar (due to the SMC)). all gaps and binders are contained within them,
The ability to license parasitic gaps, as menthey are forced to the position that there is a fixed
tioned briefly above, has often been used as a diagpper bound on the number of parasitic gaps that
nostic to distinguish between A and A-bar movecan be dependent on one operator. In the present
ment types. The analysis of parasitic gaps givetheory, parasitic gaps can be recursively embed-

be merged first, and thus the merger of the gerundival adjunE’tEd |r_15|<_1e others, and thus there is pred'Cted to be
places it erroneously to the left of the vP. no principled upper bound on the number of gaps

7. *Susan was kissed before meeting.
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what:id -k -q-w beforei=g~v -ing::=>perf g
€:=>8 +w c without::=g ~v

Figure 6: Extending the grammar in fig. 5 to get parasitic gagstructions

a single filler can fill. A sentence distinguishingselected expressions must have the same slash-
these two proposals is given below as 11 (whereatures At least intuitively, a link may be drawn
Kroch and Joshi’s original proposal of two is takerbetween this extension of the minimalist grammar
as the cut-off point). type-system, and the addition of local-constraints

(Kroch and Joshi, 1985) to tree-adjoining gram-
10. What did Mary take without paying for? mars.

. . : Chen-Main (2006) further develops the system
11. "‘.’hat did Mary intend to return after takmgintroduced in Sarkar and Joshi (1996) to deal with
without paying for?

conjunction in TAGs. So long as the contractible

Unfortunately, neither sentence 9 nor sentence fPdes in any given derived tree are bounded in ad-
are the ‘clear cases’ (Chomsky, 1956) that on¥ance, it seems as though a strategy like the one
should base linguistic theories on. As such, theiursued here could be extended to her system. The

ultimate grammatical status will have to wait an in€lémentary tree foand would have equations on
dependent validation of one or the other syntactigach of its two substitution nodes stating tizter

theory. substitution and subsequent interaat-ree inter-
nal contractions, the remaining contractible nodes
4 Coordinate Structures in each subtree are identical. The remaining con-

tractible nodes in each subtree would need to be

Although slash-feature identification seems to Cafgentified with an identical partner in the other sub-
ture the basic effect of ATB movement (as notefree 5o as to ensure that later ‘movement’ be truly
by Sag), the prototypical ATB construction (as iny¢ross the board.

1) involves extraction out of a conjunction, and is

constrained in ways that we currently do not ac5 Conclusion

count for (in particular, extraction must be out of

both conjuncts). To implement these constraints‘,SIaSh'feature percolation is straightforward to

we need a way to block movement out of an ex2dd to the minimalist grammar formalism, and

pression, and to ensure that the slash-features YOUNts to relaxing the requirement that an ex-
both conjuncts are identical. As a first step, wé@ression must be derivationally present before it

build this in to the category system in the follow-C&n begin satisfying dependencies. This paper has
ing way. First, we add a diacritic on category fealli€d t0 show that adding slash-feature percola-

tures €*) which permits them to be selected On|yt|on to MGs allows for interesting gnd revealing

if they have no moving elements (this can be imanalyses of what | have been calling across-the-

plemented as a restriction on the domain of thBoard extraction phenomena, analyses which co-

merge operation, and allows for the simple state£Xist well with other analyses of different gram-

ment of a certain kind of island constraint). To bdnatical phenomena. Indeed, it seems not im-
able to ensure that the slash-features of two diffePRl2usible that slash-feature percolation (which, in

ent selected items are identical, we need to mofdCGS: acts upon the regular derivation trees) is sim-
drastically revise the minimalist category systemP!Y addable to TAGs as well (but on the level of the
We want to assign the following type &md derived tree), and can make similar analytical op-
tions available as it does for MGs, and CFGs.
=SO£ =SO£ S*
) . . . ®This is like passing the same stack of indices to two non-
The interpretation of the superscripted materiakrminals in an indexed grammar. The essential difference
is as the slash-features of the selected exprég_that our ‘stacks’_are bpunded in size (due to the SMC).
sion, and the fact that both superscripts are ideThls. fact makes this enrichment of the type system weakly

i X S fKnocuous. Note that this very same constraint is stateable
tical on both selection features indicates that botBPSG, without any increase in generative capacity.
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Abstract parser and the retrieval of the corresponding TT-

MCTAG analyses. The parsing architecture comes
In this paper we present a parsing archi- with graphical input and output interfaces, and an
tecture that allows processing of differ- XML export of the result of parsing. It is called
ent mildly context-sensitive formalisms,  TuLiPA (for “Tubingen Linguistic Parsing Archi-
in particular Tree-Adjoining Grammar tecture”) and is freely available under the GPL.
(TAG), Multi-Component Tree-Adjoining Concretely, TuLiPA processes TT-MCTAGs and
Grammar with Tree Tuples (TT-MCTAG) TAGs encoded in the XML format of the XMG
and simple Range Concatenation Gram-  (eXtensible MetaGrammar) system of Duchier et
mar (RCG). Furthermore, for tree-based al. (2004).

grammars, the parser computes not only In this paper, we present this parsing architec-
syntactic analyses but also the correspond- ture focusing on the following aspects: first, we
ing semantic representations. introduce the TT-MCTAG formalism (section 2).
Then, we present successively the RCG formalism
1 Introduction (section 3) and the conversion of TT-MCTAG into

. i RCG (section 4). Section 5 shows how RCG is
The starting point of the work presented here,, qoq in practice. Eventually, we present the re-
is the aim to implement a parser for & Germalyje\a| of TT-MCTAG derivation structures (sec-
TAG-based grammar that computes syntax and g, 6)  the computation of semantic representa-

mantics. As a grammar formalism for German;,q (section 7) and optimizations that have been
we chose a multicomponent extension of TAG,j4ed to speed up parsing (section 8)

called TT-MCTAG (Multicomponent TAG with
Tree Tuples) which has been first introduced b 3
Lichte (2007). With some additional constraints,& TT-MCTAG

TT-MCTAG is mildly context-sensitive (MCS) as TT-MCTAGs (Lichte, 2007) are multicomponent
shown by Kallmeyer and Parmentier (2008).  7aGs (MCTAG) where the elementary tree sets
Instead of implementing a specific TT-MCTAG consist of one lexicalized tree, the head tree

parser we follow a more general approach by usind a set of auxiliary trees, ..., 3,, the ar-

ing Range Concatenation Grammars (RCG) asg@iment trees We write these sets as tuples
pivot formalism for parsing MCS languages. In-<% {p1,..., 3. }). During derivation, the argument
deed the generative capacity of RCGs lies beyongees have to attach to their head, either directly or
MCS, while they stay parsable in polynomial timejndirectly vianode sharing The latter means that

(Boullier, 1999). In this context, the TT-MCTAG they are linked by a chain of root-adjunctions to a
(or TAG) is transformed into a strongly equiva-tree adjoining to their head.

lent RCG that is then used for parsing. We have
implemented the conversion into RCG, the RCG *http://sourcesup.cru.fr/tulipal
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Parmentier et al.

1) ... dass es der Mechaniker zu reparieren verspricht
... that it the mechanic to repair promises

‘... that the mechanic promises to repair it’

derivation tree:

L . reparieren
VP >VP /- NPpom
N SN ) | ) .

VE" " verspricht ..NP?Om VP der Mech. verspricht
NPnom - 3;?:;:&?1(”
VP VP ol NPaee ' ‘ .
h ) , , e | , H . - argumento

zu reparieren NPoce  VP™ | /o es Mechaniker  NE.. reparieren
: e 3
o es

Figure 1: TT-MCTAG analysis of (1)

Definition 1 (TT-MCTAG) An MCTAG G
(I, A,N,T, A) is a TT-MCTAG iff

1. everyI’ € A has the form{~, f1,...,0,}
where~ contains at least one leaf with a ter-
minal label, thehead treeandf, . . ., 3, are
auxiliary trees, theargument treesWe write
such a setas a tupley, {51,...,06n}).

. A derivation tree D for some t &
L((I,A,N,T)) is licensed as a TAG deriva-

adjoins directly toverspricht(its head) while the
NP,.. tree adjoins to the root of a tree that adjoins
to the root of a tree that adjoins teparieren

For a more extended account of German word
order using TT-MCTAG see Lichte (2007) and
Lichte and Kallmeyer (2008).

TT-MCTAG can be further restricted, such that
at each point of the derivation the number of pend-
ing B-trees is at most. This subclass is also called
k-TT-MCTAG.

tion tree in G iff D satisfies the follow- Definition 2 (k-TT-MCTAG) A TT-MCTAGG =
ing conditions (MC) (“multicomponent con- (I, A, N, T, A) is of rankk (or a k-TT-MCTAG for
dition”) and (SN-TTL) (“tree-tuple locality short) iff for each derivation tre@ licensed inG:

with shared nodes”):

(@) (MC) There arek pairwise disjoint in-
stancesI'y,...,I'; of elementary tree
sets fromA for somek > 1 such that
%, T; is the set of node labels iP.

(b) (SN-TTL) for all nodesng, n1, ..., nm,
m > 1, in D with labels from the same
elementary tree tuple such thay is la-

(TT-k) There are no nodes:, hy,...,hg,
ao, - ..,a in D such that the label aof; is an ar-
gument tree of the label & and (h;, n), (n,a;) €
Phfor0<i<k.

TT-MCTAG in general are NP-complete
(Sggaard et al., 2007) while-TT-MCTAG are
MCS (Kallmeyer and Parmentier, 2008).

3 RCG as a pivot formalism

belled by the head tree: for all < i <

m: either (ng,n;) € Pp? or there are
ni1,-..,n;, With auxiliary tree labels
such thatn; = n;, (no,ni1) € Pp

andforl <j <k—1: (n;;,nij1) €

Pp where this edge is labelled with

The central idea of our parsing strategy is to use
RCG (Boullier, 1999; Boullier, 2000) as a pivot
formalism.

Definition 3 (RCG) A RCG is a tupleG
(N,T,V,S, P) such that a)N is an alphabet of
predicates of fixed arities; )’ and V" are disjoint
TT-MCTAG has been proposed to deal with fregyiphabets of terminals and of variables; §)e N

word order languages. An example from Germag the start predicate (of arity) and d) P is a finite
is shown in Fig. 1. Here, the NB,, auxiliary tree get ofclauses

2For a treey, P, is the parent relation on the nodes, i.e., Ao(zo1; - - - Toag) = €,
(z,y) € P, for nodese, y in «y iff = is the mother of;. or
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Ao(xo1y - -+ Toag) — 4 Transforming TT-MCTAG into RCG
A1($11,...,l‘lal)...An(Jﬁnl,...,LL‘nan) . . .
withn > 1, 4; € N, z;; € (T'UV)* anda; being The transformgtlon of a glvehTT—MCTAG into .
: a strongly equivalent simple RCG is an extension
the arity of A;.

of the TAG-to-RCG transformation proposed by
Since throughout the paper we use only positivBoyllier (1999). The idea of the latter is the fol-
RCGs, whenever we say “RCG”, we actually meaibying: the RCG contains predicatés)(X) and
“positive RCG”® An RCG with maximal predi- (3)(L, R) for initial and auxiliary trees respec-
cate arityn is called an RCG of arity. tively. X covers the yield ofr and all trees added
When applying a clause with respect to a stringy , while L and R cover those parts of the yield
w = ti...t,, the arguments in the clause areyf 3 (including all trees added t6) that are re-
instantiated with substrings af, more precisely gpectively to the left and the right of the foot node
with the corresponding rangésThe instantiation f 3. The clauses in the RCG reduce the argu-
of a clause maps all occurrences af@ T'inthe  ment(s) of these predicates by identifying those
clause to an occurrence oftan w and consecu- parts that come from the elementary teeés it-
tive elements in a clause argument are mapped &@|f and those parts that come from one of the ele-

consecutive ranges. mentary trees added by substitution or adjunction.
If a clause has an instantiation wat, then, aAn example is shown in Fig. 3.

in one derivation step, the left-hand side of this

instantiation can be replaced with its righthand | ¢ TAG:
side. The language of an RCG is L(G) = T e o B s
{w]S((0, |w])) = e wrtw}. a s F | o e

A sample RCG is shown in Fig. 2.

RCG:G = ({S, A, B}, {a,b},{X,Y, Z}, S, P)
S(XY Z) — A(X,Z) B(Y),
Al(aX,aY) — A(X,Y), A(e, €) — ¢,
B(bX)— B(X),B(e) —e.

Input: w = aabaa.

Derivation:

S(XYZ)—A(X,Z)B(Y)

2@ 028508 s)
yields S((0, 5)) = A((0.2), (3,5))B((2,3)).
B(bX)—B(X) andB(e) — €

¥ a v

233,909
yield A((0,2), (3,5))B(
A((0,2), (3,5) B((3.3
A(aXaY)— A(X)Y)

(2,3)) =
)) = A((0,2), (3,5)).

(0,1)(1,2)(3,4)(4,5)(1,2)(4,5)
yi((-:'lldszg((o7 26;, (3,a5>) ; A((al, 2), (4,5)).
A(aXaY)— AX)Y) andA(e,e) — €

(1,2)(2,2)(4,5)(5,5)(2,2)(5,5)

yigld A((1,2),(4,5)) = A((2,2), (5,5)) = €

Figure 2. Sample RCG

| d e N4 C

Equivalent RCG:
S(X) = () (X) | {a2)(X) | {as)(X)
(1)(aF) — {a2)(F) | (as)(F)
<Oé1>(CLBleF) —

(8) (B, B2){a2)(F) | (8)(B1, B2){as)(F)
(B)(B1b, cB2) — (3)(B1, B2)
(a2)(d) — € (as)(e) — € (B)(bc) —e€

Figure 3: A TAG and an equivalent RCG

For the transformation from TT-MCTAG into
RCG we use the same idea. There are predicates
(7y...) for the elementary trees (not the tuples) that
characterize the contribution ¢f We enrich these
predicates in a way that allows to keep track of
the “still to adjoin” argument trees and constrain
thereby further the RCG clauses. The pending ar-
guments are encoded in a list that is part of the
predicate name. The yield of a predicate corre-
sponding to a tree/ contains not onlyy and its
arguments but also arguments of predicates that
are higher in the derivation tree and that are ad-
joined below~y via node sharing. In addition, we
use branching predicatesl; and sub that allow
computation of the possible adjunctions or substi-

3The negative variant allows for negative predicate callfutions at a given node in a separate clause.

of the formA(au, ..., ay). Such a predicate is meant to rec-

As an example see Fig. 4. The first clause states

ognize the complement language of its positive counterpanat the yield of the initiabzmp consists of the left

see Boullier (2000).

A range (i, 7) with 0 < i < j < n corresponds to the
substring between positioiandy, i.e., tot; 41 ... ¢;.

and right parts of the root-adjoining tree wrapped
aroundzu reparieren Thead; predicate takes care
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( 0)(L zu reparieren R) — (adj, &rep, €, {Bace }) (L, R)
(adj, arep, €, {ﬁa66}>(La R) —
(Bace; ®> (L X R) — (adj, Bace, €, @)(L, R)(sub, Bace, 1)(X)
ésub , Bace, 1)(X) (tes, BY(X) (tes, DY (es) — €

Bo, {Bace }) (L, verspricht R) —

(Bace, D)(L, R) | (Bv, {Bace}) (L,

<adj7 6’1)7 € {ﬁnomy ﬁacc}>(L7

R)

R)

Figure 4. Some clauses of the RCG corresponding to the TTAGN Fig. 1

of the adjunction at the root (addregs It states

that the list of pending arguments contains already

Bace, the argument ofy,..,,. According to the sec-
ond clause, we can adjoin eithg.. (while re-
moving it from the list of pending arguments) or
some new auxiliary treg,.

The general construction goes as follows: We

define the decoration string, of an elementary
treey as in Boullier (1999): each internal node
has two variabled, and R and each substitution
node has one variabl& (L and R represent the
left and right parts of the yield of the adjoined tree

and X represents the yield of a substituted tree).

In a top-down-left-to-right traversal the left vari-

ables are collected during the top-down traversal,
the terminals and variables of substitution nodes
are collected while visiting the leaves and the right 5,
variables are collected during bottom-up traversal.
Furthermore, while visiting a foot node, a separat-

ing “,” is inserted. The string obtained in this way
is the decoration string.

3. For all predicates(adj,~,dot, LPA) the
RCG contains all clauses
(adj,~,dot, LPA)(L,R) —
(y,LPA')(L,R)
such thaty’ can be adjoined at positiafvt in
~ and

* eithery’ ¢ LPAandLPA’ = LPA\
{'h

sory ¢ LPA,~ isahead (i.e., a head
tree), andLPA’ = LPA.

4. For all predicateéadj, v, dot, )) wheredot in
~ is no OA-node, the RCG contains a clause
(adj,, dot, D) (e, €) — e.

For all predicatessub, v, dot) and ally’ that
can be substituted into positiafot in v the
RCG contains a clause

(sub,~y,dot)(X) — (v, 0)(X).

1. We add a start predicaté and clauses © RCG parsing

S(X) — (a,0)(X) forall a € I.

The input sentence is parsed using the RCG com-

2. Foreveryy € I U A: Let L,, R, be the left puted from the input TT-MCTAG via the conver-
and right symbols i, for the node at posi- sion algorithm introduced in the previous section.
tion p if this is not a substitution node. Let Note that the TT-MCTAG to RCG transformation
X, be the symbol for the node at positipn is applied to a subgrammar selected from the in-
if this is a substitution node. We assume thaput sentencg for the cost of the conversion is
p1,...,pr are the possible adjunction sitesproportional to the size of the grammar (all li-

Pk+15---
the RCG contains all clauses

(v, LPA)(0y) —
(adj,~,p1, LPAy, ) (Lm ) Rpl)
ce <CLdj, Y Pk LPAPk>(LPk’ Rpk)

<SUb7 'V>pk+1>(ka+1) s <SUb7 '77pl>(sz)
such that

« If LPA # 0, thene € {py,...
LPA C LPA,, and

« Ur,LPA, = LPAUT(y) where
I'(v) is either the set of arguments of
(if v is a head tree) or (ify is an argu-
ment itself), the empty set.

,pr} and

, p; the substitution sites in. Then censed adjunctions have to be computed while tak-
ing into account the state of the list of pending ar-
gumentsf

The RCG parsing algorithm we use is an exten-

sion of Boullier (2000). This extension concerns
(i) the production of a shared forest and (ii) the
use of constraint-based techniques for performing
some subtask of RCG parsing.

5In other terms, the RCG conversion is dameline

®We do not have a proof of complexity of the conversion

algorithm yet, but we conject that it is exponential in theesi
of the grammar since the adjunctions to be predicted depend
on the adjunctions predicted so far and on the auxiliarystree
adjoinable at a given node.
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RCG: RCG Derivation wrt aab:

Co S(XYZ) — A(X,Y)B(Z) S(aab)

C1 A(aX,aY) — A(X,Y) |

Cy A(aX,aY) — B(X)B(Y) A(a,a) B(b)

Cs3 B(e) — € ‘A

Cy B(b) — € A(e, €) B(e) B}‘e
Cs Alee) — € i / '/

RCG shared forest:

Co(X =a,Y =0a,Z:=b) — (C1(X:=¢Y =¢)VO2(X =¢Y:=¢)) N C4
Ci(X :=¢Y :=¢) — Cy
Cy(X :=¢€,Y :=¢) — C3NCs

Figure 5: RCG derivation and corresponding shared forest.

5.1 Extracting an RCG shared forest of the LHS predicate and (a substring of) the input

Boullier (2000) proposes a recognition algorithnStiNg must be computed. The more ranges with
relying on two interdependent functions: one foffee boundaries the arguments of the LHS predi-
instantiating predicates, and one for instantiatin§at€ contains, the more expensive the instantiation
clauses. Recognition is then triggered by askin§- Boullier (2000) has shown that the time com-
for the instantiation of the start predicate with rePlexity of a clause instantiation i©(n?), where
spect to the input string. An interesting feature of* 1S length of the input string, and is the arity
Boullier's algorithm lies in the tabulation of the Of the grammar (maximal number of free range
(boolean) result of predicate and clause instantigoundaries). To deal with this high time complex-
tions. In our parsing algorithm, we propose to exity: Boullier (2000) proposes to use some prede-
tend this tabulation so that not only boolean valuelned specific predicatésvhose role is to decrease
are stored, but also the successful clause instaf® number of free range boundaries.
tiations for the RHS of each instantiated clause. N our approach, we propose to encode the
In other terms, we use a 3-dimensional tabulatioflause instantiation task inta@onstraint Satisfac-
structure, where entries are of the following form:tion Problem(CSP). More precisely, we propose to
B use constraints over finite sets of integers to repre-
L[, o] = (i, pz) sent the constraints affecting the range boundaries.

: _ . . Indeed, these constraints over integers offer a nat-
I" being a table storing the clause identifier and ar-

. . : aNnd a ) way of encoding constraints applied on ranges
gumentsi,, p, corresponding to the instantiation

) . o (e.g.linear order).
of th(.e]t.h RHS predlcat(i of the clausewith the Let us briefly introduce CSPs. In a CSP, a prob-
gth binding of argumentg.

lem is described using a set of variables, which

. . ake their values in a given domain. Constraints ar
ing a shared forest can be straightforwardly e ?_a e their values in a given domain. Constraints are

tracted from the table of clause instantiations.hen applied on the values these variables can take

. . in order to narrow their respective domain. Finall
This shared forest is represented by a context-free P Y

grammar, following Billot and Lang (1989). Seeone (or a_II) solution(s) to the problem are searched
. for, that is to say some (or all) assignment(s) of
Fig. 5 for an example.

values to variables while respecting the constraints

5.2 Using constraints to instantiate predicates are searched for. One particularly interesting sub-

A second extension of Boullier's algorithm con-1ass of CSPs are thpse that can be statgd_ln terms
of constraints on variables ranging over finite sets

cerns the complex task of clause instantiation.
During RCG parsing, for each clause instantia-"7g g “3jengthpredicate is used to limit the length of the
tion, all possible bindings between the argumentsubpart of input string covered by a range.
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of non-negative integers. For such CSPs, there e§- Retrieving TT-MCTAG derivation
ist several implementations offering a wide range  structures

of constraints (arithmetic, boolean and linear con- . .
( As previously mentioned, the result of RCG-

straints), and efficient solvers, such as @ecode L
library® (Schulte and Tack, 2006). parsing is an RCG shared forest. In prdgr to extract
from this forest the TT-MCTAG derivation struc-
In this context, the underlying idea of computtyre (namely the derivation and derived trees), we
ing range instantiations as a CSP is the followmyst first interpret this RCG forest to get the un-

ing. We use the natural order of integers to repgerlying TAG forest, and then expand the latter.
resent the linear order of ranges. More precisely,

we compute all possible mappings between posf.1 Interpreting the RCG shared forest

tion indices in the input string (positive integers)The interpretation of the RCG forest corresponds
and free range boundaries in the arguments of (the performing a traversal of the forest while re-
LHS predicate of) the clause to instantiate (variplacing all branchingclauses (i.e. clauses whose
ables taking their values if0..n], n being the |HS predicate is labeled tadj or sub by thetree
length of the input sentence). Note that, withirclause they refer to in the table of clause instanti-
a given argument of a predicate to instantiate, ation. In other terms, each instantiated branching
range of typeconstantcan be considered as a conclause is replaced by the tree clause corresponding
straint for the values the preceding and followingo its unique RHS-predicate (see Fig. 7).

range boundaries can take, see the example Fig. 6

(z; are variables ranging over finite sets of integers

andc; are constants such that= ;). (Qrep, D) (es der Mech zu rep versp) —

(adj, Arep, €, {Bacc })(es der Mech, versp)

(LHS-)Predicate instantiation: (adj, arep, €, {Bace}) (es der Mech, versp) —

P(aXYdZ) — P(abcdef) <ﬂz;e’r'sp7 {6{1.c1:}>(€5 der M€Ch7 ’UCT'Sp)
Constraint-based interpretation: (Bversp, {Bacc})(es der Mech,versp) —
P(Q?O a 1 X T2 Y T3 d L4 Z $5) < <(ldj7 ﬁvers;u €, {ﬂacc, ﬂnom,}>(68 der ]Wech., E)
Pleco a c1becces d caecs fce)
Olrep

i<j = xzi<luw (linear order) _

To=co Ts=Cg (extern boundaries) N (adj, €)

x1=c1 x3=c3 x4 =cs (anchor constraints)

ﬁversp
(herex: is the only free range boundary, and can take 3 val-
ues, namely:, c2 or ¢3) Figure 7: Relation between clause instantiations

and TT-MCTAG derivation (using the TT-MCTAG
Figure 6: Constraint-based clause instantiation.in Fig. 1).

. , The result of this interpretation of the RCG
The gain brought by CSP-based techniques re- i
mains to be evaluated. So far, it has only beeﬁhare(j forest is the TT-MCTAG shared forest,

- . I.e. a factorized representation of all TT-MCTAG
observed empirically between 2 versions of the " = °
. dferlvatlons as a context-free grammar. The extrac-
parser. Nonetheless constraints offer a natura . ) . .
framework for dealing with ranges tion of this TT-MCTAG forest is done in a sin-

) _ gle traversal of the RCG forest (i.e. of the table
~ Eventually, note that the extensions introduceg clause instantiations) starting from the clause
in this section do not affect the time CgmpleXWywhose LHS predicate is the start predicate. Since
of Boullier's algorithm, which isO(|G[n%), |G| the predicate names contain the tree identifiers
being the size of the grammatiits degree, and  they refer to, no lookup in the grammar is needed.
the length of the input string. As a consequence, the time complexity of the ex-

traction of the TT-MCTAG forest is bound by the
T size of the table of clause instantiations.
C.f.http://ww. gecode. org. . .
°The question of whether feature constraints should be Note that (') we do not eXpand the alternatives

used at this stage or not is discussed in section 6. resulting from syntactic ambiguity at this stage,
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and (i) both the RCG and TT-MCTAG deriva- cations of the feature structures labelling specific
tion forests have been computed without takingodes. As a result of these unifications, the argu-
the feature structures into account. The motivaments of the semantic formulas associated with the
tion is to delay the cost of unification to the finaltrees involved in the derivation get unified. In the
step of expansion of the TT-MCTAG forest. In-end, each derivation/derived tree is associated with
deed, the word order constraints encoded in theflat semantic representation corresponding to the
RCG have possibly rejected many ungrammaticalnion of the formulas associated with the elemen-
structures for which the cost of feature unificatiortary trees that have been used. An example is given
would have been wasted time. It would be interin Fig. 8.

esting to experiment whether we would benefit or S
not from using feature structures as additional con- Npﬁ’ﬁp
straints on clause instantiation in practice. !
NP, ) V. NP[Y<-. NP,
6.2 Expanding the TAG shared forest John ,Jves ,\\,‘l\a{r*;‘
Fina”y, from this TT-MCTAG derivation fOI‘eSt, name(j,john) love(x,y) name(m,mary)

we can extract all derivation trees, and then com-
pute the corresponding derived trees.

This task amounts to traversing the forest in a_ ] )
top-down-fashion, using the information in the enfigureé 8: Semantic calculus in Feature-Based
countered nodes (referring to elementary trees) G-
gradually assemble derivation trees. Some nodes

] . - . In our system, the integration of the semantic
in the forest encode a syntactic ambiguity (disjunc- . ,
support has only required 2 extensions, namely

I i) the extension of the tree objects to include se-
current derivation tree and apply one of the alter?-) )

. . ._mantic formulas, and (ii) the extension of the con-
native options to each of the trees before followin (i)

%truction of the derived tree so that the seman-

each branch through. This behavior is easy to 'Mic formulas are carried until the end and updated

plement using a FIFO queue. A few control mech- . .
. . . N with respect to the feature-structure unifications

anisms check for integrity of the derivation trees
. . - performed.

during the process. We end up with a set of derlvaE

tion Frees in an XML pOM format that can ei'ther8 Optimizations

be displayed directly in the GUI or exported in an

XML file. The parsing architecture presented here can host
For reasons of flexibility, we chose to rely on arseveral optimizations. In this section, we present

XML DOM internal representation for all the stepstwo examples of these. The first one concerns lex-

of derived tree building. Indeed, this enables ead§al disambiguation, the second one RCG parsing.

of the derivation steps to be displayed directly in Lexical disambiguation becomes a necessity be-

the GUI. Feature unification also happens at thigause, for each token of the input sentence, there

point, allowing for a graphical illustration of fea- may be many candidate elementary trees, each of

ture clashes in the parse tree in debug mode.  these being used in the RCG conversion, thus lead-
ing to a combinatorial explosion for longer sen-

7 Computing semantics tencest® We tackled this problem using the tech-

The parsing architecture introduced here has beghque introduced in Bonfante et al. (2004). The

L idea behind their approach is to encode all the pos-
extended to support the syntax/semantics mterfa%cleble combinations of elementary trees in an au-
of Gardent and Kallmeyer (2003). The underlyin%.I y

~~ love(j,m),name(j,john),name(m,mary)

Jomaton. For this purpose, elementary trees are

idea of this interface is to associate each tree witf . .
. irst reduced to sets of polarity values depending
flat semantic formulas. The arguments of these
I . : . on theresourcesand needsthey represent (a sub-
formulas are unification variables co-indexed with . " . .
) : stitution or foot node refers to a need for a certain
features labelling the nodes of the syntactic tree. .
. o : i .~ category, while a root node corresponds to a re-
During derivation, trees are combined via adjunc-

tion and/or substitution, each triggering the unifi- °Recall that all licensed adjunctions are predicted.
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source). For example, an S elementary tree witBonfante, Guillaume, Bruno Guillaume, and Guy Per-
two places for NP substitution has an NP polar- 'ier. 2004. Polarization and abstraction of grammat-

; ) ; ; ; _ical formalisms as methods for lexical disambigua-
ity of -2 and an S polarity of +1.Using this repre tion. In Proceedings of 20th International Confer-

sentation, every candidate elementary tree is rep- ance on Computational Linguistics (CoLing 2004)

resented by an edge in an automaton built by scan-pages 303-309.
nmg the input sentence from left to ”gh.t' The po-Boullier, Pierre. 1999. On TAG and Multicomponent

larity of a path through the automaton is the SUM TaG parsing. Rapport de Recherche 3668, Institut
of all the polarities of the edges encountered on National de Recherche en Informatique et en Au-

the way. While building this automaton, we deter- tomatique (INRIA).

mine all the paths with a neutral polarity for ev'Boullier, Pierre. 2000. Range concatenation gram-

ery category but the parsed constituent's category mars.  In Proceedings of the Sixth International
(whose polarity is +1). Such a path encodes a set Workshop on Parsing Technologies (IWPT 2Q00)

of elementary trees that could contribute to a valid Pages 53—-64.

parse. As a consequence, the parser only hasfd@chier, Denys, Joseph Le Roux, and Yannick Par-

consider for RCG conversion, combinations for a mentier. 2004. The Metagrammar Compiler: An

small number of tree sets. This approach makes NLP Application with a Multi-paradigm Architec-

the search space for both RCG conversion and ture. InSecond International Mozart/Oz Conference

. (MOZ'2004)

RCG parsing much more manageable and leads to

a significant drop in parsing time for some longGardent, Claire and Laura Kallmeyer. 2003. Semantic

sentences. Constructionin FTAG. IrEACL 2003, 10th Confer-
S _ ence of the European Chapter of the Association for

_ The ;econd optlmlzatlgn conce_rns RCG pars Computational Linguisticsyages 123-130.

ing, which can have a high cost in cases where

there are many free range boundaries. We can déallmeyer, Laura and Yannick Parmentier. 2008. On

crease the number of such boundaries by addingthe relation between Multicomponent Tree Adjoin-

. . . . ing Grammars with Tree Tuples (TT-MCTAG) and
a constraint preventing range variables referring to Range Concatenation Grammars (RCG). Piro-

substitution nodes from being boundeo ceedings of the 2nd International Conference on
) Language and Automata Theory and Applications
9 Conclusion and future work LATA pages 277-288.

In this paper, we introduced a parsing environkKallmeyer, Laura, Timm Lichte, Wolfgang Maier, Yan-
ment using RCG as a pivot formalism to parse nick Parmentier, and Johannes Dellert. 2008. De-

mildly context-sensitive formalisms such as TT- VYeloping a T-MCTAG for German with an RCG-
based parser. IRroceedings of the Sixth Interna-

MCTAG. This environment opens the way 10 {jonal Conference on Language Resources and Eval-
multi-formalism parsing. Furthermore, its mod- uation (LREC 2008)To appear.
ular architecture (RCG conversion, RCG parsinq:_ . .
RCG shared forest interpretation) made it ossible'cme’ Timm and Laura Kallmeyer. 2008. Factoriz-
P . P ing Complementationin a TT-MCTAG for German.
to extend the system to perform additional tasks, |n Proceedings of the The Ninth International Work-
such as semantic calculus or dependency structureshop on Tree Adjoining Grammars and Related For-
extraction. The system is still being developed, malisms (TAG+9)
but is already used for the development of a TTrjchte, Timm. 2007. An MCTAG with tuples for co-
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Abstract

We present in this paper an initial inves-
tigation into the use of a metagrammar
for explicitly sharing abstract grammati-
cal specifications for the Vietnamese lan-
guage. We first introduce the essential syn-
tactic mechanisms of the Vietnamese lan-
guage. We then show that the basic sub-
categorization frames of Vietnamese can
be compactly represented by classes us-
ing the XMG formalism (eXtensible Meta-
Grammar). Finally, we report on the im-
plementation the first metagrammar pro-
ducing verbal elementary trees recogniz-
ing basic Vietnamese sentences.

1 Introduction

Metagrammars (MG) have recently emerged as a
means to develop wide-coverage LTAG for well-
studied languages like English, French and Ital-
ian (Candito, 1999; Kinyon, 2003). MGs help
avoid redundancy and reduce the effort of gram-
mar development by making use of common prop-
erties of LTAG elementary trees.

We present in this paper an initial investiga-
tion into the use of a metagrammar for explic-
itly sharing abstract grammatical specifications for
the Vietnamese language. We use the eXtensible
MetaGrammar (XMG) tool which was developed
by Crabbé (Crabbé, 2005; Parmentier and L. Roux,
2005) to compile a TAG for Vietnamese. The built
grammar is called vaMG and is made available
online for free access'.

Only in recent years have Vietnamese re-
searchers begun to be involved in the domain

http:/twww.loria.fr/~lehong/tools/vnMG.php

N guyén Thi Minh Huyén
Hanoi University of Science
Hanoi, Vietnam
huyenntm@vnu.edu.vn

Azim Roussanaly
LORIA/INRIA Lorraine
Nancy, France
azim@loria.fr

of natural language processing in general and in
the task of parsing Vietnamese in particular. No
work on formalizing Vietnamese grammar is re-
ported before (Nguyen et al., 2004). In (L& et
al., 2006), basic declarative structures and comple-
ment clauses of Vietnamese sentences have been
modeled using about thirty elementary trees, rep-
resenting as many subcategorization frames. We
show in this paper that these basic subcatego-
rization frames can be compactly represented by
classes in XMG formalism.

We first introduce the essential syntactic mech-
anisms of the Vietnamese language. We then show
that the basic subcategorization frames of Viet-
namese can be compactly represented by classes
using the XMG formalism. We then report on the
implementation the first metagrammar producing
verbal elementary trees recognizing basic Viet-
namese sentences, before concluding.

2 Vietnamese Subcategorizations

As for other isolating languages, the most impor-
tant syntactic information source in Vietnamese is
word order. The basic word order is Subject — Verb
— Object. A verb is always placed after the sub-
ject in both predicative and question forms. In a
noun phrase, the main noun precedes the adjec-
tives and the genitive follows the governing noun.
The other syntactic means are function words,
reduplication, and, in the case of spoken language,
prosody (Nguyén et al., 2006).

From the point of view of functional gram-
mar, the syntactic structure of Vietnamese fol-
lows a topic-oriented structure. It belongs to the
topic-prominent languages as described by (Li and
Thompson, 1976). In those languages, topics are
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coded in the surface structure and they tend to con-
trol co-referentiality. The topic-oriented “double
subject” construction is a basic sentence type. For
example, “Cdu dy khoé manh, la sinh vién y khoa
/ He strong, be student medicine”, which means
that “He is strong, he is medicine student”. In Viet-
namese, passive voice and cleft subject sentences
are rare or non-existent.

In general, Vietnamese predicates may be clas-
sified into three types depending on the need of a
copula connecting them with their subjects in the
declarative and negative forms (Nguyén, 2004).
Complex predicates can be constructed to form co-
ordinated predicative structures starting from these
basic types of predicates. We present briefly these
three types of Vietnamese predicates in the follow-
ing subsections.

2.1 First Type Predicates

The first type predicates are predicates which con-
nect directly to their subjects without the need of
a copula in both of the declarative and negative
forms. For example

e Declarative form: 76i doc sdch. /I am reading
books.

e Negative form: 70i khong doc sdch. /I am not
reading books.

These predicates are assumed by verbal phrases or
adjectival phrases. The fact that an adjective can be
a predicate is a specificity of Vietnamese in com-
parison with predicates of occidental languages. In
English or French for instance, only verbal phrases
can be predicates, adjectives in these languages al-
ways signify properties of subjects and they are al-
ways followed the verb “fo be” in English or “étre”
in French.

2.2 Second Type Predicates

The second type predicates are predicates which
are connected to their subjects by the copula “la”
in the declarative form and by copulas “khong la”
or “khong phdi”, or “khong phdi la” in the negative
form. Predicates of this type are rather rich. They
can be:

e Nouns or noun phrases: 16i la sinh vién. / 1
am student.

e Verbs, adjectives, verbal phrases or adjecti-
val phrases: Van xin la yéu dudi. / Begging

is feeble., Hoc ciing la lam viéc / To study is
to work.

2.3 Third Type Predicates

The third type predicates are predicates which con-
nect directly to their subjects in the declarative
form; however in the negative form, they are con-
nected to their subjects by a copula. Predicates of
this type are usually

o A clause: N6 vdn tén la Quyt. / His name is
still Quyt.

e A composition of a numeral and a noun: Lé
nay muoi ngan dong. / This pear costs ten
thousand dongs.

e A composition of a preposition and a noun:
Liia nay ctia chi Hoa. / This is the rice of Ms.
Hoa.

e An expression: Thdng dy ddu bo ddu budu
ldm. / That guy is very stubborn.

2.4 Subcategorizations

In the first grammar LTAG for Vietnamese pre-
sented in (L€ et al., 2006), each subcategorization
is represented by the same structure of elemen-
tary trees associcated with a considered predicate.
We view that the suject is subcategorized in the
same way like arguments. The verbs anchor thus
elementary trees composed of a node for the sub-
ject and one or more nodes for each of its essential
complements.

We follow the de facto standard that in TAG, in
which each subcategorization is represented by a
family of elementary trees. We define families of
verbal elementary trees in the Table 1.

We present in the next section a metagrammar
that generates this set of elementary trees.

3 A Metagrammar for Verbal Trees

The subcategorizations of elementary trees de-
scribe only “canonical” constructions of predica-
tive elements without taking into account for rela-
tive or question structures. For the purpose of in-
vestigation, we constraint ourselves in developing
at the first stage only the verb spines and argument
realizations shown in the subcategorizations pre-
sented in the previous section.

We have developed a XMG metagrammar that
consists of 11 classes (or tree fragments). The
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| Subcategorizations| Families | Examples |
Intransitive NoV ngu/sleep
With a nominal | NgV Ny doc/to
complement read
With a clausal | NyV.5; tin/to be-
complement lieve
With modal com- | NogVpV; mong/to
plement wish
Ditransitive NoV N1Ns cho/to
give
Ditransitive with a | NgV N{ONy | vay/to
preposition borrow
Ditransitive with a | NoVogN;V; lanh
verbal complement dao/to
lead
Ditransitive withan | NogV N1 A lam/to
adjectival comple- make
ment
Movement  verbs | NoVoVi Ny ra/to  go
with a nominal out
complement
Movement  verbs | NoVpAV; trd nén/to
with an adjectival become
complement
Movement ditransi- | NogVoN1ViNay | chuyén/to
tive transfer

Table 1: Subcategorizations of Vietnamese verbs

metagrammar is currently able to produce the
same set of elementary trees described in Table 1
including intransitive, transitive, ditransitive fami-
lies with and/or without optional complements. As
an illustration, the declarative transitive structure
in Figure 1 can be defined by combining a canon-
ical subject fragment with an active verb and a
canonical object fragment.

S + S + S
N | I
N| PredP \" PredP
| N
\Y v NJ|

This combination is conveniently expressed by
a statement in terms of XMG language as usual:

TransitiveVerb = Subject A ActiveVerb A Object.

S

N

Np | PredP

T

t6i Vo N; |

doc sdch

Figure 1: Declarative transitive structure angV n;

4 Conclusion and Future Work

This paper presents an initial investigation into
the use of XMG formalism for developing a first
metagrammar producing a LTAG for Vietnamese
which recognizes basic verbal constructions. We
have shown that the essential subcategorization
frames of Vietnamese predicates can be effectively
encoded by means of XMG classes while retain-
ing basic properties of the realized verbal trees.
This confirms that various syntactic phenomena of
Vietnamese can be covered in a Vietnamese MG.

The first evaluation of the MG for Vietnamese
is promising but the lexical coverage has to be
improved further. Moreover, the grammar cover-
age needs to be revised by refining the constraints
of agrammatical syntactic constructions. Although
there are not many tree fragments in the current
metagrammar, we find that the current MG over-
generates some undesired structures. The MG will
also be extended to deal with constructions not yet
covered like adjectival and noun phrase construc-
tions. We also intend to generate a test suite to doc-
ument the grammars and perform realistic evalua-
tions.

There is an existing work on the development
of metagrammars for not frequently studied lan-
guages like Korean and Yiddish and their rela-
tions to a German grammar (Kinyon, 2006). They
showed that cross-linguistic generalizations, for
example the verb-second phenomenon, can be in-
corporated into a multilingual MG. We think that
a comparison of the Vietnamese MG with this
work would be useful. In particular, a study of the
relative position of verbs and arguments of Viet-
namese and relate it to this work would be benefi-
tial.
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Abstract 2 TAG and Semantics

We explore the semantics of conjunction Shieber and Schabes (1990) were the first to pro-

using a neo-Davidsonian semantics ex- pose a syntactic—semantic grammar in the TAG
pressed in a synchronous grammar. We framework, by using synchronous TAG (Synch-
propose to model conjunction as quantifi- TAG). In SynchTAG, two TAGs are linked in such

cation over the set of conjoined entities, @ way that trees in one grammar correspond to
and discuss problems that arise in this ap- trees in the other grammar, and the nodes in cor-

proach when we have Conjoined quantified responding trees are linked. When we substitute

noun phrases. or adjoin a tree in a node, then we must substi-
tute or adjoin a corresponding tree in the linked
1 Introduction node in the tree in the other grammar. Several

) ) o different definitions of SynchTAG are possible

The semantics _Of conjun_cilon in natural I‘_angqagFShieber, 1994), and the most interesting defini-
has proven particularly difficult for formal I|nQU|§- tion has the property that the derivation trees for
F'C theories to quel. we presgnt some prellmthe two derivations in the two synchronized gram-
inary work on t_h_'s problem using synchronou%ars are isomorphic, so that we can talk of a sin-
grammars, speC|f|caI!y t'he.S.ynchUVGDL form"’,"_’gle, TAG-style derivation tree for a SynchTAG.
ISm. we obserye sim|lar|t|es between quantncl'Subsequently, a series of research was published
cation and coordination, and therefore attempt tQ i 1 did not use SynchTAG for semantics, but
model the Iat_ter as the former. While this r?duceﬁlstead generated a semantic representation dur-
the complexity of many S|m'p'|e NP—coordlnatgqng the syntactic derivation, often using feature
sentences, those with quarit|f|ed NPs prove diffigg, oy res (Kallmeyer, 2002; Kallmeyer and Joshi,
cultto model due to the multi-component nature %5003 Gardent and Kallmeyer, 2003; M. Romero
quantifiers in semantics. We describe our attempbcooéi)_ The principal difference is that in this line

at adopting an underspecified, single-cOmpoONet o1 the semantics is not itself modeled in a
quantifier to get around this problem, and preseniyg

the implications of such a representation. _ Recently, Nesson and Shieber (2006; 2007)
. The paperis struc_tured as fOHOW_S'_ We first "®have revived the approach using SynchTAG. They

view work in semantics z?\nd Tree Adjoining Gram'have shown that a large number of different con-

mar (TAG), and then briefly present SynChronougtructions can be given elegant analyses using a

UVGDL (Section 3). In Section 4, we summa-gynnTAG-hased analysis. Our work is in this tra-
rize our approach to modeling semantics usingiion

SynchUVGDL, and then discuss the similarities

petween quantification' and conjunction in SecB UVGDL and SynchUVGDL

tion 5 and propose a simple approach. Section 6

presents a serious problem for the proposed afi-TAG can be seen as a partial derivation in a CFG,
proach (the conjunction of quantified NPs), angre-assembled for convenience, in a UVGDL
Section 7 presents our solution. (Rambow, 1994) the partial derivation is col-
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lected into one kit, but not actually fully assem-formalism. This is because at times a traditional
bled. More technically, in UVGDL, the elemen-Montague< e,t > such asboy must be treated
tary structures of the grammar are sets of contexas a function (taking an entity as an argument and
free rules which can be augmented widbmi- returning true iff it is a boy), and at other times it
nance links A dominance link stipulates a rela- must be treated as a first-order object (when be-
tion of (immediate or non-immediate) dominanceng modified by an adjective such &l to pro-
which must hold in the derived tree structure. Noteluce a new< e,t > representing “tall-boy”). In
that despite the formal differences between a TA@ertain other formalisms it is easy to underspecify
and a UVGDL, they share exactly the same nothese two cases, but in ours the two views will be
tion of extended domain of locality, and both for-directly manifested in the structure of the produc-
malisms can be lexicalized; linguistically, an eletions for a word such abkoy — it either will have
mentary structure in a UVGDL can be used to repa substitution node for an entity and itself be an
resent, as in TAG, a lexical head, its (extendeddrgument of type, or it will have no substitution
projection, and positions for its arguments. Ramnodes and itself be an argument of typee, t >.
bow (1994) shows that the parsing problem (witlBecause these two views have different structural
a fixed grammar) is polynomial in the length of therepresentations, we are forced to choose which to
input sentence, if the UVGDL is lexicalized (as weuse, and generally choose the set representation as
assume all our grammars are). This formalism capeing easier to work with under the UVGDL for-
also be seen as a tree description language, withalism.

the context-free rules in a set as statements of im- Adjectives are then analyzed as functions from
mediate dominance between one node and one s¥ts of entities to “filtered” sets of entities. By
more daughters (along with constraints on lineaway of exampletall boy would be represented as
precedence among the daughters), the dominantell(boy)” — “tall()” takes the set of all boys, filters
links as statements of dominance (Vijay-Shankeit for those who are tall, and returns a new set con-
1992; Rambow et al., 2001). We choose theisting of all boys who pass the filterNote that
rewriting formulation because a synchronous vewhile we often call these “filters”, they are opaque
sion (SynchUVGDL) was defined by Rambow andenough to support the semantics of nonintersective
Satta (1996) and some initial results on computaadjectives such dske, which would perhaps take
tion were proposed. Specifically, they claim thah set of entities and yield a new set that contains alll
the parse-to-forest translation problem for a lexientities that appear similar to elements of the argu-
calized SynchUVGDL can be computed in poly-ment set, but that nonetheless are not members of

nomial time. the argument set.
The piecewise nature of UVGDL lends itself
4 Overview of Semantics with to neo-Davidsonian semantics, wherein the events
SynchUVGDL denoted by verbs (or possibly by nouns) are treated

as first-order objects, akin to entities (we assign
We have been developing a semantic formalisihem the type of).2 Thus, our analysis of verbs
that can be easily modeled using SynchUVGDland adverbs is nearly identical to that of nouns and
(see (Lerman and Rambow, 2008) for detailsjadjectives — a verb likeisit returns the set of all
We adopt the notation of Montague semanticsyisit’ events, and an adverb likguickly would
whereine is the type of entitiesy’ is the type take a set of events (& v,t >) and filter the
of truth values, and for any two typesandy, set for those which were done happily. This is
< z,y > is the type of functions from’s to y’s.  |ogically equivalent to something likeisit(z) A
Our formalism relies heavily on set theory, for eXquickly(z), but has more flexibility in represent-

ample explicitly interpreting< e,t >'s as sets jng the meaning of manner adverbs (what is quick
rather than as propositions. For instance, Mon-_____

tague semantics might represéoy as “boy(x)”, Technically, boy should be analyzed this way too, as
“boy(U)” — a function that takes a set of entities (here, the

a function whose Value IS true or false dependmﬂ)]niverse of all entities) and filters the set for those entities
on whether or not: is a boy. We instead repre- which are boys. In this paper, we will represent this as simply

sentboy as simply the set of all boys. While this 0oy for easier reading. o _
For a detailed discussion of neo-Davidsonian semantics,

0_'065_ not alter any tr_Uth Cond't_'ons’ the representgze (Schein, 2002). The idea is not new; our goal has been to
tion is more convenient for this sort of tree-basedthtegrate it into a robust syntactic formalism.
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depends on the event — Mary quickly batting an ¢
eye is different from humanoids quickly spreading | not-empty(<v,t> ) Allx € <vt>, st t,
through Asia). TN s VPRP e,

Slightly more complicated filters exist to handle : bo -
verb arguments. For instance, subjecthood is rep- /VP\ e on/\NP on(e, . &,)
resented as a filter that selects only events which® % — aix< e, st Iy
have a certain entity as their agent (or whatever the \/: v

<v,5] t,

semantic role of the subject is for the verb). The
filter actually comes in two parts: one part that fil-
ters a set of events for those that make a certaid™
condition true, and another that specifies that the jumped v, eor
condition consists of having a certain entity as an :
agent (see the top left structure in Figure 1). This ' (NP
distinction will become important in the next sec- . ansiive verbs boy boy
tion. Finally, to preserve the notion that statements Common Nouns (“boy”, “store”)
are formulas that ultimately resolve to a truth type,
an existential quantifier dominates all logic relat- !
ing to the verb. Thus, the semantics for a state- Vx(xe<et>, t,)
ment likeJohn visited Mary reads as “There exists et/\t
an event in the set of (visit events whose subject '
is John and whose object is Mary).” This matches
intuition, as the utterance does not imply any ad-
ditional detail about the nature of the event being
described — just that some event matching this d
scription happened.

Using this formalism, we can with a simple toy
grammar (Figure 1) obtain the typical two readings
for a sentence like sentence 1 — the one where all We will treat ‘lifted-the-piano’ as a simple in-
the boys visited the same store, and the one whelf@nsitive verb to simplify our analysfs. As is

they may have all visited distinct stores (see Figurghown in Figure 3, the neo-Davidsonian represen-
2)2 tation of verbs licenses two readings:

' VP-attached prepositions
t (“from”, “with”)

every NP
tall(<e,t,>)

tall NP K |
<e,‘[>1

Quantifiers (“every”, “a’) Adjectives (“tall’, “blue”)

T'—'-igure 1: Atoy grammar from the Synch-UVGDL
framework.

(1) Every boy visited a store e All the boys gathered around the piano,

Upon inspection, it should become clear thatwe ~ counted to three, and lifted it together. This
actually license several additional readings for (1). ~ corresponds to the reading whereappears
Because of the argument positions introduced by ~ directly over ‘has-agent’. More technically,
the semantics for subjecthood and objecthood, the “There is a single piano-lifting event, of
two quantifiers associated witivery boy and a which all the boys are agents.”
store can actually scope underneath the existen- o
tial quantifier for the event — in the spots occu-
pied above by “has-agent” and “has-patient”. This
gives rise to an additional three readings, whose
meanings may not be immediately obvious. To
make the matter clearer, consider (2).

Taking turns, perhaps in a piano-lifting com-
petition, each of the boys lifted the piano.
This corresponds to the reading whéfes
the root of the sentence’s semantics. More
technically, “For every boy, there exists some
piano-lifting event of which he is the sub-
(2) Every boy lifted-the-piano ject”.

3_V_Ve d_o not consider the information contained in the tense There is actually some debate as to whether the
of visited in this paper . . . .

“Note that, unlike (Nesson and Shieber, 2006), our semafir'st reading can be obtained with the word “ev-

tic trees do not derive a string which represents the semantiary”. See (Winter, 2002) for a detailed discussion.
rather, our derived tree itself represents the semantics. Our

trees could be easily modified (with additional terminal sym-  ®Alternatively, substitute your favorite intransitive verb.
bols) to allow for the semantics to be read off as a string. WeVe use “lifted-the-piano” because it makes the newly avail-
see no urgent theoretical of practical need for this, howeverable readings easy to visualize.
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t S
I —~
Vx(xe<et>, t) NP vP
<o T /\NP \\
1 2 every ,visited NP
| SN
boy zy(ye<et>, t,) boy a N|P
/\

<et> t store
|
, not-empty(<v,t>))
store —
<v,t>‘
'
Allwin <vt> s.t. t,
<vt>,
1
t, Allzin <vt> st t,
! <v,'t>‘\
has-agent(v,, e,) | t
7 L 2
visit |
1 has-patient(v,, e,)
—_—
'
z y

For every boy, there is a store that he visited

Figure 2: Two readings foEvery boy visited a

store.
t s
|
Vx(xe<e,t>, t,) NP/\VP
I~ |
<e.t>, t every NP lifted

|
not-empty(<v,t>,)

\
boy <t

|
Allyin<v,t> st t,
/\
<v,t> t,
L
has-agent(v, , e,)
lifted-the-piano />~~~

...lifted-the-piano separately

Figure 3: Two meanings fdevery boy lifted a pi-

ano

The precise treatment is beyond the scope of th
paper, but if you prefer, repla@sery boy with all-
the boys, and the readings become readily avail

able.

has-agent(v,, e,)

the
boy Piano

t
|
Jy(ye<et> t)
/\
<et>, t,
\
store VX(xe<e,t> t)

<et>, t,

[
b!)y not-empty(<v,t>)
-
<V,t>'
'
Allwin <vt> s.t.t,
<V,t>‘

1
t, Allzin <vt> st t,

! <v7t>1\
| t
visit

1
'

z y

There is a store that every boy visited

t

1
not-empty(<v,t>,)
1
<v,t>‘
\
Allyin <v,t> sit. t,
—

<v,t>1 t2

/
lifted-the-piano
Vx(xe<et>, t,)
<e,t>, t,
’ \
has-agent(v,, e,)
—~
\/1 e2
I 1
y X

...lifted-the-piano jointly

has-patient(v,, e,)
_—

t
1

Vx(xe {X, X} t,)

Figure 4. Conjunction modeled as quantification
in UVGDL

(3) John and Mary lifted-the-piano

Here it is unclear if we are conjoining at the
entity level (John and Mary lifted the piano to-
gether) or the sentence level (John lifted the piano
and separately, Mary lifted the piano). Devising
an analysis of coordination that accounts for both
boolean coordination (as in the second case) and
entity coordination (as in the first) has been a chal-
lenge for many researchers. Sometimes two fun-
damentally different meanings of words likad
are proposed to account for this phenomenon: one
that conjoins multiple entities or sets of entities
into a larger set, and another that conjoins multi-
ple propositions into a single proposition (Partee
and Rooth, 1983).

We attempt to construct a single semantic treat-
ment for conjunction by modeling it as quantifica-
tion over an explicitly defined set (the conjuncts).
Following a rough syntactic treatment more or less
as suggested by (Sarkar and Joshi, 1996), the se-
mantics for words duplicated across all conjuncts
Brm the “assertion” of this quantifier, and the
words specific to the individual conjuncts form the
elements of the set to be quantified over (figure 4).
Besides eliminating the need to potentially dupli-
cate semantic formulas, this allows the conjuncts

5 Conjunction as Quantification ) _
to be of any one semantic type, while preserv-

The ambiguity in sentence (2) is very similar toing conjunction as an operation ovetype values.

a general ambiguity observed when studying condith this analysis, we neatly obtain two readings
junction, namely the issue of entity coordinatiorfor John and Mary lifted-the-piano, with no dupli-
versus sentence coordination. Roughly speakingation of semantic rules and a single analysis of
it is unclear whether in (2) we are constructing and (see Figure 5).

compound subject out avery boy, and applying It should be noted that we will require ttea-
that subject (containing the set of all boys) to a sintire semantic components of the words forming the
gle event, or if we are constructing many events;onjuncts — not just their synchronous productions
each of which has a simple subject. The same am-to scope underneath the conjunction. Conjunc-
biguity arises if we substitute a conjunction for thetion will need to be a sort of island in this sense.
quantifier: Otherwise, we run the risk of having elements of
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' | Mary jiftpiano John Mary o stituted in place of the bound variable it introduces

John (lift-piano)

Figure 5: Two analyses falohn and Mary lifted a

piano

one conjunct scope over elements of another.

|
Allyin<vt> st t,
—_— N\
<v,t>, t,
I .
lift-piano has-agent(y, e,)
—~
V1 e1
' A
Yy X

6 Conjunction Of Quantifiers

in its assertion. The value of the quantifier expres-
sion as a whole (true or false) is dependent upon
the values observed from its assertion when differ-
ent possible values are substituted in. Under the
SynchUVGDL formalism, formulae are not dupli-

cated, and so quantifiers are able to project only a
single copy of their bound variable into their as-

sertion. Furthermore, as per the semantic treat-
ment developed in (Lerman and Rambow, 2008),
a quantifier's restrictor is simply a set — it does

not contain any instances of the quantifier's bound
variable. Thus, we are able to construct an under-
specified quantifier as shown in figure 6 — quan-
tifiers with a specified restrictor set, but with no

Simple sentences such as (3) can be handled Vegﬁfecific assertion (ye®)

easily with this approach, but we encounter diffi-
culties when we replaciwhn andMary with quan-

tified NPs, as in (4).

(4) Every boy and most girls lifted-the-piano

Intuitively, these underspecified quantifiers may
be thought of as “choice functions,” selecting an
arbitrary element of their restrictor set. In the case
of universal quantifiers, the choice function would
be something like “pick any” (implying, as per

The difficulty comes in the non-contiguous na i -~
ture of the quantifiers: the individual conjuncts fort€ Normal universal quantifier, that the same truth

every boy andmost girls must contain the quanti- conditions hold for any member of the set). For an
fier, the quantifier restrictor, and the variable th&XiStential quantifier, the choice function would be
quantifier introduces into its assertion. HoweverS°Mething I|ke" nondeterministically pick a privi-
the semantics dffted-the-piano needs to show up '€9ed member” (implying that there exists at least
in the assertion of the conjunction. This is nofN€ Privileged member of whom something is
possible under the formalism as presented. AfrUe)- These quantifiers are now contiguous, and

proaches that do not have this problem, such Juay be used yvith our conjunction framework triv-
the generalized conjunction of (Partee and Root/fly: @s seen infigure 7.

1983), instead require conjuncts to be “cast up*—; . . o
The notion of underspecifying a quantifier in some man-

and their representgtlons changed depen_dlng @B is not new; as will be shown shortly, this representation is
the other conjuncts in question — not easily repsimilar to one used in (Hobbs and Shieber, 1987).
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t‘ If we ignore conjunction for a moment, this

not-empty(<v.t>,) algorithm can be applied to the SynchUVGDL
? N framework with almost no modification. After
VP o 1 having constructed the semantic tree for a sentence
NP VP m&t' t (with underspecified quantifiers), one can iterate
NP ho NP ifipiano <v,|t>' tlz through the quantllflers in any order permitted by
~ lft-piano wx(xe (X, X} t) the Shieber algorithm, and move each to any
every NP most NP " type argument position that dominates it (so long
boy girls >'<1 X‘z tf as no variables lose their binding). As before, the
v M hasagently,e)  quantifier and its restrictor move, the quantifier's
boy gl o e bound variable is left behind as a trace, and the
Do logic that used to fill that position becomes the
yox guantifier assertion. This is facilitated by the struc-

ture of fully-specified quantifiers — they taketa
Figure 7: “Every boy and most girls lifted-the-type argument, and are themselvetype. Thus,
piano [together]” with underspecified quantifiers. the movement operation is essentially adjunction,

plus leaving a trace. Because the semantic frame-

o . work we are working with is neo-Davidsonian,
The only challenge arising from this representa;, . . . X
L . his adaptation of the scope-restoration algorithm
tion is that we have destroyed all notion of quan-

o o enables us to generate the additional single- and
tifier scope. Because quantifiers are now local tg . )
. . .. multiple-event readings as well, as the introduc-
their restrictor sets, we are no longer able to dIStIr}-. . :
. : on of subjects and objects create more arguments
guish the two common readings of sentences su% tvpet in the semantic tree
as “Every boy visited a store.” At some level, this yp '
is a good thing, as sentences such as these are imhus, so far the standard SynchUVGDL ap-
fact ambiguous between their two readings. A sgroach and the approach using underspecified
mantic formula for the meaning of a sentence thajuantifiers (along with the Hobbs-Shieber algo-
doesn’'t commit to a particular reading is desirableithm for disambiguating scope) are equivalent: in
in many cases. However, it is important to be abléhe standard SynchUVGDL approach, the dom-
to produce from this representation the completiance links in the semantics for quantifiers ex-
set of valid readings for a sentence. As Hobbs artess the potential for extended scope, while the

Shieber (1987) and others have pointed out, findsombination of the definition of the formalism (the

ing valid scopings is not a trivial task. meaning of dominance links) and the way the se-
_ N mantic side of the SynchUVGDL is constructed
7 Restoring Quantifier Scope determine the actual scope readings. The standard

Hobbs and Shieber (1987) present an algorithm foSrynChUVGDL approach is declarative, a_nd Scope
- . . . . is actually computed using general algorithms for
finding the valid quantifier scopings in a sentence;

Roughly speaking, they iterate through the (Curprocessmg SynchUVGDLs, nat-hoc algorithms

rently underspecified) quantifiers of a sen'[encef?r SCOpe.

in such an order that no quantifier is visited be- When we introduce conjunction back in, the al-

fore any other quantifier that dominates it. Eaclgorithm must be extended somewhat. First, in the
guantifier visited is “moved” to some opaque arcase of coordinating quantified NPs, the quanti-
gument position dominating it, or to the root offier would need to be able to expand to some node
the sentence, such that bound variables don't losdgthin the assertion of the conjunction. That is to

their binding. The quantifier and its restrictor aresay, the conjunction would need to be viewed as
moved, the quantifier “leaves behind” a copy of itsterating through its conjuncts, substituting each

bound variable, and whatever logic used to fill thainto its assertion, then letting any quantifiers ex-

opaqgue argument (including the left-behind boung@and from its temporary position in the assertion,

variable) become the quantifier's assertion. Bwnd then repeating the process with the next one.
choosing a different iteration order, or by choosCrucially, the expansion happens “after” the con-

ing different “landing sites” for each quantifier, alljunct has been substituted into the assertion of the
possible scope relations can be generated. conjunction.
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¢ All the boys and most of the girls gathered together around the piano aetthévdifted it.

e Each of the children individually lifted it.

¢ All of the boys lifted the piano together, then they left and most of the girls liftexijether.
o All of the boys lifted the piano together, then most of the girls lifted it individually

e Most of the girls lifted the piano together, then all of the boys lifted it indivijua

Figure 8: Readings fdEvery boy and most girls lifted-the-piano

This is necessary because, although we are amlerspecified model of quantification. The next log-
alyzing conjunctions as having the same strudeal step would be to examine the possibility of
ture as quantifiers, they nonetheless quantify oversing the underspecified quantifier model with the
much richer objects. No matter how complex ajuantifier we have introduced for conjunction — in
(normal) quantifier’s restrictor may be, it will ulti- short, underspecified conjunction. If conjunction
mately yield a set of simple, atomic objects suclis made underspecified in the same way as quan-
as entities. Because in the case of conjunctiatification (see figure 9), the semantic trees for sen-
we are quantifying over arbitrary expressions (stences with conjunction become much more intu-
arbitrary in fact, that each element of the restricitive. Scope disambiguation would then proceed
tor set must be vocalized individually, rather tharin the same manner as before — for instance, any
in some compact expression as with a phrase lilguantifiers embedded in a conjunct of a conjunc-
“every boy"), additional processing may be needeton could only be raised after the conjunction it-
after the elements are substituted into the asseself did so. The only difference is that conjunction
tion. While this requires significantly more com-must still be an island for quantifier raising: em-
putation, note that there are tremendously fewdredded quantifiers still may not ever scope above
objects to iterate through: whereas a phrase liklhe conjunction.

“every boy” may refer to hundreds or thousands of Whereas previously sentences suchEasry
boys, each element in a conjunction must be vocaboy and most girls lifted-the-piano had different
ized individually, and so we rarely see more thapossible readings depending on the scope selected
three or four of these in a single sentence. for and, the representation in figure 10 encom-

Additionally, recall that conjunctions must bePasses all 5 possible scope orderings which are
treated as islands for the semantics of their corfummarized in Figure 8. It is, however, unclear
juncts. This property must be retained in the convhether all five readings really exist. We believe
text of quantifier expansion — otherwise we mighthe first two readings are clearly licensed by the
license readings for (4) wherein the girls lift theSentence, but the last three are somewhat dubious.
piano once for each boy present. So, we prohiblftuitively, it seems that the quantifieesery and
quantifiers from expanding over any conjunction&0st ought to move in parallel, but this behavior
they may be under. Note that this will never crels hard to enforce in a way that still makes sense
ate a problem wherein quantifiers have no place #§ Sentences without such similar NFs/€ry boy
expand: they expand once they're substituted int@d Susan lifted-the-piano). In our example sen-

the assertion of the conjunction, and the root of thiénce, the two desired readings could be obtained
assertion is always of type neatly by declaring the assertion of a conjunction

to be “opaque” with respect to quantifiers — they

We see now that the new approach for conjomeéiust raise above or below the entire thing (but ob-

guantifiers has no clear equivalent representatiq/ri1Ously stay under the conjunction itself). This

ould create exactly one reading for each possible

in the standard SynchUVGDL approach: this i

because the quantifiers are “temporarily moVe%osition for the conjunction to raise to. It is not

into the assertion for expansion, which cannot b lear whether this approach would work in more

replicated in a declarative approach. Thus, these
. . o complex cases.

kinds of semantic derivation pose a problem for

semantic theories relying entirely on synchronoug Conclusion

formalisms.

To this point we have experimented with treatdn conclusion, we have explored how we can
ing conjunction as quantification, and with an unexpress the semantics of coordination in a syn-
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Abstract /S\
The derivation trees of a tree adjoining /NP\ /VP\
grammar provide a first insight into the D NP v VP
sentence semantics, and are thus prime tar- PN N N
gets for generation systems. We define N‘P F" ]‘3 N‘P has “/ /NP\
a formalism, feature-based regular tree N of the N caught D NP
grammars, and a translation from feature | | | |
based tree adjoining grammars into this one cats a N
new formalism. The translation preserves ﬁlh

the derivation structures of the original
grammar, and accounts for feature unifica-
tion.

1 Introduction

Each sentence derivation in a tree adjoining gram-
mar (Joshi and Schabes, 1997, TAG) results in two
parse trees: a derived tree (Figure 1a), that rep-
resents the phrase structure of the sentence, and a
derivation tree (Figure 1b), that records how the
elementary trees of the grammar were combined.
Each type of parse tree is better suited for a differ-
ent set of language processing tasks: the derived
tree is closely related to the lexical elements of the
sentence, and the derivation tree offers a first in-
sight into the sentence semantics (Candito and Ka-
hane, 1998). Furthermore, the derivation tree lan-
guage of a TAG, being a regular tree language, is
much simpler to manipulate than the correspond-
ing derived tree language.

Derivation trees are thus the cornerstone of sev-
eral approaches to sentence generation (Koller and
Striegnitz, 2002; Koller and Stone, 2007), that
rely crucially on the ease of encoding regular tree
grammars, as dependency grammars and planning
problems respectively. Derivation trees also serve
as intermediate representations from which both
derived trees (and thus the linear order informa-
tion) and semantics can be computed, e.g. with the
abstract categorial grammars of de Groote (2002),

(a) Derived tree.

caught

NPy _ -]~ =< _NP;

_ - vP T~
cats has fish

| NP | NP
the a

NP,

one of

(b) Derivation tree.

Figure 1: Parse trees for “One of the cats has
caught a fish.” using the grammar of Figure 2.

Pogodalla (2004), and Kanazawa (2007), or simi-
larly with the bimorphisms of Shieber (2006).

Nevertheless, these results do not directly ap-
ply to many real-world grammars, which are ex-
pressed in a feature-based variant of TAGs (Vijay-
Shanker, 1992). Each elementary tree node of
these grammars carries two feature structures that
constrain the allowed substitution or adjunction
operations at this node (see for instance Figure 2).
In theory, such structures are unproblematic, be-
cause the possible feature values are drawn from
finite domains, and thus the number of grammar
categories could be increased in order to account
for all the possible structures. In practice, the sheer
number of structures precludes such a naive im-

Proceedings of The Ninth International Workshop on Tree Adjoining Grammars and Related Formalisms
Tiibingen, Germany. June 6-8, 2008.



142

Schmitz and Le Roux

[)ﬁp\ s o - om | NP S N‘P
D[y v NP No ol e INpy | No
N
Np™* P b{,ﬁ{mﬁ;ii NP, ca‘ts M‘[ aaw?sg]VPr ﬁlh
‘ def : 4 ”“"y\ ‘
N‘O of D‘Q ”""‘[coﬂiﬂNP; VQ"""’[M“W""}Vp? caught D‘O m:[wfﬂﬁsfg}NP;
one the has a

Figure 2: A feature-based tree adjoining grammar. For the sake of clarity, we identify elementary trees

with their anchors in our examples.

plementation: for instance, the 50 features used
in the XTAG English grammar (XTAG Research
Group, 2001) together define a domain containing
more than 109 different structures. Furthermore,
finiteness does not hold for some grammars, for
instance with the semantic features of Gardent and
Kallmeyer (2003).

Ignoring feature structures typically results in
massive over-generation in derivation-centric sys-
tems. We define a formalism, feature-based regu-
lar tree grammars, that produces derivation trees
that account for the feature structures found in a
tree adjoining grammar. In more details,

e we recall how to generate the derivation trees
of a tree adjoining grammar through a regular
tree grammar (Section 2), then

e we define feature-based regular tree gram-
mars and present the translation from feature-
based TAG (Section 3); finally,

e we provide an improved translation inspired
by left corner transformations (Section 4).

We assume the reader is familiar with the the-
ory of tree-adjoining grammars (Joshi and Sch-
abes, 1997), regular tree grammars (Comon et al.,
2007), and feature unification (Robinson, 1965).

2 Regular Tree Grammars of Derivations

In this section, we define an encoding of the set of
derivation trees of a tree adjoining grammar as the
language of a regular tree grammar (RTG). Sev-
eral encodings equivalent to regular tree grammars
have been described in the literature; we follow
here the one of de Groote (2002), but explicitly
construct a regular tree grammar.

Formally, a tree adjoining grammar is a tuple
(3,N, I, A,S) where X is a terminal alphabet, N

is a nonterminal alphabet, I is a set of initial trees
a, A is a set of auxiliary trees § and S is a distin-
guished nonterminal from N. We note -, the root
node of the elementary tree v and 3y the foot node
of the auxiliary tree . Let us denote by 71, ..., Vn
the active nodes of an elementary tree -y, where a
substitution or an adjunction can be performed;'
we call n the rank of -y, denoted by rk(vy). We set
71 to be the root node of v, i.e. y; = . Finally,
lab(~y;) denotes the label of node ~;.

Each elementary tree y of the TAG will be con-
verted into a single rule X — ~(Y7,...,Y;,) of
our RTG, such that rk(y) = n and each of the
Y; symbols represents the possible adjunctions or
substitutions of node ~;. We introduce accord-
ingly two duplicates Ng = {X4 | X € N} and
Ng ={Xgs| X € N} of N, and a nonterminal la-
beling function defined for any active node v; with
label lab(~;) = X as

() = {XA

if 7; is an adjunction site 0

Xg if 7; is a substitution site

The rule corresponding to the tree “one of” in Fig-
ure 2 is then NP 4 — one of (NP4, D g, P4, Ny),
meaning that this tree adjoins into an NP labeled
node, and expects adjunctions on its nodes NP,.,
D, P, and N. Given our set of elementary TAG
trees, only the first one of these four will be useful
in a reduced RTG.

Definition 1. The regular derivation tree gram-
mar G = (Sg, N, F, R) of a TAG (X, N, I, A, S)
is a RTG with axiom Sg, nonterminal alphabet
N = Ng U Ny, terminal alphabet F = TU AU

"We consider in particular that no adjunction can occur at
a foot node. We do not consider null adjunctions constraints
on root nodes and feature structures on null adjoining nodes,
which would rather obscure the presentation, and we do not
treat other adjunction constraints either.
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{€a} with ranks rk(~y) for elementary trees 7 in caught caught
I U A and rank O for € 4, and with set of rules /l\
cats €A fish fish  has cats
R={Xg — a(nt(ay),.. nt(ozn)) | | | | |
|a e l,n=rk(a),X =lab(a;)} €4 €A the  has €4
O (X4 BOt(Bh), - nt(5n) I
| B€ A,n=rk(B),X =lab(5,)} one of &4
U{XA—>€A|XA€NA}
€A

O

The e-rules X4 — e4 for each symbol X4
account for adjunction sites where no adjunction
takes place. The RTG has the same size as the
original TAG and the translation can be computed
in linear time.

Example 2. The reduced regular tree grammar
corresponding to the tree adjoining grammar of
Figure 2 is then:

(Ss,{Ss, VPs, VP4, NPs, NP 4},
{one of, the, cats, has, caught, a, fish,£4 },
{ Ss — caught(NPs, VPA7 NPs),
NPg — cats(NP4),

NPs — fish(NP.),
NPy — the(NPA),
NPA — a(NPA),
NP 4 — one of (NP y4),
NP4 — €4,

VP4 — has(VPy4),
VPA — EA}>

O

Let us recall that the derivation relation induced
by a regular tree grammar G = (Ss,N,F,R)
relates terms®> of T(F,N), so that t = ¢
holds iff there exists a context® C' and a rule
A — a(Bi,...,By) suchthatt = C[A] and ¢’ =
Cla(Byi,...,By)]. The language of the RTG is
LG)={teT(F)|Ss=*t}.

One can check that the grammar of Example 2
generates trees with a root labeled with “caught”,
and three subtrees, the leftmost and rightmost of
which labeled with “cats” or “fish” followed by an
arbitrary long combination of nodes labeled with
“one of”, “a” or “the”. The central subtree is an

2The set of rerms over the alphabet F and the set of vari-
ables X is denoted by T'(F, X); T(F,0) = T(F) is the set
of trees over F.

3A context C'is a term of T(F, X U {z}), z ¢ X, which
contains a single occurrence of z. The term C[t] for some
term ¢ of T'(F, X') is obtained by replacing this occurrence
by t.

Figure 3: Some trees generated by the regular tree
grammar of Example 2.

arbitrary long combination of nodes labeled with
“has”. Each branch terminates with € 4. Two of
these trees can be seen on Figure 3. Our RTG gen-
erates the derivation trees of a version of the orig-
inal TAG expunged from its feature structures.

3 Unification on TAG Derivation Trees

3.1 Feature-based Regular Tree Grammars

In order to extend the previous construction to
feature-based TAGs, our RTGs use combinations
of rewrites and unifications—also dubbed narrow-
ings (Hanus, 1994)—of terms with variables in
N x D, where N denotes the nonterminal alphabet
and D the set of feature structures.*

Definition 3. A feature-based regular tree gram-
mar (S,N,F,D,R) comprises an axiom S, a
set A/ of nonterminal symbols that includes S, a
ranked terminal alphabet F, a set D of feature
structures, and a set R of rules of form (A, d) —
a((By,d}),...,(Bn,d,)), where A, By,...,B,
are nonterminals, d,d),...,d] are feature struc-
tures, and a is a terminal with rank n.

The derivation relation = for a feature-based
RTG G = (S,N,F,D, R) relates pairs of terms
from T'(F, N x D) and u-substitutions, such that
(s,e) = (t,€) iff there exist a context C, a rule
(A,d) — a((B1,d}),...,(Bp,d),)) in R with
fresh variables in the feature structures, a structure

*“In order to differentiate TAG tree substitutions from term
substitutions, we call the latter u-substitutions. Given two fea-
ture structures d and d’ in D, we denote by the u-substitution
o = mgu(d,d’) their most general unifier if it exists. We
denote by T the most general element of D, and by id the
identity.
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d', and an u-substitution o verifying

=C[(A,d)], o0 = mgu(d,e(d)), e =coe

andt = Cla((B1,0(d})), .., (Bn,o(d))))]-
The language of G is
L(G)={teT(F)|3e,((S,T),id) =" (t,e)}.

O

Features percolate hierarchically through the
computation of the most general unifier mgu
at each derivation step, while the global u-
substitution e acts as an environment that commu-
nicates unification results between the branches of
our terms.

Feature-based RTGs with a finite domain D are
equivalent to regular tree grammars. Unrestricted
feature-based RTGs can encode Turing machines
just like unification grammars (Johnson, 1988),
and thus we can reduce the halting problem on the
empty input for Turing machines to the emptiness
problem for feature-based RTGs, which is thereby
undecidable.

3.2 Encoding Feature-based TAGs

For each tree v with rank n, we now create a
rule P — ~(P,...,P,). A right-hand side pair
P; = (nt(v;), d}) stands for an active node y; with
feature structure d, = feats(y;) = [tbon’z ﬁ EZ‘;EZY;))],
where top(~;) and bot(;) denote respectively the
top and bottom feature structures of ;.

The left-hand side pair P = (A, d) carries the
interface d = in(y) of ~ with the rest of the gram-
mar, such that d percolates the root top feature,
and the foot bot feature for auxiliary trees. For-
mally, for each initial tree o in I and auxiliary tree
0 in A, using a fresh variable ¢, we define

in(a) = 107 oot 2
i top : t
in(8) = [z | @

The interface thus uses the top features of the root
node of an elementary tree, and we have to im-
plement the fact that this top structure is the same
as the top structure of the variable that embodies
the root node in the rule right-hand side. With the
same variable ¢, we define accordingly:

if v, =y
otherwise

[ o]
feat(%) = [top : tOP('Yi)]

bot : bot(~;)

top 1 v

Finally, we add e-rules (X4, [M ; U]) — g4 for
each symbol X 4 in order to account for adjunc-
tion sites where no adjunction takes place. Let us
denote by tr(+y;) the pair (nt(y;), feats(7;)).

Definition 4. The feature-based RTG G =
(Ss, NgUN4,F,D,R) of aTAG (X, N, I, A, S)
with feature structures in D has terminal alphabet
F = I U AU {ea} with respective ranks rk(a),
rk(3), and 0, and set of rules

R={(Xs,in(a)) — altr(e),. .., tr(an))
|ael,n=rk(a ) —Iab(ar)}
U{(Xa,in(3)) — B(tr(B1), ..., tr(Bn))
| B € A;n=rk(B3),X =lab(5)}

U{Xa [ihii] —eal Xa€Na}
L]

Example 5. With the grammar of Figure 2, we ob-
tain the following ruleset:

SsT — caught
(NPs [top : (agr: 1], VP 4 [ivv de} ] NPST)

bot : [mode : ppart]
NPg [tor: t] — cats (NPA [bot:[agr:.ipl]})
NPg [tor: t] — fish(NP 4 [tor : t])

- top : t

N BT A M)
top = t gr : 3s,

wea [ )] o (vea [ L))

top ¢ t

NPa o[y
NP4 [0

VP a [bm : [mode : ppar) | — has (VPA [’;i [ng; ‘%r:ﬂ ])
VP [

agr :
© | const :

st i 4
—Ea

]

)] _

% — oneof (VP [z ]
]

]

— €A
Ol

With the grammar of Example 5, one can gen-
erate the derivation tree for “One of the cats has
caught a fish.” This derivation is presented in Fig-
ure 4. Each node of the tree consists of a la-
bel and of a pair (t,e) where ¢ is a term from
T(F,N x D) and e is an environment.’> In or-
der to obtain fresh variables, we rename variables
from the RTG: we reuse the name of the variable in
the grammar, prefixed by the Gorn address of the
node where the rewrite step takes place. Labels in-
dicate the chronological order of the narrowings in
the derivation.

Labels in Figure 4 suggest that this derivation
has been computed with a left to right strategy. Of

course, other strategies would have led to the same

> Actually, we only write the change in the environment at
each point of the derivation.
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result. The important thing to notice here is that
the crux of the derivation lies in the fifth rewrite
step, where the agreement between the subject and
the verb is realized. Substitutions sites are com-
pletely defined when all adjunctions in the sub-
tree have been performed. In the next section we
propose a different translation that overcomes this
drawback.

4 Left Corner Transformation

Derivations in the previous feature-based RTG are
not very predictive: the substitution of “cats” into
“caught” in the derivation of Figure 1b does not
constrain the agreement feature of “caught”. This
feature is only set at the final e-rewrite step after
the adjunction of “one of”, when the top and bot-
tom features are unified. More generally, given a
substitution site, we cannot a priori rule out the
substitution of most initial trees, because their root
does usually not carry a top feature.

A solution to this issue is to compute the deriva-
tions in a transformed grammar, where we start
with the e-rewrite, apply the root adjunctions in
reverse order, and end with the initial tree substi-
tution. Since our encoding sets the root adjunct
as the leftmost child, this amounts to a selective
left corner transformation (Rosenkrantz and Lewis
IL, 1970) of our RTG—an arguably simpler intu-
ition than what we could write for the correspond-
ing transformation on derived trees.

4.1 Transformed Regular Tree Grammars

The transformation involves regular tree grammar
rules of form Xg — (X4, ...) for substitutions,
and X4 — (X4, ...) and X4 — e4 for root ad-
junctions. After a reversal of the recursion of root
adjunctions, we will first apply the € rewrite using
arule Xg — eg(X) with rank 1 for eg, followed
by the root adjunctions X — (X, ...), and finally
the substitution itself X — «(...), with a decre-
mented rank for initial trees.

Example 6. On the grammar of Figure 2, we ob-
tain the rules:

Ss — caught(NPs, VP4, Nps)
NPs — eg(NP)

NP — cats

NP — fish

NP — the(NP)

NP — one of( NP)
VP4 — has(VPy4)
VPa —ca

O

Adjunctions that do not occur on the root of
an initial tree, like the adjunction of ‘“has” in
our example, keep their original translation using
X4 — B(Xa,...)and X4 — e4 rules. We use the
nonterminal symbols X of the grammar for root
adjunctions and initial trees, and we retain Xg for
the initial g rewrite on substitution nodes.

Definition 7. The left-corner transformed RTG
Gie = (Ss, N U Ng U Ny, Fie, Ric) of a TAG
(3,N,1I,A,S) has terminal alphabet F. = I U
A U {ey,es} with respective ranks rk(a) — 1,
rk(8), 0, and 1, and set of rules

R = {X5—>€5(X) |X5€NS}
U {X — a(nt(a),...,nt(ay))
|a e l,n=rk(a),X =lab(a,)}
U {X - ﬁ(Xv nt(ﬁZ) ) nt(ﬁn))
| B € An=rk(3),X =lab(f)}
U {Xa— B(nt(B1),...,nt(Gn))
| B € An=rk(B),X =lab(B)}
U {XA—>6A|XA€NA}
1

Due to the duplicated rules for auxiliary trees,
the size of the left-corner transformed RTG of a
TAG is doubled at worst. In practice, the reduced
grammar witnesses a reasonable growth (10% on
the French TAG grammar of Gardent (2006)).

The transformation is easily reversed. We de-
fine accordingly the function Ic! from T'(F) to

T(F):
Ic'l(sg(t)) =s(t,en)
S(ﬁ(tl,tg,...,tn),t)
= s(t1, B¢, f3,(t2), -5 f8,(tn)))
S(Oé(tl,u-atn) t) = a(t fOCQ(tl)? 7f0ln+1( >)
a(V(tlv °"7tn)) = V(f’n (tl)v 3% f'yn( TL))

7, adjunction site

It (¢) ; substitution site

fu) = {a(t)

We can therefore generate a derivation tree in
L(G)c) and recover the derivation tree in L(G)
through Ic"!.

4.2 Features in the Transformed Grammar

Example 8. Applying the same transformation on
the feature-based regular tree grammar, we obtain
the following rules for the grammar of Figure 2:

SsT — caught
(NPS [top : Laar: 1], VP 4 [w : bﬁ’a‘??i;ﬁd] ] ,NPST)

bot : [mode : ppart ]
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NPs [wr:] — es (NP [1:4])
NP [bot : [agr: 31]] — cats
NPT — fish

NP |:hnrt[m?lz§i]:| — the (NP [hn,:t{”g}qlttzr;}])
Pl )
top
[W: aqrﬁf]”

t :t
bot & [mode : ppart] } — has (VPA [boi [m%; ?.:5]]
t
VPa[ihiv] —ea

:+
dcf:—
%g]

— one of(

Since we reversed the recursion of root adjunc-
tions, the feature structures on the left-hand side
and on the root node of the right-hand side of aux-
iliary rules are swapped in their transformed coun-
terparts (e.g. in the rule for “one of”).

This version of a RTG for our example gram-
mar is arguably much easier to read than the one
described in Example 5: a derivation has to go
through “one of” and “the” before adding “cats”
as subject of “caught”.

The formal translation of a TAG into a trans-
formed feature-based RTG requires the following
variant try. of the tr function: for any auxiliary tree
0 in A and any node ~; of an elementary tree - in
I U A, and with ¢ a fresh variable of D:

ime(8) = [ 82 b | 5)
[top it ( ):| f
top : top(yr 1 i = Yr
featslc (,}/7,) — baI; : bo‘z("yy',«) 7 7 (6)
feats(y;) otherwise
tric(vi) = (nt(7:), featsic(vi)) @)

Definition 9. The left-corner transformed feature-
based RTG G\, = <Ss, NUNgUNy4, Fie, D, R1C>
of aTAG (%, N, I, A, S) with feature structures in
D has terminal alphabet Fio = I U AU {e4,e5}
with respective ranks rk(a) — 1, rk(53), 0, and 1,
and set of rules

Rie={Xg[wr:1] > es(X [}%:1]) | Xs € Ng}
U{(X, feats(ay)) —

altrie(az), ..., tre(ay))
|a € I,n=rk(a),X =lab(a,)}
U{(X, featsic(f1)) —
ﬂ((Xa inlC(ﬁ))a tr10(52)7 v 7tr1C(ﬁn))
| € A,n=rk(B),X =lab(8,)}

U{(Xa,in(8)) —

B(tr(61), tre(Be), - - -
BeAn=rk3),X =
U{Xa [iit] = eal Xa€ Na}

, e (Bn))
lab(3,)}

O

Again, the translation can be computed in linear
time, and results in a grammar with at worst twice
the size of the original TAG.

5 Conclusion

We have introduced in this paper feature-based
regular tree grammars as an adequate represen-
tation for the derivation language of large cov-
erage TAG grammars. Unlike the restricted uni-
fication computations on the derivation tree con-
sidered before by Kallmeyer and Romero (2004),
feature-based RTGs accurately translate the full
range of unification mechanisms employed in
TAGs. Moreover, left-corner transformed gram-
mars make derivations more predictable, thus
avoiding some backtracking in top-down genera-
tion.

Among the potential applications of our results,
let us further mention more accurate reachability
computations between elementary trees, needed
for instance in order to check whether a TAG com-
plies with the tree insertion grammar (Schabes and
Waters, 1995, TIG) or regular form (Rogers, 1994,
RFTAG) conditions. In fact, among the formal
checks one might wish to perform on grammars,
many rely on the availability of reachability rela-
tions.

Let us finally note that we could consider the
string language of a TAG encoded as a feature-
based RTG—in a parser for instance—, if we ex-
tended the model with topological information, in
the line of Kuhlmann (2007).
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Abstract

In this paper, we present an STAG analysis
of English reflexives. In the spirit of Ryant
and Scheffler (2006) and Kallmeyer and
Romero (2007), reflexives are represented
as a multi-component set in the syntax,
with a degenerate auxiliary tree controlling
the ¢ feature agreement between a reflex-
ive and its antecedent. On the semantics
side, the reflexive is a valence-reduciihg
expression, identifying two arguments of
a single predicate. We then demonstrate
that with minimal modifications, our anal-
ysis can be extended to capture raising and
ECM cases. Finally, we argue that Condi-
tion A of Chomsky’s binding theory can be
derived as a consequence of our treatment
of reflexives.

Introduction

Chung-hye Han
Department of Linguistics
Simon Fraser University
chunghye@f u. ca

David Potter
Department of Linguistics
Simon Fraser University
dkpl@fu. ca

(2007) in using unreducea-expressions. This al-
lows A-conversion to apply in the semantic de-
rived tree, producing the final logical form. Our
approach uses three different forms of the reflex-
ive, T-form, V'-form and TP-form, each repre-
sented as a multi-component set in syntax, follow-
ing Ryant and Scheffler (2006) and Kallmeyer and
Romero (2007), and as a reflexive function in se-
mantics. With this, we capture all the core verbal
argument cases of reflexive use. We further show
how only one of the three forms is acceptable in
a given sentence and how Condition A of Chom-
sky’s (1981) binding theory can be derived as a
consequence of our analysis.

While we adopt the same basic syntax as Ryant
and Scheffler and Kallmeyer and Romero, seman-
tically our approaches are quite different. The pre-
vious approaches employ semantic feature unifi-
cation in the derivation structure (Kallmeyer and
Romero, 2008), with composition taking place

Synchronous Tree Adjoining Grammar (STAG)in a flat, conjunction-based semantics. Our ap-
provides an isomorphic mapping of derivations beproach uses\-calculus on the semantic derived
tween a pair of TAG grammars. This mappingree, which is constructed using the derivation

can be exploited to map a source syntactic derivatructure on the semantics side that is isomor-
tion to an isomorphic semantic derivation, whichphic to the derivation structure on the syntax side.
derives a semantic representation for a sentendérough this, we are more readily able to capture
by combining semantic elementary trees (Shiebethe insights of Reinhart and Reuland (1993), rep-
1994). As a result, STAG is a useful tool for an+esenting our reflexive as a function upon predi-

alyzing natural language phenomena at the sywates, rather than a relationship between two nom-
tax/semantics interface (Han and Hedberg, 200&als, the reflexive and its antecedent. As a con-
Nesson and Shieber, 2006; Han, 2007; Nesson asdquence of this, we make use of different forms
Shieber, 2007). We extend that research by pref the reflexive depending upon where it appears
senting an STAG analysis for reflexive pronouns ifin a predicate’s argument structure. By choosing
English, augmented with syntactic feature unificathis approach in which the reflexive works upon a

tion as defined in Vijay-Shanker and Joshi (1988)redicate, we are able to capture instances of re-
For the semantic elementary trees, we follow Haflexives occurring in both mono- and multi-clausal
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. e . aji oji abill o/bill
environments within the lexical entry of the reflex- (eim) DIP[SSQM] (e T ( ')D‘Pp’sg“’“ b T

ive itself. D jim D bill

In section 2, we present our analysis of reflex- \
ive binding in mono-clauses. We then extend our o ol
analysis to reflexive binding in raising sentences ((himseii) pp(zsgy (Shimselrr) 1+, 35gm
in section 3 and then to instances of exception |

. . ) D (o/himselfrr) Tay
case marking (ECM) sentences in section 4. ‘
. himself AP e cets>Az.P(z,z)
2 Mono-clausal Reflexives
(aintroduces)rpy, ; ¢,] («/introduces) E
In the simplest cases, a reflexive appears in th PN A
same clause as its antecedent. @orl 6] BT ol A o
(1) Jimy introduces himselfto Bill 5. T A 2l
(2) Jimy introduces Bil§ to himsel§. Vi VPlb : 6] T B
(3) \]"Th intI’OdUCES B'H’, tO h|mse|f1 introduces  [2DP;| [¢;] BV'[t:¢;] AzAyAz.introducesz,y, )
Elementary trees for (1) are in Figure 1. In v e
(aintroduces), each DP argument substitution sit \
t P [BDP:| k]

is specified with an unvaluegd feature, which will
unify with a ¢ feature from the substituted DP. 0
We adopt the feature structures proposed in Vijay=igure 1: Elementary trees falim, introduces
Shanker and Joshi (1988) and the conception @fmsdif, to Bills
feature unification defined therein. Each node has
a Top feature (notated ds:), and a Bottom fea-
ture (notated ak :). At the end of a derivation, the and will substitute into DPin (aintroduces), and
Top and Bottom features at each node must unifgghimselfr) is a degenerate 'Tauxiliary tree,
incompatible feature values will cause a derivatiospecified with a Topp feature. As in Kallmeyer
to crash. In ¢introduces), the) features from the and Romero (2007), ourj3bimselfy) ensures
DP subject and the DP direct object are passdbie agreement between the reflexive and its an-
over as Top features on the sister bar-level nodégcedent, the subject DP in [Spec,TP], by adjoin-
and Bottom features on the next highest maximang at T in (aintroduces). The Top feature of
projection. When adjoining takes place, the Tof3himself/) must unify with the Top¢ feature
features of the adjoining site must unify with theof T’, which in turn must agree with the Bottom
Top features of the adjoining auxiliary tree’s root¢ feature of TP and the feature of the subject
node, and the Bottom features of the adjoining®P in (aintroduces) through coindexation. Cru-
site unify with the auxiliary tree’s foot node Bot- cially, this is the only syntactic constraint at work.
tom features.dintroduces) is paired with a seman-In the semantics,o( himself) introduces a func-
tic elementary treed(introduces). In the seman- tion of type <<e<et>>, <et>>. This func-
tic tree, F stands for formula, R for relation and Ttion is labelled as & (Rf for reflexive), and sub-
for term. We will assume that T can host reflexivestitutes into the T node labeled with lifk i
functions as well as argument variables and cor{e’/introduces). Afteri-conversion, this function
stants. Boxed numerals indicate links between th€turns an<et> type predicate where the argu-
syntactic and semantic elementary tree pairs; if ament variable corresponding tomself and an ar-
operation is carried out at one such node on thgument variable corresponding to the antecedent
syntax side, a corresponding operation is carriedle identified. The isomorphic syntactic and se-
out at the linked node(s) in the semantics. For sinthantic derivation structures are given in Figure 2,
plicity, we only indicate links which are required and the syntactic and semantic derived trees in Fig-
in the derivation of the example sentences. ure 3.

The reflexive employed for (1) is a’-form, Virtually the same set of trees will derive (2).
identified ashimself;~. In the syntactic multi- The only difference is that the form of the reflex-
component set, ahimselfr) bears a¢ feature ive employed here is the 'Mype, as defined in

Proceedings of The Ninth International Workshop on Tree Adjoining Grammars and Related Formalisms
Tiibingen, Germany. June 6-8, 2008.



Reflexivity in English: An STAG Analysis

151

01 TP[3sgM

N

DP;[3sgM T’ [3sgM
T T VP

Jim \ VP[3sgM

N

introduces  DP;[3sgM V' [3sgM

0’1 F

o
R/\

T

jim

APAz.P(z,z)

AzAyAz.introduces$z, v, x) bill

Figure 3: Derived trees falimy introduces himself, to Bill;

o (rvintroduces)Dp o (0'1) (a/introduces)

<(f5 1)
(njim)(nbill)wmmhimselfp)} (/jim)

|

(@bill)  (o/himselfy)

Figure 2: Derivation structures fdrm, introduces
himself, to Bill;

Figure 4. The ghimself,/) adjoins at the ¥node

To derive (3), T-type reflexive must be em-
ployed but with a different semantic elementary
tree from the one in Figure 1. The neW{Jpe re-
flexive tree pair is given in Figure 7athimself)
in Figure 7 ensures that the variable corresponding
to the indirect objechimself and the variable cor-
responding to the subject antecedent are identified.

in (aintroduces) in Figure 1, ensuring the agreeThe isomorphic syntactic and semantic derivation

ment between the reflexive and its antecedent,

tisdructures are given in Figure 8 and the syntactic

direct object DP in [Spec,VP]. On the semantic&nd semantic derived trees in Figure 9. Affer

side, @’himself,/) introduces a function of type conversion has taken place on the semantic derived

<<g<e<et>>>,<e<et>>>, performing es- tree, the formula for (3) is (6).
sentially the same operation ag’lfimself/) in (©6)
Figure 1. The derivation structures for (2) are given
in Figure 5 and the derived trees in Figure 6. After
A-conversion has taken place on the semantic d

rived trees, the respective formulas for (1) and (2
are (4) and (5).

introduces(jim,bill,jim)

(ohimselfrr) ppj; :3sgM (Bhimselfr) 17+ .35gMm

D

] (a’himselfyr) Ty

himself AP cocets>>AzAx. Pz, 2, x)

(4)
()

introduces(jim, jim, bill)

introduces(jim, bill, bill)

(ahimselfy ) DPJt :35gM (Bhimself,) 7 *[t :35gM

D (o’himselﬁ”)TRf

himself AP coicots>>>A0.P(z, )

Figure 4. New elementary trees fdrmy intro-
duces Bill5 to himselfs

<(52) (aintroduces) (6'2) (o’introduce) >
DP, P, V' %\
(@il @by {(ahimsely ). himsel )} (i) (bil)  (a’himself)

Figure 5: Derivation structures fdimy introduces
Bill5 to himselfs

Figure 7: New elementary trees fdrm, intro-
duces Bill5 to himself,

. (aintroduces) (9'3) (/introduces)

oP, T/

" e

(ajim) (ubin)Dp' {(ahimselfy),(3himselfr)}  (a’jim)

)

Figure 8: Derivation structures fdrm, introduces
Bill5 to himself,

(a'bill)  (a’himselfr)

Syntactic constraints on derivation emerge
when considering cases where there is no agree-
ment between the reflexive and its antecedent, as
in (7).

(7)

Here, the reflexive would come with a degener-
ate T tree (Bherself) carrying a feature specifi-

* Jim, introduces herseffto Gillians.
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(2 TP3sgM ('2) F
/\
DP,[(ng]\T’ [3sgM R T
VAN |
D T VP R T jim
Jim \Z VP[3sgM R Trs bill
|
introduces DPJ[{sgNﬂ\V’ [3sgM AzAyAz.introducesz, y, ) AP)z.P(z, )
N
|‘3 v PP
ARV
Bill tt P DP3sgM
|
to D

Figure 6: Derived trees falimy introduces Bill; to himselfs

03 TP3sgM '3 F
/\ R/\T
AN T~

T T VP R T jim

/\ /\
Jim V; VP[3sgM R Try bill
SN |
introduces  DP;[3sgM V' [3sgM AzAyAz.introducesz, y, ) APAzA\z.P(x, 2, x)
N
D v PP
R RVAN
Bill 4 P DPy[3sgM
|
to D

himself

Figure 9: Derived trees falimy introduces Bills to himself,

cation of [3sgF]. However, substitution akJim) tion A consists of two stipulations: a locality re-
into (cintroduces) will transfer the value [3sgM] quirement, and a structural relationship between a
onto the T node of that tree. This would block thereflexive and its antecedent. Under our approach,
adjoining of (Bherself), as there would be a fea- the locality requirement is provided by the for-
ture clash preventing unification. malism, in that the composition of the multi-

Note also that (1) cannot be derived with th&omponent set must remain local to a single ele-

V’-type reflexive. While nothing in the syntax pre—me_ntary tr'ee.. A binding domain is thus naturally
vents the use of(ahimself,), (3himself, )}, fol- defined. Similar to Kallmeyer and Romero (2007),

lowing the links through to the semantics WoulOIhe c-command relationship between the reflexive

result in an illegal derivationa(himself,), which @nd its antecedent is also a consequence of our
takes an argument of typee<e<et>>> would analysis. The difference is that our analysis ac-

be substituted at a node where its sister is of Sg_omplishgs this without stipulating a dominance
mantic type<e<et>>. The semantic derivation relationship between the two members of the re-

would crash at this point, as functional applicatiorﬂex'v_e set in the syntax.. A,S shown above, the se-
cannot be applied. mantic type of the reflexive’s tree governs the loca-

tion where it can be substituted in semantics. Fol-

Thus, both the syntax and semantics work ifowing the links from the semantics back to the
concert to obviate spurious derivations. What igyntax, this translates into a constraint upon the
worth considering here is that illegal derivationsstryctural relationship between theand 3 trees

have been blocked without any recourse t0 & COly, the reflexive set. Only the derivation that pro-
straint such as Condition A. At its core, Condi-
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duces a syntactic derived tree where fhdree arate experiencer. The new elementary trees re-
of the reflexive set dominates the tree can be quired for (9) are in Figure 13. As shown in
mapped onto a fully composable semantic deriveBigure 14, in syntax, {Miles) is substituted
tree. As in the case of Kallmeyer and Romero, thigito (Gseemsto), which is then adjoined into
necessary dominance easily translates into the @xto_love). Both components of themself; set
command constraint embedded within Conditiotthen compose withato_love): (@himselfr:) sub-

A, as theg tree of the reflexive must be adjoined asstitutes into DR, and (Bhimselfr) adjoins onto

a sister node to a potential antecedent. As a result,. Here, we assume multiple adjunction, as de-
both portions of Condition A are consequences dined in Schabes and Shieber (1994), so that
the present analysis and constraints upon seman(i¢ghimselfy/) and (seemsto) adjoin to the same

well-formedness. T node in @to_love). As (Bhimselfy/) is a de-
o generate auxiliary tree, the order of adjoining is
3 Raising unimportant, as either order results in the same

. e .

Our analysis of English reflexives is extendable tg€rved tre(?. In semantlc?a himself/) substi-

instances of raising, as in (8) and (9). tutes into &'to_love) and (3'seemsto) adjoins to
(o’to_love). The derived trees are in Figure 15.

(8) Jake seems to himseffto be happy. (7/9) yields the formula in (11) aftex-conversion.
(9) Juliary seems to Milesto love himself. (ajake) ppiasgm (jake) T
In the first raising case, (8), the reflexive is an ar- L ja‘ke

gument of a different predicate than its antecedent.
The elementary trees required for (8) are given in
Figure 10. We use theeems to tree presented in (ahappy) TP : ] («’'happy) ¢
Storoshenko (2006), extended with a matching se-
mantic treet Following the derivation in Figure
11, in syntax, ghimself;/) adjoins to the Troot of T VP Az.happya)
(Bseemsto), unifying with its Top¢ feature. This ‘
feature must then unify with the Tafpfeature of T

in (o« happy), the adjunction site fogéeemsto), be  Ad
and agree (through coindexation) with the Bot-
tom ¢ feature of TP and the feature of the sub-
ject DP in @happy). In semantics ohimselfy) (seemsio) [T [t: ] (¢'seemsio)
substitutes intog’seemsto), which adjoins to¢’
happy). Derived trees are shown in Figure 12. Af-
ter A-conversion on+’8) is complete, the formula Vi VPLb: 03] RR
for (8) is (10). ‘

Jake

IDPi| [¢:] 2T [t: ¢i] R [@m

AN

T VP R [T

seems PP V' [t: o] AMQeersAyAz.seemsto(Q(z), y)

(10) seemsgo(happy(jake), jake) b Dp,i[o,]A*

(11) seemsgo(love(julian, julian), miles)

to t

In the second raising case, (9), both antecedeRigure 10: Elementary trees fdiake, seems to
and reflexive are arguments of the same predhimself, to be happy
cate, to which seemsto) adjoins with a sep-

'A reviewer guestions why the semanticsseéms to pre- ©8)  (ahappy) @8 (ohappy)
sented here contains an argument slot for the subject of the o, v
embedded clause, when it is not present in the syntactic ele- (ojdke)  (dseemsto) (@ke)  (Fseemso)
mentary tree ofeemsto. This is a function of the fact that the " omr
semantic elementary tree feeems to that we have defined {(ahimselfy),(3himself)} (ohimself)

adjoins to the predicate of typeet> coming from the em-

bedded clause. As this predicate takes an argument to retymgyre 11: Derivation structures fdake, seemsto
a proposition which is one of the argumentsseéms to, an .

argument slot for the subject of the embedded clause is ne'E‘lmSelf4 to be happy
essary in the\-expression foseems to.
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(8) TP[3sgM ('8) F
/\ A
DP;[3sgM T [3sgM R T
N T
D T VP R Ty jake
Jake V; VP[3sgM R R )\P)\.T.‘I’(J?.l)
seems PP V' [3sgM AQAyAz.seemsto(Q(z), y) Az.happy(z)
SN N
P DP[BsgM V T
N
to D t T VP
/N
himself to \% AdjP
|
be  Adj
|
happy

Figure 12: Derived trees falake, seemsto himself, to be happy

09) TP[3sgM 0’9 F
/\
DP[3sgM T’ [3sgM R T
/\
D T VP R T julian
| T~ |
Julian V; VP[3sgM R R miles
|
seems PP V' [3sgM AQAyAz.seemsto(Q(z), y) R Try
N
P DP;[3sgM \% T AzAy.lovey, z) APz.P(z,z)
N
to D t T VP
| VAN
Miles to V.  DP[3sgM
|
love D
|
himself

Figure 15: Derived trees falulian, seemsto Miles; to love himself,

(99) - (ato_love) ) (5'9) (o'to_love)
(ajulian) {(4mimse\f,,),(dh};nself,,)} (dseemsto) (/julian)  (o’himself)  (3'seemsto)
(ajulian) DP[3sgM (</julian) T (amiles)DpBSgw (o/miles) 1 (umiI::) (u’m‘iles)
L‘) julian EL mies/]  Figure 14: Derivation structures fdulian, seems
to Miles; to love himself,
Julian Miles
(atolove) TPy ¢, (o/to_love) E
4 ECM
[moP.] (4] [t ) BR @ o )
Our analysis is also extendable to instances of
VP R [T

-T—
to \Y [2DP:l[¢r]  AzAy.loveqy, z)

love

Figure 13: New elementary trees fidian, seems
to Miles; to love himselfy

ECM, asin (12).
(12) Julian believes himselfto be intelligent

The elementary trees required for (12) are
shown in Figure 16. Here, we propose a third form
of the reflexive, the TP-type, specified for subject
positions. Because the reflexive is a subject, it is
impossible for the antecedent to be found locally,
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(ato-beinteligen) ETRY: ;) - (/1o bednteligent) g (Bbelieves); the reflexive’s Top feature is responsi-

DPQ\T it 60 K mn ble for carrying the agreement across clauses. The
syntactic and semantic derived trees are in Figure
{ K Aainteligent(z) 18. The final formula reduced fromy/(L2) is (13)?
© T ATP (13) believes(julian, tde intelligent(julian))
be  Adj
(912) (ato_be intelligent) (0'12)  (¢/to_beintelligent)
intelligent ™
(beieves) 1rps  (Focteres i {(ahimselfyp) (3himselfp)} (;’3be|ieD\Les) (o/himselfyp) (ﬁ/be‘lieves)
(ajulian’) (a/julian)
@oPls] Tl ol R DT
A Figure 17: Derivation structures falulian, be-
TR FoP lieves himself, to be intelligent
\ TP*  ApiAxz.believegz, p)
| In our analysis of ECM, we have required
belleves no ECM-specific featural specifications on the
(ahimselfrp) pp(asgh| (Bhimselfrp) Tpx(; :3sgM predicates, contrary to the ECM derivations in
:L T Kallmeyer and Romero (2007). There, the ECM
predicate was endowed with special features to
himself w«<ers> Q) permit a variable representing the subject to be
Figure 16: Elementary trees fdlian, believes passed doyvnward in'Fo the embedded clause; our
himself, to be intelligent approach limits the differences to the form of the

reflexive itself.

5 Conclusion

motivating a distinct treatment bridging two sep-

. . . Using STAG mechanisms including links and iso-
arate predicatesafimselfyp) is unchanged from . . . I
. . . . morphic syntactic and semantic derivations, we
the previous forms, whileghimselfrp), with its

Top ¢ feature, is a TP-adjoining auxiliary tree.have shown that different binding possibilities for

verbal argument reflexives are captured within

o : ;
(a h'.msel.fT.P ) '|ntroduces a fgnctlon that ensuresthe definition of the reflexive itself. Furthermore,
the identification of the subject argument of th

(?Ne have shown that Condition A can be derived

. . CST T Pr%m constraints upon STAG derivation. We have
higher clause. Following the derivation in Figure

. . ) .2~ "not provided a treatment of ‘picture’ noun phrase
17, (Bhimselfrp) and (Bbelieves) multiply adjoin .
to the TP node of to_beintelligent). The TP cases here, preferring to see these as logophors

: . . (Pollard and Sag, 1992; Reinhart and Reuland,
nodes of bothdto_be.nteliigent) and (ibelieves) 1993), and we defer cases of non-argument reflex-

rec§|ve</) fea.t ure va!ues f“’."? DP’s substltutegl ?tlves, such adimdid it himself, to future work.
their respective subject positions. Through adjoin-

ing (3himselfrp) and (3believes) to the TP node Acknowledgment
of (ato_be.intelligent), the Top¢ feature from )
(Bhimselfy») and the Bottomy feature from the We are extremely indebted to the three anonymous

root TP in (3believes) must unify, as Top featuresreviewers of TAG+9. Their insightful comments

present at an adjoining site must unify with thednd criti(_:is_ms were crucial in reshaping our paper.
features of the root of an adjoining tree. This enf\ll remaining errors are ours. This work was sup-

sures the agreement between the reflexive whidtPrted by NSERC RGPIN/341442 to Han.
is the subject of the embedded clause and the an-

tecedent which is the subject of the higher clause. 2Nothing in our analysis so far rules out (i).
Note that under Vijay-Shanker and Joshi’'s defini- 0
tion of feature unification, the Bottomfeatures of _ _

An independent fact of the grammar thamself cannot re-

the root TP noc_je of¢(to-beintelligent) would not ceive accusative case from the subject position of a finite
have to unify with thep features of the root node of clause accounts for the ill-formedness of (i).

* John believes that himself is intelligent.
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(v12) TP[3sgM (v'12) E

N T

DP;[3sgM T [3sgM

AN o~

—_—o—

T VP R F julian
|
Julian \% TP[3sgM ApAz.believegz, p) R Trs
| |
believes  DP;[3sgM T [3sgM Az.intelligent(z) ApAQNY.Q(y, p)
N
D T VP
VAN
himself to \% AdjP
be Adj

intelligent

Figure 18: Derived trees falulian, believes himsealf, to be intelligent
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Abstract

This article describes the design of a com-
mon syntactic description for the core
grammar of a group of related dialects.
The common description does not rely on
an abstract sub-linguistic structure like a
metagrammar: it consists in a single FS-
LTAG where the actual specific language
is included as one of the attributes in the
set of attribute types defined for the fea-
tures. When thé an attribute is instanti-
ated, the selected subset of the grammar is
equivalent to the grammar of one dialect.
When it is not, we have a model of a hy-
brid multidialectal linguistic system. This
principle is used for a group of creole lan-
guages of the West-Atlantic area, namely
the French-based Creoles of Haiti, Guade-
loupe, Martinique and French Guiana.

Introduction

tree-centered unification-based syntactic formal-
ism which has proven successful in modelling
other languages of different types. TAG gram-
mars may be lexicalized, so they provide a lexicon-
centered description of phrase constructions (Sch-
abes et al., 1988); and have been equipped with
the formal tool of double-plane feature structures,
allowing the concept of feature structures unifica-
tion to get adapted to the specific needs of adjunc-
tion (Vijay-Shanker and Joshi, 1988).

In the context we are working in, two practi-
cal reasons are leading to the search of solutions
for factoring as much as possible of the gram-
mars of those languages: first, the languages in
this group are fairly close to one another, with re-
spect to both lexicon and grammar; second, the re-
sources dedicated to their description are scarce.
The close relatedness makes it obvious for the lin-
guist to try to leverage the efforts spent on describ-
ing the grammar of one of the languages, by fac-
toring out all the common parts of the grammatical

Some of our present research aims at building forsystems_ This principle has been used by other re-
mal linguistic descriptions for regional languagesearch work (see below, Section 4).
of the area of the Lesser Antilles and the Guianas,
most of which are so-called “under-resourced lan-
guages”. We have concentrated our efforts on The originality of our approach is that we de-
a specific group of languages, the French-basgay the point at which a single language is actu-
(or French-lexified) Creole languages of the Westally chosen to the very last moment, namely at
Atlantic area. We are concerned with provid-generation time (the same would apply to parsing
ing users of those languages with electronic lartime, but parsing has not been implemented yet).
guage resources, including formal grammars fit tin the end, we propose a grammar which is not a
be used for various Natural Language Processingammar for one single dialect, but a grammar for
(NLP) tasks, such as parsing or generation. a multidialectal complex, where language is one
We are developing formal grammars in theof the features selected in the grammar itself, like
TAG (Tree-Adjoining Grammars) framework, theperson, number, tense, or aspect.
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2 Coverage of the grammar West-European nations, founded colonies in the

) ) New World and tried to develop intensive agri-
The portion of the grammar described so far "®Pcultural economic systems based on the exploita-

resents only a small fr_agment of_the grammar %on of slave workforce massively imported from
the languages we are mterestgd in. Until now, WRfrica. In the quickly developing new societies,
have made attempts to describe: the determlngf any given moment during that peak period, the
tion of noun phrases; the system of personal P"%umber of people recently imported in any colony

nouns and determiners; the core system of eXPresinded to be higher than the number of people ac-

sion of tense, mood and aspect (TMA) of Verbs — a1y horn there — a typical situation for linguis-
or, to put it more cautiously, of predicates —

_ I ; thetic instability. Moreover, the slaves were brought
main auxiliary verbs used to express other aspegom different regions of Africa and had no com-

tual nuances; the expression of epistemic and d;,, |anguage to communicate with, except the
or_1t|c modality; the gomblnatlon of the negat'onlanguage of the European colons: so they were
with the above mentioned subsystems (tense, Frced to use that target language, without having

pect, modality) in the predicative phrase. time to learn it fully before passing it on to the next

The grammar and lexicon files are _bu"totq‘porbeneration of immigrants. This type of situation
an ad-hoc implementation of FS-TAGS in Prolog |e44s 0 a very specific drift of the language sys-

which had originally been developed in anothefe, \yhich begins to stabilize only when the soci-
context and for another language, German (Vailgyy jtself stabilizes. When observed in synchronic-

Iant-, 1999), and later adapted to Martinican Creolﬁy at the present moment, those Creoles obviously
(Vaillant, 2003). o _appear as languages which share a very great por-
The only function implemented at present i§jon of their vocabulary with French (more than

sentence generation; the starting point of the 988D 95), but have a very specific grammatical sys-

eration is a conceptual graph, expressed by a Migsm | quite different from the French one.
imal set of spaning trees, which in turn select ele-

. L The languages falling into the category com-
mentary trees in the grammar (initial trees for the_ . .
. . - prise French Creole dialects born and developed
first pass, auxiliary trees for the remaining parts

. In former French colonies of the Caribbean Arc
We are testing our grammar on a small sample tes}a\%d its two continental “pillars”: from the present
of such conceptual graphs. ) , US State of Louisiansto French Guiana (formerly
In the rgmamder of thI.S article, we will focus the Cayenne colony), on the northern coast of
the attention on two typical core subsystems %e South-American mainland. Caribbean islands

the grammar. determination in the.noun phra_ls%vhere a French Creole has developed include His-
and expression of tense and aspect in the predlcz?}sniola (in the western part of the island, the
phrasé. former French colony of Saint-Domingue, since
1804 the independant republic of Haiti), Guade-
loupe, the island of Dominica, Martinique, Saint-
The family of dialects to which we apply the ap-Lucia, and Trinidad (the latter also nearly ex-
proach described is the family of French-basetinct). Among the languages listed, we leave apart,
(sometimes called French-lexified) Creole lanfor lack of easily accessible sources and infor-
guages of the West-Atlantic area. Those languag#sants, the case of Louisiana, Dominica, Saint-
emerged during the peak period of the slave tradelcia and Trinidad, and concentrate on the four
epoch (1650-1800) when France, like some othéireoles of Haiti, Guadeloupe, Martinique and

_— French Guiana.
Precisely: SWI-Prolog, developed and main- Th . fh v th |
tained by Jan Wielemaker, University of Amsterdam: e question of how properly those languages

htt p: // wa. swi - pr ol og. or g. qualify as a genetically related family has been dis-
“It may be inadequate to speak\aitb phrasen the case  cyssed in the literature. A starting point would be

of the Creole languages mentioned here, since any lexidal un

(including nouns, but also some closed-class units lika-loc

tive adverbs) may be inserted in the predicate slot of a sen- A nearly extinct French Creole dialect — not to be con-

tence and bear tense or aspectual marks. So there probahlged withCajunFrench — is still understood by some peo-

are verbs, but possibly no “verb phrases” — see (Vaillantple in the parishes of Saint-Martin, Iberville and Pointe-

2003) for a discussion. Coupée.

3 Application to French-based Creoles
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the obvious statement that all of them have Frenchl Determination in the noun phrase
as an ancestdy but this is not of much linguis- T

tic interest since, as we have seen, the rEIategFees of determination of nouns: a generic, an
ness with French lies principally in the Vocabu'indefinite a specific, and a demonstrative. The

lary, whereas the Creole dialects have a great co eneric is used when the concept is taken for its

verggntlze ('jn the;r gran:m;’;ltlcal hsys;ems, ]Ehat thle eneral features as a category; in English, the same
premse;g tE no' owef o rench. (;rj:quec orr?er eaning could sometimes be expressed with a sin-
propose €ories of monogenesis reole gular, and sometimes with a plurawazo gen de

languages are now largely out of fashion; hows o ity the bird has two wings / a bird has

ever, f'f the q_:cj_estlon IS rfeétrlct?d to mor::OQ(':‘net'wo wings / birds have two wings). For the sake
SIS O @ Specilic group of Lreoles _(e.g. renchag descriptive economy, in the formalization, we
based, or English-based) in a specific region of t

. Feat this generic degree as simply being one of
yvorlql e.g. t he West-AtIar_1t|c area),_ MONOYENESIF, o possible semantic values of the plural indef-
in this restricted acceptation remains a seriousl

thite (which is al d by the b
discussed hypothesis. In any case, it has been te (which s also expressed by the bare noun,

. L Sith no articlef. The indefinite degree, like in
tablished from historical sources that there was U= ench or German. is expressed by a numeral (and

interrupted contact and interchange between ﬂ]% value is more specific, closer to the original

French colonies, from the first decades of COIOéemantics of the numeral. than it has become in

hization up to now, so that it is a safe bet to €ONtrench, for instance — where the indefinite arti-

sider the different French Creole dialects as be; . .
. . \ tle also is used to express the generic). The spe-
longing to a dialect continuum. Pfander (2000 P g ) P

cific degree (roughly equivalent to English “the”)
p. 1.927209)’ notablly, Proposes an ana!y5|s of ”\S expressed by a postposed article, historically de-
family in terms of dialectal area, opposing CenteFiving from a Erench deictic adverba). Lastly,

(Antillgs) and periphery (Louisiana and GUiana)the demonstrative degree derives from the com-
and gives comparison tables for the systems of ®ination of a former demonstrative pronoun, now

pression of tense a.nd aspect. . sometimes preposed (guia.) and sometimes post-
For a more detailed presentation of those laryoseq (other Creoles) to the noun, and to which the
guages, of their history, and of the discussions theyark of the specific definite is added (with a case
involve, the reader familiar with the French lan-gf f,sed form for Guadeloupean and Martinican).
guage may easily access (Hazaél-Massieux, 2002).1q plural is expressed either by a preposed
We will not enter into a detailed presentationmarker derived from a former plural demonstra-
of the grammatical systems of the Creoles. Thgye (mart., guad.), or by a postposed third-person
most important thing to say here is that they argjyral personal pronoun (hait., guia.), which in the
isolating languages, SVO ordered, with a strict pocase of guianese got fused with the definite mark
sitional syntax, and that tense and aspect are exe |a [historical form, described in 1872 ya
pressed by particles that are placed before the ma{Ebntemporary form).
predicate. As said above (Section 2), we will con- | our formal model, we only keep three degrees
centrate on the noun phrase and on the TMA COIg determination (indefinite, specific and demon-
system within the predicate phrase. Tables 1 andgative), which combine with two values for num-
give an overview of those two systems. They havger (singular and plural). Also, since the indefi-
been compiled from different sources (Most pafaite mark does not combine with the others (when
ticularly (Pfander, 2000) and (Damoiseau, 2007}, contrast, there is a combination between the
for the comparative perspective, but also variougarks of demonstrative and specific, with demon-
other references for precise description points Spgative =  specific), we model the indefinite
cific to some given language), and completed folyy an apsence of determination feature; the spe-
lowing our own observations on recent corpora. cific is modeled by the featuréspe = +); and

he four Creoles all possess four systematic de-

“The atypical mode of language transmission has led °This interpretation agrees with a number of linguistic
some historical linguists (Thomason and Kaufman, 198&acts, like anaphorafteninvolving a plural pronounzZwazo
p. 152) to refuse to apply the term of genetic transmissiorgen de zel pou yo kapab voleird[s] have two wings| for
but this point has been thoroughly criticized (DeGraff, 200 them|to bg able]to] fly).
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| | hait. | guad. | mart. | guia. | english |
[ Generic | moun | moun | moun | moun | person (human)
indefinite yon moun | on moun an moun roun moun | a/one person
moun nan | moun la moun lan moun an the person
specific tabla tabla tabla tab a the table
Singular P chyen an chyen la chyen an chyen an the dog
zZwazo a zozyo la ZwWézo a Z0z0 a the bird
.| mounsaa | mounlasa moun tala sa moun an | that person
demonstrative tabsaa tab lasa tab tala sataba that table
indefinite moun moun moun moun people
moun yo sémounla | sémounlan| moun yan the persons
specific tab yo sétabla sétabla tabya the tables
Plural P chyen yo séchyenla | séchyenan | chyenyan the dogs
Zwazoyo | sézozyola | sézwézoa | zozoya the birds
demonstrativel_MoUN S& yo| sé moun lasa sé moun tala| sa moun yan| those people
tab sayo sétablasa | sétabtala satabya those tables

Table 1: Determination in the noun phrase

the demonstrative by the combination of featuretg, té ka té I&, té k& ka The eight combinations

(spe= +), (dem=+) . are attested to different degrees, with the seman-
In some dialects, a phenomenon of nasal prdic values given in table 2. In Haitian Creole, the

gressive assimilation changes the surface form ebrresponding forms are, va andap, and some

the postposed specific article (hait., mart., guia.zombinations yield fused forms (va ap vap; te

in others, in addition, the surface form of the arap > tap; te va> ta; te va ap> ta vap).

ticle differs depending on whether the preceding |n fact, there are variations in this basic schema.
word ends with a vowel or a consonant (hait.For instance, the term “imperfective” covers a
mart.). The four pOSSibIe combinations are Showaomp|ex of diverse meanings (progressive, fre-
in table 1. quentative, or simply unaccomplished) which do
not strictly overlap in the different dialects. For
instance, if the marlka may bear all the above-
mentioned meanings in the Creoles of Guade-
In Creole linguistics, a classical description giverloupe or Martinique (up to some general temporal
of the TMA (Tense-Mood-Aspect) system of thevalue roughly corresponding to the English simple
“Atlantic” Creole languagésmentions three op- present), it is not necessarily so in the Creole of
tional components appearing in a very strict orGuiana, and it is quite false for the Creole of Haiti
der: past tense mark; “mood” mark (able to takgwhere the unaccomplished is unmarked, and the
future or irrealis values, depending on contexts)nly aspectual value of partickp is the progres-
imperfective aspect mark. A canonical version ogive, corresponding not to English simple present,
this system has been given for French-based Criut to EnglishBE + -ing — and even able to take
oles by Valdman (1978), who actually describesver the temporal value of a future). Table 2 shows
those three categories as one category of tengeese differences.

(past) and two categories of aspeqirgspective | 4411y it is important to notice that the combi-

andcontinuativg. The “middle” mark (Valdman's ations of the TMA marks are constrained by the
“prospective”) takes on an irrealis meaning wheRemantics of the unit placed in the predicate posi-
itis combined with the past tense. tion. For instance, a verb with a “non-processual”
So, there is a combinatory systeme/(d) X meaning (likekongt, to know), or an adjective re-

(k&/ @) x (ka/ 2) (if we call the three marks by the feying to a state (likenalad ill), will hardly com-

form they have in the three Creoles of Guadeloupine with an imperfective aspect marker like;

Martinique and Guyane), which in theory generis they do, however, it will necessarily produce a
ates eight possible combinations; ka, k& k& ka  meaning effect that will shift the contextual mean-
~ 5The schema also holds for English-based Creoles (Bicli—ng towards a less “stative” value. For example, an
erton, 1981). utterance likemo ka maladl-imp-ill) might be at-

3.2 Tenseand aspect in the predicative
phrase
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| | hait. | guad. [ mart. | guia.
Accomplished / Aoristic danse dansé dansé dansé
Unaccomplished / Present danse ka dansé ka dansé (ka) dansé
Frequentative danse ka dansé ka dansé ka dansé
Progressive ap danse ka dansé ka dansé ka dansé
Near Future pral danse kay dansé kay dansé k'alé/kay dansé
Future va danse ké dansé ké dansé ké dansé
Unaccomplished Futur@seldom) | vap danse ké kadansé | ké kadansé | ké ka dansé
Accomplished past (pluperfect) | te danse té dansé té dansé té dansé
Unaccomplished past tap danse té ka dansé té ka dansé té ka dansé
Irrealis ta danse té ké dansé té ké dansé té ké dansé
Irrealis unaccomplished ta vap danse| té ké ka dans§g té ké ka dansg té ké ka dansé
Conditional / Optative ta danse té ké dansé | sé dansé té ké dansé

Table 2: Core tense and aspect marking in the predicativaesphr

tested; and it is to be interpreted, depending on the <har=2>

<spe=—>
context, either as a frequentative (at every back to a1 N :ﬂ%ﬂ‘;;m;
school time, | get flu), or as a progressive (I feel | N <dem=-> Det/\:i”zb
am coming down to flu). Pt <bare1>
<spe=->

3.3 SomeTAG mode elements N D ind 0 Sansi
In figures 1 and 2, we show the main components N with no compl. Ind Det sg (*
of the model for the noun phrase system presented
in table 1, represented as elementary trees with a i
language parametér. N S

It should be noted that the treeBem Det N*/\;::_I>
(gp,mq)andPlur (gp,mq) which concern only two sbar=1
dialects among the four (Guadeloupean and Mar- <ons=c>
tinican), are included in the common layer with- <an=i>  SPen (xcnh
out risking to interfere with the construction of the Spe Det (%)
demonstrative or plural in Haitian or Guianese (in shar=2 I
fact, unification constraints forbid the adjunction N Sdemss> NS
of a GP/MQ demonstrative on a HT/GF demon- 7 Gan=1> N San=l>
strative; likewise, they forbid the adjunction of a N* Det Det N*
GP/MQ plural on a HT/GF plural). P e

The adjunction of the demonstrative in Haitian Sn5> em 0 Plur . () San=is”
or Guianese is done above the level of the noun © ©

Dem Det (gp,ma) Plur (gp,mq)

complements (attention to parameteaar in the

treesDem (gf)et Dem (ht), but below the spe-
cific article; e.gmoun Sentoma sa Ybait.): those
people from Saint-Thomasa moun Senloran an

Figure 1: Common elements in the NP model.

<bar=1>
(guia.): those people from Saint-Laurent. SorTeing > <bar=1>
The TMA system, on its side, is in a great part N Sensmer /’\I\Zﬁﬁ?l:sﬁ];
<lan=gf> <lan=ht>
"The following abbreviations are used for the attributes: Det N* N* Det
bar = bar level (1 = noun with complements, but no determi- <bar= 1 <bar=
nation; 2 = noun phrasejibr = number;spe= specific deter- dem™> Slem=>
miner;dem= demonstrative determinerns= the constituent Dem . (@) <A D h
. _ . . 9 <an=gf> em . (ht)
ends with a consonamas= the constituent ends with a nasal & O
syllable;lan = language. The values used to identify the four Dem (gf) Dem (ht)

Creoles are based on the two-letter country codes defined in

standard I1SO-3166 for country names: HT Faiti, GP for Ei 2 NP deli | t ific t
GuadeloupeMQ for Martinique, and GF forFrench Guiana Iggre : ] modelling elements Specilic 10
(going from North to South... and by decreasing populatiofaitian and guianese

count.) Non-instantiated variables are in italics.
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common to the four languages. Auxiliary tree2005, the LORIA XMG project (Parmentier et
modelling the adjunction of aspectual or tempoal., 2006), and Bouillon et al.'s work (2006) on
ral values hence are all common (fig. 3). The onlynultilingual multipurpose grammal$

nuance resides in the fact that the tree for adjoin- Works like Candito’s (1998) (for French and
ing an aspect particle to convey general values afalian) or Xia and Palmer's (1998) (for English
imperfective (durative, frequentative) cannot unifyand Chinese), are based on the idea of usietp-
when thel an parameter is set to Haitian. In thegrammarsthat is higher-level descriptions of gen-
end, only the lexical (surface) values make the diferal properties of the language(s) described. The

ferences between the dialetts higher-level descriptions for different languages
S oo may be factored as long as the languages share
— re = .
<lan=1> /\Z%%Ji typological features. In the end, an actual LTAG
NI PredPOTT Asp Pred- grammar is generated from the meta-grammar, tai-
<bar=2> b il b e lored for one specific language. In this type of ap-
san=t> <lan=I > PS> proaches, what is actually shared between the lan-
Vo O Mp O <lan=1> guages is a higher-level structure, not actual gram-
Intr. V (4 Progressive (*) matical structures belonging to the LTAG descrip-
tion of the languages.
Pred sprg=> Pred <psp=+> In the LInGO grammar matrix approach (Ben-
T SN der et al., 2002), underspecified HPSG structures
Asp Pred* Asp Pred* . . . .
<prg=-> <psp=_ > (with a minimal recursion semantics) are used to
Pl Pty share information between different languages. A
<pas=- > . .
mp . O an=1=gpmagt> Prosp,, system based on shell scripts is used to automat-
Imperfective (general) (gp,ma,gf) Prospective (¥) ically generate grammar files for a specific lan-
guage, when given a couple of general typologi-
Pred <psp=+> Pred <pas=+> cal specific information (word order pattern, case
<] =+> .
NG PN marking strategy, etc.).
Asp  Predt fem - Pred The approach which most resembles the one
<psp=-—> . . .
i?aan%(: <lan=1> advocated in the present paper is Bouillon et
Prox, Pas, ( al’s (2006) way of devising quickly re-usable

grammars for speech recognition programs, based

on shared grammatical descriptions for related ro-

Figure 3: Common elements in the predicativénance languages (French, Castilian Spanish, and

phrase model Catalan). The authors include “macros” in their
DCG-style upper-level description, and the macros
allow to specify alternative points where the lan-
guages differ (like the position of clitics in specific

4 Related work verb forms, the optionality of determiners, the op-

tional presence of prepositions for object comple-

The idea of factoring some of the efforts of gram—mems, etc.). In a last stage, the DCG-style spec-

mar modeliing to exploit similar structures aMOoNGe - ation is compiled to ad hoc CFGs tailored for
different languages has already peen tackled bpeech recognition engines, each for a specific lan-
some research works, among which we are par:
. : ... guage and task.

ticularly aware of those led at Jussieu within our aporoach. in contrast. is not a meta
the_ FTAG. project (Candito, .1998)' the I'exorggrammarlogpproa’ch' what is s,hared between the
project (Xia etal., 1998), the LinGO grammarMa_different langua es’are actual LTAG trees. The
trix (Bender et al., 2002; Bender and Flickinger guag :

“language” parameter is embedded in the very fea-

Near Future (*) Past (*)

8The following abbreviations are used for the attributesin—

fig. 3: Tense:pas= past; Aspectspsp= prospectiveprx = °See  LinGO  grammar matrix’  web site:
proximal prospective (“imminent” aspect ~ temporal valdie o http:// www. del ph-in. net/matrix/.

a near future) imp = imperfective (general) prg = progres- Thanks to the reviewers of the preliminary version of this
sive (like in English “I am doing...”). article for pointing to some useful references.
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ture structures of tree nodes. So, our lexicala model of multidialectal variation. Considered
grammatical descriptions reside in one single levdtom the E-language side, we then have a model
of description, but that level is “modularized”: of a dialectal continuum. Considered from the |-
some descriptions are common to all the dialectenguage side, we have a model of the linguistic
described, some are shared by only part of themmpmpetence of a multilingual speaker of related di-
and some are specific. In other works, even thossects. The interplay of grammatical structures of
which are not based on meta-grammars (like Bera multidialectal system, the possibilities of com-
der’s or Bouillon’s), the goal is to generate a grambination and unification given different levels of
mar for a single language in the end. In the preseinstantiation of thd an parameter, might provide
work we are aiming at giving a description of aus with a model for such linguistic phenomena as:

multidialectal linguistic system. specialized repertoires, code switching, code mix-
_ ) ing, orkoiné emergence. That work, at the present
5 Discussion stage, is still to be done: it is a mere idea of fu-

The above-mentioned modelling choice may seefijre research directions to evaluate the potential
of our modelling method. Yet it is an appealing

counter-intuitive in the theoretical frame of struc-; ) i 4
idea, given that in some types of contexts, multi-

tural linguistics. One might object that if the lan-

guage itself is the whole object of description, the'l.,nguallty among related dialects is a common sit-

it is absurd to include it as a category in the deyation”, and that phenomena such as code switch-

scription. This view is justified as long as one doed9 O COdi mixing are molre frgquer;t than the o.pf;
not wish to take into account dialectal variation a§©S!t€ — the use of a single unitary language wit

an internal system variable. If this is the case, the Sindle normf. It is also a matter of future re-
every single dialect must be considered an isolaﬁsearc,h to (lavalu-at.e t-he degree of parsing feasibility
and be given a holistic, unitary description. for mixed linguistic input.

But in the context we are working in, several ra-
tionales lead us to think that it might be a good ide
to include dialectal variation in the description.

We already have mentioned practical reasonsender, Emily M. and Dan Flickinger. 2005. Rapid
(see above, in Introduction). The “time saving” prototyping of scalable grammars: Towards modu-

and “resource sharing” rationales applies to our larity in extensions to a language-independent core.

. In Proceedings of the 2nd International Joint Con-
method as well as to others (like meta-grammars). ference on Ngatural Language Processing IJCNLP-

A supplementary argument, which applies more o5 (Posters/Demosyeju Island, Korea.
specifically to our method, is the fact that in the

cases we are studying, not only some syntactic@ender, Emily M., Dan Flickinger, and Stephan Oepen.
properties of the languages are common, but also 2002. The grammar matrix: an open-source starter-
an important part of the vocabulary, until at the kit for the rapid development of cross-linguistically

. . consistent broad-coverage precision grammars. In
very surface level. This speaks for sharing bottom- ~q |NG-02 Workshop on Grammar engineering

level structures. and evaluation, Taipei (Taiwan), 1st September
But there is another, less practical, type of argu- 2002 pages 8-14.
ment: if we have a modular grammatical syste

' ) PEE—— . . .
model which “contains” more than one languag This is particularly the case |nthe.: regions where_ some of
e languages we study are spoken: for example, in Guade-

in itself, we are able to model the linguistic com-jgupe and in French Guiana, there are communities of tens of
petence in one of the languages, but also to modisbusands of people of Haitian descent, who tend to mix the

. : e Creole of Haiti with the Creole of the country. In the Euro-
multilingual (in the present case, mUItIdIaIeCt‘r’ll)pean mainland part of France, there also are large numbers of

linguistic competence. people from the French West Indies, who tend to form multi-
If our goal is to model monolingual compe- dialectal speakers communities, where specific Creolerdiff

S . . ences between e.g. Guadeloupe and Martinique are vanish-
tence, this is easily done by unifying then pa- ing. S betw g- =u up raniad vanis

rameter with one of its possible values, and then 2 another study, presented elsewhere (Lengrai et al.,
erasing the (now redundant) parameter from th&006), we have shown that within a corpus of several hours
g of recorded radio broadcastings in Creole of the Martinique
description. it is hard to find a single minute of speech where French and
However, in some cases, we might want to havereole are not mixed at the very intra-sentential level.
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Abstract

This paper proposes a method of con-
structing an accurate probabilistic subcat-
egorization (scF) lexicon for a lexicalized
grammar extracted from a treebank. We
employ a latent variable model to smooth
co-occurrence probabilities between verbs
and scCF types in the extracted lexicalized
grammar. We applied our method to a verb
SCF lexicon of an HPSG grammar acquired
from the Penn Treebank. Experimental re-
sults show that probabilistic scF lexicons
obtained by our model achieved a lower
test-set perplexity against ones obtained by
a naive smoothing model using twice as
large training data.

1 Introduction

This paper proposes a smoothing model for prob-
abilistic subcategorization (ScF) lexicons of lex-
icalized grammars acquired from corpora. Here,
an scr lexicon consists of pairs of words and lex-
ical (scF) types (e.g, tree family), from which
individual lexical entry templates are derived
by lexical rules (Jackendoff, 1975; Pollard and
Sag, 1994) (e.g., metarules. Becker (2000) and
Prolo (2002)).! Recently, the corpus-oriented
approaches have enabled us to acquire wide-
coverage lexicalized grammars from large tree-
banks (Xia, 1999; Chen and Vijay-Shanker, 2000;
Chiang, 2000; Hockenmaier and Steedman, 2002;

YIn the linguistic literature, the term ‘lexical rules’ is
used to define either syntactic transformations (e.g., wh-
movement), diathesis alternations (e.g., dative shift) or both.
In this paper, we use the term lexical rules to define syntactic

transformations among lexical entry templates that belong to
the same lexical type.

Cahill et al., 2002; Frank et al., 2003; Miyao et
al., 2005). However, a great workload is required
to develop such large treebanks for languages or
domains where a base bracketed corpus (e.g., the
Penn Treebank: Marcus et al. (1993)) is not avail-
able. When the size of the source treebank is
small, we encounter the serious problem of a lack
of lexical entries (unseen word-template pairs).

Previous studies investigated unseen word-
template pairs in lexicalized grammars acquired
from the Penn Treebank (Xia, 1999; Chen and
Vijay-Shanker, 2000; Hockenmaier and Steedman,
2002; Miyao et al., 2005); the words can be seen
(sw) or unseen (uw), and similarly, the templates
can be seen (st) or unseen (ut), so that there are
four types of unseen pairs. All the studies reported
that unseen (sw, st) pairs caused the major problem
in lexical coverage.

This paper focuses on a verb scr lexicon,
and employs a latent variable model (Hofmann,
2001) to smooth co-occurrence probabilities be-
tween verbs and SCF types acquired from small-
sized corpora. If we can obtain such an accurate
probabilistic SCF lexicon, we can construct a wide-
coverage SCF lexicon by setting the threshold of
the probabilities (Yoshinaga, 2004). Alternatively
we can directly use the acquired probabilistic lex-
icon in supertagging (Chen et al., 2006) and prob-
abilistic parsing (Miyao et al., 2005; Ninomiya et
al., 2005).

We applied our method to a verb scF lexicon of
an HPsSG grammar acquired from the Penn Tree-
bank (Miyao et al., 2005; Nakanishi et al., 2004).
The acquired probabilistic sCF lexicons were more
accurate than ones acquired by a naive smoothing
model.
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2 Related Work

In this section, we first describe previous ap-
proaches to the problem of unseen word-template
pairs in the lexicalized grammars acquired from
treebanks. We then address smoothing methods
for scF lexicons acquired from raw corpora.

2.1 Predicting unseen word-template pairs
for lexicalized grammars

The problem of missing lexical entries has been
recognized as one of the major problems in lexi-
calized grammars acquired from treebanks, and a
number of researchers attempted to predict unseen
lexical entries. In the following, we describe pre-
vious methods of predicting unseen (uw, st) and
(sw, st) pairs, respectively.?

Chiang (2000), Hockenmaier and Steedman
(2002) and Miyao et al. (2005) used a simple
smoothing method to predict unseen (uw, st) pairs.
They regarded infrequent words in the source tree-
bank as unknown words, and assigned the lexical
entry templates acquired for these words to un-
known words. This treatment of unknown words
substantially improved the lexical coverage, prob-
ably because infrequent words are likely to take
only a few lexical entry templates (e.g., those for
transitive verbs).

There are two types of approaches to predict
unseen (sw, st) pairs. The first type of ap-
proaches (Chen and Vijay-Shanker, 2000; Nakan-
ishi et al., 2004; Chen et al., 2006) exploited
an organization of lexical entry templates stud-
ied in the linguistic literature; namely, individual
lexical entry templates are grouped in terms of
higher-level lexical (scF) types. When a word
takes a lexical entry template that belongs to a
certain lexical type ¢, it should take all the other
lexical entry templates that belong to ¢. To
identify a set of lexical entry templates that be-
long to the same lexical type, Chen and Vijay-
Shanker (2000) associated the lexical entry tem-
plates with tree families in a manually-tailored
LTAG (The XTAG Research Group, 1995), Chen

ZMost of the previous studies attempted to avoid the prob-
lem of unseen (sw, ut) and (uw, ut) pairs by modifying the
source treebank so as to generalize the resulting grammar;
for example, Chen and Vijay-Shanker (2000) used a compact
label set instead of one given in the original treebank. Nakan-
ishi et al. (2004) predicted unseen (sw, ut) and (uw, ut) pairs
for a given lexicalized grammar by newly creating unseen lex-
ical entry templates using manually defined lexical rules.

et al. (2006) converted the lexical entry templates
into linguistically-motivated feature vectors, and
Nakanishi et al. (2004) manually defined lexical
rules. These methods, however, just translate the
problem of unseen word-template pairs into the
problem of unseen word-type pairs, and does not
predict any unseen word-type pairs. We will here-
after refer to four types of unseen word-type pairs
by (sw, sT), (sw, uT), (uw, sT), and (uw, uT) where
ST/uT stand for seen/unseen lexical types.

Another type of the approaches has been taken
by Hara et al. (2002) and Chen et al. (2006) to pre-
dict unseen (sw, st) pairs. Hara et al. (2002) con-
ducted a hard clustering (Forgy, 1965) of words ac-
cording to their lexical entry templates in order to
find classes of words that take the same lexical en-
try templates. It will be difficult for the hard clus-
tering method to appropriately classify polysemic
verbs, which take several lexical types. Chen et
al. (2006) performed a clustering of lexical entry
templates according to words that take those tem-
plates in order to find lexical entry templates that
belong to the same tree family. They reported that
it was difficult to predict infrequent lexical entry
templates by their method. These studies directly
encode word-template pairs into vectors for clus-
tering, which will suffer from the data sparseness
problem.

In this study, we focus on probabilistic model-
ing of unseen word-type pairs in the lexicalized
grammars, since we can associate lexical entry
templates with lexical types by using the afore-
mentioned methods (Chen and Vijay-Shanker,
2000; Nakanishi et al., 2004; Chen et al., 2006).
This reduces the number of parameters in the prob-
abilistic models drastically, which will make it
easier to estimate an accurate probabilistic model
from sparse data.

2.2 Predicting unseen word-scF pairsfor
pre-defined scF types

There are some studies on smoothing SCF lex-
icons acquired for pre-defined scr types from
raw corpora (Korhonen, 2002; Yoshinaga, 2004).
These studies aimed at predicting unseen (sw, sT)
pairs for the acquired scF lexicons. Korhonen
(2002) first semi-automatically determined verb
semantic classes using Levin’s verb classifica-
tion (Levin, 1993) and WordNet (Fellbaum, 1998),
and then employed scr distributions for represen-
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p(w) C plc|w) C p(s|e) C

Parameters : p(w), p(c|w), p(s|c)

Figure 1: Probabilistic latent semantic analysis of
a co-occurrence between words and SCFs

tative verbs in each obtained verb class to calculate
accurate back-off estimates for the verbs in that
class. Yoshinaga (2004) conducted clustering of
verbs according to their scF confidence vectors,
and then used the resulting classes to predict pos-
sible scFs. Both studies successfully predicted un-
seen word-type pairs for the pre-defined scr types.

3 PLSA-based Probabilistic SCF L exicon

This section first applies the probabilistic latent se-
mantic analysis (PLSA: Hofmann (2001)) to co-
occurrences between verbs and scFs, and then de-
scribes a PLSA-based smoothing model to estimate
the co-occurrence probabilities.

3.1 PLSA tomodel co-occurrences between
verbsand SCF types

We employ the probabilistic latent semantic anal-
ysis to model co-occurrences between words and
SCF types, where the latent variables are classes
whose members have the same ScF distribution.
Our modeling is inspired by the studies by Schulte
im Walde and Brew (2002) and Korhonen et al.
(2003), which demonstrated that a semantic clas-
sification of verbs can be obtained by clustering
verbs according to their scr distributions.> The
PLSA is suitable for this task since it performs a
kind of soft clustering, which can naturally handle
highly polysemic nature of verbs.

We assume that a lexicon of a lexicalized gram-
mar is acquired from a source treebank. Let the
conditional probability that a word w € W ap-
pears as a member of a latent class ¢ € C be
p(clw), and each latent class ¢ € C takes an SCF
s € S with a conditional probability p(s|c). Here,
W and S are a set of words and lexical types
seen in the source treebank. When we assume that
a word w occurs with a probability p(w), a co-
occurrence probability between w and s, p(w, s),

®Although a comparison between classes obtained by our

method with those obtained by their methods must be inter-
esting, we focus on the effect of smoothing in this paper.

is given by:

plw,s) = p(w) Y plclw)p(sle).

ceC

Figure 1 shows our scF modeling. This genera-
tive model has a smoothing effect since the number
of free parameters becomes smaller than a simple
tabulation model, which directly computes p(w, s)
from the observed frequency, by setting the num-
ber of the latent variables to a small value.

We then apply a variant of the Expectation Max-
imization (Em) algorithm (Dempster et al., 1997)
called tempered EmM (Hofmann, 2001) to estimate
parameters of this model. In what follows, We first
derive the update formulas for the parameters in
our model by the Em algorithm, and then explain
the tempered Em algorithm.

We assume that the set of parameters #* at the ¢-
th iteration is updated to #**! at the next iteration,
and refer to the individual parameters at the ¢-th
iteration by pg:(-). The update formulas for the
individual parameters are derived by constrained
optimization of Q (6, 6'), which defined by

Q<979t> = Z Zn(w75) ZPOt(C|w>S)

weW ses ceC
X log[pa(w) Z pa(c|w)p9(5|c)](1)
ceC
where
pot (clw, s) = ot (c|w)pg: (sc)

2cec Por (clw)pge (s|c)

and n(w, s) is the observed frequency of a co-
occurrence between w and s in the source tree-
bank. Using the Lagrange multiplier method, we
obtain the updated parameters § = 6;,1 which
maximize the Q-function in Equation 1 as follows:

ZSES Tl(w, S)pﬁt (C|w7 S)

Do, (C‘U)) = n(w) )
_ ZwEW n(was)pa‘(dw?‘s)
p0t+1 (8|C) ZwGW ZsES n(w7 3)p0t (C|’LU, S) ’
pos. (1) = n(w)
o Dwew n(w)

where n(w) is the observed frequency of a word w
in the source treebank.

The tempered EM is closely related to determin-
istic annealing (Rose et al., 1990), and introduces
an inverse computational temperature 3 to the EM
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algorithm to reduce the sensitivity to local optima
and to avoid overfitting. The update formulas for
the tempered EM are obtained by replacing pg: in
the original formulas by the following equation®:

[po: (clw)pg: (s]c)]”
> cecpor (clw)pg (s|e)]”

We follow Hofmann’s approach (Hofmann, 2001)
to determine the optimal value of 5. We initialize
(6 to 1 and run the EM iterations with early stop-
ping (as long as the performance on held-out data
improves). We then rescale 3 by a factor n (= 0.5,
in the following experiments) and again run the
EM iterations with early stopping. We repeat this
rescaling until it no longer improves the result.

por(clw, s) =

3.2 Smoothing model for scF lexicons

We then use the PLSA model described in the
previous section to obtain accurate estimates for
the co-occurrence probabilities between words and
scFs. In this study, we focus on smoothing co-
occurrence probabilities of word-type pairs for
seen SCF types, (sw, sT) and (uw, sT). Acquisi-
tion of unseen ScF types (and corresponding tem-
plates) is beyond the scope of this study.

In what follows, we first mention a smoothing
model for co-occurrence probabilities of (uw, sT)
pairs, and then describe a smoothing model for co-
occurrence probabilities of (sw, sT) pairs.

3.21 Estimation of word-type co-occurrence
probabilitiesfor unknown words

Following the previous studies (Chiang, 2000;
Hockenmaier and Steedman, 2002; Miyao et al.,
2005) described in Section 2.1, we calculate a co-
occurrence probability between an unseen word w’
and a seen SCF type s as follows:

pznnseen(s|wl) = MlmeE(S) + MQPMLE(S) (2)

where
m Zw w|n(w)<m n(w, S)
Puie(s) = Clulntw)sm) )
Zwe{w\n(w)gm} ZSES n(w7 S)
pMLE(S) _ Zwew TL('U), S) (3)

ZweW ZSES n(wv 3) ’

and u; is a weight of each probabilistic model,
which satisfies the constraint °7_; 1; = 1. We es-
timate y; by the Em algorithm using held-out data.

“The interested readers are referred to the cited litera-
ture (Hofmann, 2001) to see the technical details.

In short, we regard infrequent words that ap-
pear less than or equal to m in the source tree-
bank as unknown words, and use the observed
frequency of scrs for these words to calcu-
late the co-occurrence probabilities. We assume

pgnseen(s‘w/) = PMLE (S)

3.2.2 Estimation of word-type co-occurrence
probabilities for known words

To estimate a co-occurrence probability be-
tween a seen word w and a seen SCF s, we in-
terpolate the following three models. The first
model provides the maximum likelihood estima-
tion (MLE) of the co-occurrence probability, which
is computed by:

n(w, s)
puelsl) = s’

The second model provides a smoothed proba-
bility based on the pLsSA model, which is calcu-
lated by:

Prsa(slw) = Zp(c|w)p(s|c)
ceC

where p(c|lw) and p(s|c) are probabilities esti-
mated under the PLSA model and n is the number
of the latent classes. We should note that the above
two models are computed using all the word-type
pairs observed in the source treebank (including
the word-type pairs for the infrequent words used
in Equation 2).

The last model provides pu.e(s) in Equation 3,
which is the maximum likelihood estimation of
p(s). We combine these three models by linear
interpolation:

Dicen (8|w) = Aipmie(s|w) 4+ Xoppsa(s|w)
+A3pmie(s)

where 322, \; = 1.

In summary, when we regard words that appear
less than or equal to m as unknown words, we ob-
tain a co-occurrence probability of a word w and
an ScF type s as follows:®

pm,n(s|w):{pzm<s|w> (n(w) >m)

>m
Plinseen(s/w)(n(w) < m)

SWe can use pZ..,(s|w) to estimate the co-occurrence
probabilities for the infrequent words (e.g., 0 < n(w) < m).
However, preliminary experiments showed that it slightly de-
teriorates the accuracy of the resulting probabilistic lexicons.
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Table 1: Specification of scrs for HPSG acquired from wsJ Sections 02-21 and their subsets

SOURCE TREEBANK

02 02-03 02-05 02-07 02-09 02-11 02-13 02-15 02-17 02-19 02-21
# SCF types 78 93 135 151 164 175 197 209 215 235 253
# verbs 1,020 1,294 1936 2,254 2476 2,704 2940 3,134 3,334 3,462 3,586
Ave. # scFsl/verb 1.46 1.53 1.61 1.68 1.69 1.72 1.75 1.78 1.80 1.82 1.85

"All SCF types
SCF types observed in WSJ Section 02
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Figure 2: The average number of scF types as-
signed to words in wsJ Section 02

In the following section, we compare the above
smoothing model with a naive smoothing model,
which estimates the co-occurrence probabilities
only from pi7 ¢ (s|w) and py.e(s) as follows:

X1PM|_E(5|7U) + )\/QpMLE(S)
(n(w) >m)
(n(w) <m)

/m(

P (slw) = (5)

pznnseen(s)
where 2, N = 1.
4 Experiments

We investigate the effect of our smoothing model
on ScCFs acquired for HPSG grammars.

4.1 Dataand Settings

We start by extracting word-scF pairs from Sec-
tions 02-21 of the Wall Street Journal (wsJ) por-
tion of the Penn Treebank and their subset sections
by use of the existing methods (Miyao et al., 2005;
Nakanishi et al., 2004).

Table 1 shows the details of the acquired scFs.
The average number of sCF types acquired for
each verb increases rather mildly with the size of
the source treebank. However, when we focus on
verbs that appeared in Section 2, the average num-
ber of scF types for these verbs increases more

rapidly (Figure 2). This is because most of fre-
quent verbs appeared in Section 2, and such verbs
took the larger number of scF types than other in-
frequent verbs. Figure 2 also confirms that most of
the ‘frequent’ scF types were seen in a small por-
tion of the treebank (wsJ Section 2). Thus, pre-
dicting unseen word-type pairs for seen SCF types
will have more impact on the grammar coverage.

We then applied our smoothing model to the ac-
quired scF lexicons. We constructed five PLSA
models pf, 4 (s|w) for each acquired set of word-
SCF pairs by ranging the number of latent variables
n from 40 to 640, and then obtained the linear-
interpolated models (Equations 4 and 5) with m =
0,1,2. The pLSA models and the weights of the
linear interpolation are estimated by using wsJ
Section 22 as held-out data. To estimate the
PLSA models, we ran the tempered M algorithm
100 times, and chose the model that obtained the
largest likelihood on the held-out data, because the
estimation of the PLSA models is likely to suffer
from local optima due to the large number of free
parameters. To estimate the weight p; of the mod-
els for unknown words p!” .....(s) in Equation 2,
we used word-type pairs (in the held-out data) for
the infrequent words and words that did not appear
in the source treebank, (w € {w|n(w) < m}).

To evaluate the accuracy of the estimated co-
occurrence probabilities, we employ the test-set
perplexity, PP, which is defined by:

PP et 27% ZwEWt ZSESt nt(W7S) lng(UJ,S)

where W; and S; are a set of words and lexical
types seen in the test data, N = >, cyp, ne(w),
and n;(w) and n.(w, s) are the observed frequency
of a word w and a co-occurrence between w and s
in the test data, respectively. This measure indi-
cates the complexity of the task that determines an
SCF type for a given verb w € W; with a model

p(w, s).
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Table 2: Test-set perplexity of p(s|w) against the test SCFs acquired from wsJ Section 24 for the ScF

types that are observed in wsJ Section 2

SOURCE TREEBANK

MODEL m n 02 02-03 02-05 02-07 02-09 02-11 02-13 02-15 02-17 02-19 02-21
unknown 10.809 10.779 10.769 10.750 10.747 10.754 10.759 10.751 10.746 10.748 10.739
naive 0 4030 3730 3414 3303 3273 3224 3172 3137 3132 3124 3116
PLSA 0 40 3786 3532 3253 3192 3157 3.118 3.056 3.039 3.048 3.026 3.025
0 80 3.809 3540 3239 3.167 3132 3.098 3.055 3.034 3.033 3.024 3.019
0 160 3.843 3500 3241 3153 3126 3.081 3051 3.038 3.023 3.023 3.027
0 320 3.813 3498 3244 3139 3127 3078 3.037 3.023 3.025 3008 3.021
0 640 3.804 3524 3215 3.142 3118 3060 3.039 3016 3.011 3.015 3.009
naive 1 3865 3616 3371 3256 3225 3.194 3144 3104 3.094 3087 3.071
PLSA 1 40 3651 3432 3217 3147 3110 3.090 3.031 3.006 3.010 2990 2.982
1 80 3.675 3.443 3202 3.131 3083 3067 3030 3.005 2996 2988 2974
1 160 3.704 3402 3210 3.106 3.078 3.058 3.025 3.006 2993 2988 2.983
1 320 3.676 3.405 3205 3.099 3.082 3.050 3015 2995 2988 2975 2.977
1 640 3.671 3.425 3178 3097 3071 3035 3013 2989 2979 2979 2967
naive 2 3846 3.629 3384 3294 3230 3205 3156 3.115 3.104 3.088 3.074
PLSA 2 40 3650 3460 3232 3185 3125 3.102 3.040 3.014 3.017 2991 2.985
2 80 3.675 3.463 3219 3171 3.098 3.080 3038 3.013 3.004 2989 2.978
2 160 3.694 3432 3225 3147 3089 3071 3033 3.014 3.001 2989 2.986
2 320 3.685 3.437 3218 3.139 3.096 3.062 3.022 3.002 2997 2976 2.980
2 640 3.676 3.449 3197 3139 3083 3049 3019 2996 2987 2980 2970
4.2 Results accuracy of the probabilistic SCF lexicon when we

Table 2 shows the test-set perplexities against
word-ScF pairs acquired from wsJ Section 24. In
this result, we excluded SCF types unseen in wsJ
Section 2 from the test set to compare models us-
ing different source treebanks. In Table 2, un-
known refers to a model that uses only the ob-
served frequency of SCFS, pmie(s), as shown in
Equation 3. This model indicates the difficulty
of this task. The models naive and PLSA refer to
the interpolated models with and without the PLSA
model which are defined in Equations 4 and 5, re-
spectively. The treatment of unknown words re-
duced the test-set perplexity (cf. the models with
m = 0 vs. their counterparts with m 1,2),
and the pLSA-based models further reduced the
test-set perplexity compared to the naive models,
when they were estimated using the same size of
corpora. It is also noteworthy that we can achieve
a lower test-set perplexity by making the number
of latent classes of the PLSA model larger. The
optimal number of the latent classes would be be-
tween 320 and 640. The probabilistic SCF lexicons
obtained with our pLSA-based models achieved
a lower test-set perplexity against ones obtained
with naive models with twice as much training
data (cf. naive (m = 1) estimated with wsJ Sec-
tion 02-21 vs. PLSA ((m, n) = (1,640)) estimated
with wsJ Section 02-11), and even improved the

use the large source treebank (cf. naive and PLSA
estimated with wsJ Section 02-21).

Table 3 shows a test-set perplexity against word-
SCF pairs acquired from wsJ Section 24, when
the test-set perplexity is calculated on all the scr
types observed in the source treebank. In this set-
ting, only models in the same column can be fairly
compared. For all the subsets of the treebank, our
PLSA-based model achieved a lower test-set per-
plexity than the naive smoothing model.

5 Conclusion

We have presented a PLSA-based smoothing model
for co-occurrence probabilities between verbs and
SCFs to construct an accurate probabilistic scF
lexicon for a lexicalized grammar acquired from
a small-sized corpus. We applied our smooth-
ing model to scFs for an HPSG grammar acquired
from the Penn Treebank. The proposed smoothing
model provided an accurate probabilistic SCF lexi-
con with a lower test-set perplexity against the one
obtained with the naive interpolation model.

In future research, we plan to evaluate the
acquired probabilistic scr lexicon in terms of
its contribution to the performance of supertag-
ging (Chen et al., 2006) and probabilistic pars-
ing (Miyao et al., 2005; Ninomiya et al., 2005).
We will apply our smoothing model to scrs for
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Table 3: Test-set perplexity of p(s|w) against the test scFs acquired from wsy Section 24
SOURCE TREEBANK
MODEL m n 02 0203 0205 0207 02-09 02-11 02-13 02-15 02-17 02-19 02-21
unknown 10.809 10.837 11.134 11.162 11.214 11.213 11.349 11.355 11.344 11.338 11.354
naive 0 4030 3.753 3524 3425 3419 3362 3.364 3323 3297 3282 3275
PLSA 0 40 3786 3.552 3.348 3.299 3.280 3.236 3.213 3.197 3.193 3.165 3.169
0 80 3.809 3.564 3.334 3.268 3.253 3.214 3209 3.190 3.176 3.163 3.162
0 160 3.843 3520 3.337 3.254 3250 3.197 3.207 3.194 3.168 3.162 3.172
0 320 3813 3520 3342 3241 3247 3193 3193 3.180 3.171 3148 3.166
0 640 3.804 3.543 3309 3.244 3244 3173 3195 3166 3153 3.156 3.153
naive 1 3865 3.638 3480 3.377 3.369 3.331 3334 3280 325/ 3244 3.228
PLSA 1 40 3651 3452 3311 3.253 3.232 3.207 3.88 3.163 3.154 3.127 3.124
1 80 3.675 3466 3.296 3.232 3.203 3.182 3.184 3.160 3.137 3.125 3.116
1 160 3704 3422 3305 3206 3201 3174 3179 3.160 3.136 3.126 3.126
1 320 3.676 3.427 3.303 3.200 3.201 3.165 3.170 3.151 3.133 3114 3.120
1 640 3.671 3444 3272 3199 3196 3149 3168 3138 3119 3.118 3.109
naive 2 3846 3.651 3493 3416 3.375 3.343 3.347 3.300 3.268 3.245 3.231
PLSA 2 40 3650 3480 3.326 3.293 3.247 3221 3197 3172 3.162 3.128 3.127
2 80 3675 3.487 3314 3274 3220 3197 3193 3.168 3.146 3.127 3.119
2 160 3694 3452 3320 3.248 3213 3.187 3188 3.168 3.145 3.127 3.129
2 320 3.685 3459 3.316 3242 3216 3.177 3.178 3.159 3.142 3115 3.123
2 640 3.676 3468 3292 3242 3209 3163 3175 3146 3127 3.119 3.113

LTAGS and other lexicalized grammars acquired
from treebank, by using lexical rules (Prolo, 2002)
to reduce lexical entries into lexical types. We
will also investigate the correspondence between
the verb classes obtained by our method and the
semantic verb classes suggested by Levin (1993)
and Korhonen and Briscoe (2004).
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