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Introduction

Open domain question answering (QA) has become a very active research area over the past decade,
due in large measure to the stimulus of the TREC Question Answering track (now a track within the
recently formed Text Analysis Conference, TAC). This track addresses the task of finding answers to
natural language questions (e.g. “How tall is the Eiffel Tower?”, “Who is Aaron Copland?”, “What
effect does second-hand smoke have on non-smokers?””) from large text collections. This task stands
in contrast to the more conventional information retrieval (IR) task of finding documents relevant to
a query, where the query may be simply a collection of keywords (e.g. “Eiffel Tower”, “American
composer, born Brooklyn NY 1900, ...”).

Finding answers requires processing texts at a level of detail that cannot be carried out at retrieval time
for very large text collections. This limitation has led many researchers to rely on, broadly, a two
stage approach to the QA task. In stage one a subset of question-relevant texts are selected from the
whole collection. In stage two this subset is subjected to detailed processing for answer extraction.
Clearly performance at stage two is bounded by performance at stage one, and previous work has
shown that, despite the sophistication of standard IR ranking algorithms, they are not well suited to the
stage one task of retrieving relevant documents given short natural language questions. It is likely that
improvements in this area will come from linguistic insights into why QA focused IR is different from
the traditional IR model.

With the continued expansion of QA research into more complex question types and with the speed
with which answers are returned becoming an issue, the importance of having good, QA-focused IR
techniques is likely to increase. To date this topic has received limited explicit attention despite its
obvious importance. This 2nd IR4QA workshop aims to address this situation by continuing to attract
the attention of researchers to the specific IR challenges raised by QA.

For this workshop, we solicited papers that addressed any aspect of QA-focused IR, in order to improve
overall system performance, , suggesting possible topics such as:

e parameterizations/optimizations of specific IR systems for QA

e studies of query formation strategies suited to QA, e.g. named entity pre-processing of questions
o different uses of IR for different question types (e.g. factoid, list, definition, event, how, ...)

o utility of term matching constraints, e.g. term proximity, for QA

e analyses of differing IR techniques for QA

e impact of IR performance on overall QA performance

e QA-orientated corpus pre-processing, e.g. indexing POS tags, named entities, semantically-
tagged entities, relationships, etc. rather than simply tokens

e evaluation measures for assessing IR for QA

e retrieval from semi-structured data - i.e. QA from Wikipedia articles

From the papers submitted, 10 were selected following peer review. These papers are included in this
proceedings. The enthusiastic response to this workshop confirms the belief that this is an important
area of interest to a significant number of researchers.

Mark A. Greenwood
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The task of Question Answering (QA) involves
taking a question phrased in natural human la
guage and locating specific answers to that que
tion expressed within a text collection. Regard
less of system architecture, or whether the sy
tem is operating over a closed text collection o
the web, most QA systems use text retrieval as a
first step to narrow the search space for the arft

Improving Text Retrieval Precision and
Answer Accuracy in Question Answering Systems

Matthew W. Bilotti and Eric Nyberg
Language Technologies Institute
Carnegie Mellon University
5000 Forbes Avenue
Pittsburgh, PA 15213 USA

{ nbilotti,

Abstract

Question Answering (QA) systems are of-
ten built modularly, with a text retrieval
component feeding forward into an answer
extraction component. Conventional wis-
dom suggests that, the higher the quality of
the retrieval results used as input to the an-
swer extraction module, the better the ex-
tracted answers, and hence system accu-
racy, will be. This turns out to be a poor
assumption, because text retrieval and an-
swer extraction are tightly coupled. Im-
provements in retrieval quality can be lost
at the answer extraction module, which can
not necessarily recognize the additional
answer candidates provided by improved
retrieval. Going forward, to improve ac-
curacy on the QA task, systems will need
greater coordination between text retrieval
and answer extraction modules.

I ntroduction

n-

ehn }@s. cnu. edu

Perhaps the most popular system architecture in
the QA research community is the modular archi-
tecture, in most variations of which, text retrieval
is represented as a separate component, isolated
by a software abstraction from question analysis
and answer extraction mechanisms. The widely-
accepted pipelined modular architecture imposes a
strict linear ordering on the system’s control flow,
with the analysis of the input question used as in-
put to the text retrieval module, and the retrieved
results feeding into the downstream answer extrac-
tion components.

Proponents of the modular architecture naturally
view the QA task as decomposable, and to a cer-
tain extent, it is. The modules, however, can never
be fully decoupled, because question analysis and
answer extraction components, at least, depend on
a common representation for answers and perhaps
also a common set of text processing tools. This
dependency is necessary to enable the answer ex-
traction mechanism to determine whether answers
exist in retrieved text, by analyzing it and compar-
ing it against the question analysis module’s an-
swer specification. In practice, the text retrieval
component does not use the common representa-
tion for scoring text; either the question analysis

S- L )
module or an explicit query formulation compo-

nent maps it into a representation queryable by the

S-

Fext retrieval component.

The pipelined modular QA system architecture
IS0 carries with it an assumption about the com-

swer to the question to a subset of the text Copositionality of the components. It is easy to ob-

lection (Hirschman and Gaizauskas, 2001). Th

serve that errors cascade as the QA process moves

remainder of the QA process amounts to a graduHFroth downstream modules, and this leads to the

narrowing of the search space, using successive

more finely-grained filters to extract, validate and’ A R .
the pipeline, which, in turn, should maximize over-

present one or more answers to the question.

(©2008.
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@/tuition that maximizing performance of individ-
al modules minimizes the error at each stage of

all end-to-end system accuracy.
It is a good idea to pause to question what this

}ptuition is telling us. Is end-to-end QA system

performance really a linear function of individual

Coling 2008: Proceedings of the 2nd workshop on Information Retrieval for Question Answering (IR4QA), pages 1-8
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[ArcO [PErsonJONH] [ TArRGET loved [ArG1 [PErRsoNMary]]

Figure 1: Example OpenEphyra semantic representation for the senfemreloves Mary Note that
Johnis identified as the RGO, the agent, or doer, of tHeveaction.Mary is identified as the RG1, the
patient, or to whom théove action is being done. BotbohnandMary are also identified asBRSON
named entity types.

components? Is component performance really ad- The common representation in OpenEphyra is
ditive? This paper argues that the answer is n@ verb predicate-argument structure, augmented
not in general, and offers the counterexample of @with named entity types, in which verb arguments
high-precision text retrieval system that can chechlire labeled with semantic roles in the style of Prop-
constraints against the common representation Bank (Kingsbury et al., 2002). This feature re-
retrieval time, which is integrated into a publicly- quires the separate downldaaf a semantic parser
available pipelined modular QA system that is othealled ASSERT (Pradhan et al., 2004), which was
erwise unchanged. trained on PropBank. See Figure 1 for an example
Ignoring the dependency between the answeepresentation for the sentendehn loves Mary

extraction mechanism and the text retrieval com- OpenEphyra comes packaged with standard
ponent creates a problem. The answer extractidraseline methods for answer extraction and se-
module is not able to handle the more sophistilection. For example, it extracts answers from
cated types of matches provided by the improvetktrieved text based on named entity instances
text retrieval module, and so it ignores them, leavmatching the expected answer type as determined
ing end-to-end system performance largely unby the question analysis module. It can also look
changed. The lesson learned is that a module infer predicate-argument structures that match the
proved in isolation does not necessarily provide aguestion structure, and can extract the argument
improvement in end-to-end system accuracy, ancbrresponding to the argument in the question rep-
the paper concludes with recommendations for furesenting the interrogative phrase. OpenEphyra’s
ther research in bringing text retrieval and answedefault answer selection algorithm filters out an-
extraction closer together. swers containing question keyterms, merges sub-

_ _ _ _ sets, and combines scores of duplicate answers.
2 Improving Text Retrieval in | solation

) . _ 2.2 Test Collection
This section documents an attempt to improve thﬁ&

performance of a QA system by substituting its he corpus used in this experiment is the
L . . = AQUAINT corpus (Graff, 2002), the standard
existing text retrieval component with for high-

precision retrieval system capable of checking lingOrPus for the TREE QA evaluations held in

guistic and semantic constraints at retrieval time 2002 through 2005, The corpus was prepared
"using MXTerminator (Reynar and Ratnaparkhi,

2.1 TheOpenEphyra QA System 1997) for sentence segmentation, BBN Identi-

OpenEphyra is the freely-available, open-sourc]%.nder (Bikel et al., 1999) for named entity recog-

version of the EphyfaQA system (Schiaefer et nition, as well as the aforementioned ASSERT

al., 2006: Schlaefer et al., 2007). OpenEphyra isf'c?r identification of verb predicate-argument struc-

pipelined modular QA system having four stagest:ures and PropBank-style semantic role labeling of
. . i the arguments.
guestion analysis, query generation, search and an-

. . The test collection consists of 109 questions
swer extraction and selection. OpenEphyra als&)m the QA track at TREC 2002 with extensive

includes support for answer projection, or the us , o
PP prol Socument-level relevance judgments (Bilotti et al.,

of the web to find answers to the question, whicth /" .o kat, 2006) over the AQUAINT
are then used to find supporting text in the cor-

pus. Answer projection support was disabled for 0 PUS- A setof sentence-level judgments was pre-

the purposes of this paper. ’See:ht t p: / / www. cemant i x. or g
- 3Text REtrieval Conferences organized by the U.S. Na-
'See:ht t p: / / ww. ephyra. i nfo tional Institute of Standards and Technology



Existing query #combi ne[ sent ence] ( #any: person first person reach
south pole )

Top-ranked result Dufek became the first person to land an airplatfeegbouth Pole.

Second-ranked result  He reached the North Pole in 1991.

High-precision query #conbi ne[ sent ence] ( #max( #conbi ne[target]( scored
#max( #conbi ne[./argl] ( #any: person ))
#max( #conbi ne[./arg2] (
#max( #conbi ne[target] ( reach
#max( #conbine[./argl]( south pole )))))))))
Top-ranked result [Arc1 Norwegian explorefrPersonRoald Admundséh] TarceT becomel
(relevant) [ArRG2 [ARrcO first mar] to [TarceT reacH [Arc1 [LocaTion South Pold]

Figure 2: Retrieval comparison between OpenEphrya’s existing teigvatcomponent, and the high-
precision version it was a replaced with, for question 14%5p was the first person to reach the South
Pole? Note that the top two results retrieved by the existing text retrieval compa@ientot relevant,
and the top result from the high-precision component is relevant. Therexomponent does retrieve
this answer-bearing sentence, but ranks it third.

pared by manually determining whether each serier named entity types, the high-precision version
tence matching the TREC-provided answer pattermlso supports retrieval-time constraint-checking
for a given question waanswer-bearingiccording against the semantic representation based on verb
to the definition that an answer-bearing sentengaredicate-argument structures, PropBank-style se-
completely contains and supports the answer to theantic role labels, and named entity recognition.

question, without requiring inference or aggrega- To make use of this expanded text retrieval ca-

tion outside of that sentence. Questions W'tho%ability, OpenEphyra’s query formulation module
any answer—begnng sen tences were removed "Ov%s changed to source pre-prepared Indri queries
the test (.:ollectlon, leaving 91 questions. that encode using structured query operators the
Questions were manually reformulated so thgl o jicate-argument and named entity constraints
they contain _predlcz_al'fes. For example, questiof, o+ match the answer-bearing sentences for each
1432, Where is Devil's Tower?was changed 10 4 ogtion. If questions have multiple queries asso-
Where is Devil's Tower locatedecause AS- ;iataq with them, each query is evaluated individu-
SERT does not cove_r vgrbs, |r_lc.lud|hgandhave ally, with the resulting ranked lists fused by Round
that do not occur in its training data. Hand'Robin (Voorhees et al., 1994). Round Robin,
corrected ASSERT parses for each question We{g, i merges ranked lists by taking the top-ranked
were cached in the question analysis module. Rejoment from each list in order followed by lower-
formulated questions are used as input to both theing elements, was chosen because Indri, the
eX|st|n_g and hlgh-preusmn text retrieval mOdUIeSunderIying retrieval engine, gives different queries
to avoid advantaging one system over the other. s o<'that are not comparable in general, making
it difficult to choose a fusion method that uses re-

trieval engine score as a feature.
OpenEphyra’s existing text retrieval module was Fi 2 sh ) ¢ ) q
replaced with a high-precision text retrieval sys- Iguré 2 Shows a comparison of querying an

tem based on a locally-modified version of the In_retrieval behavior between OpenEphyra’s existing
xt retrieval module and the high-precision ver-

dri (Strohman et al., 2005) search engine, a part (5? ) o : X
the open-source Lemur toolkitWhile the existing sion with which it |s.be|ng replaced for question
version of the text retrieval component support§475’Wh° was the first person to feach the South

: ? ' .
querying on keyterms, phrases and pIacehoIdePsOIe_' The bottom of'the figure shows an answer
bearing sentence with the correct answragald

“See:ht t p: // ww. | errur proj ect . or g AdmundsenThe predicate-argument structure, se-

2.3 High-Precision Text Retrieval



mantic role labels and named entities are shown.replace the text retrieval component with the high-
The high-precision text retrieval module sup-precision version while holding the other modules
ports storing of extents representing sentences, t@enstant, and repeat the test run. Table 1 summa-
get verbs and arguments and named entity typéiges the MAP, average end-to-end system accu-
as fields in the index. At query time, con-racy (whether the top-ranked returned answer is
straints on these fields can be checked using struesrrect), and the mean reciprocal rank (MRR) of
tured query operators. The queries in Figure 2he correct answer (one over the rank at which the
are shown in Indri syntax. Both queries begircorrect answer is returned). If the correct answer
with #conbi ne[ sent ence], which instructs to a question is returned beyond rank twenty, the
Indri to score and rank sentence extents, ratheeciprocal rank for that question is considered to
than entire documents. The query for the exbe zero.
isting text retrieval component contains keyterms
as well an#any: type operator that matches in- Table 1: Summary of end-to-end QA system ac-
stances of the expected answer type, which in thiuracy and MRR when the existing text retrieval
case igperson The high-precision query encodesmodule is replaced with a high-precision version

a verb predicate-argument structure. The nestedratrieval MAP | Accuracy| MRR
#combi ne[ t ar get ] operator scores a sentence Existing 0.32341 0.1099 0.2080
by the predicate-argument structures it Comains'High-precision 0.5487| 0.1319 0.2020

The#conbi ne[ . / role] operators are used to in-
dicate constraints on specific argument roles. The _ _ _
dot-slash syntax tells Indri that the argument ex- Table 1 shows that, despite the improvement in

tents are related to but not enclosed by the targ@¥erage precision, the end-to-end system did not
extent. Throughout, thémax operator is used to realize a significant improvement in accuracy or
select the best matching extent in the event thARR. Viewed in the aggregate, the results are dis-
more than one satisfy the constraints. couraging, because it seems that the performance
Figure 3 compares average precision at the tog)ains realized after the text retrieval stage of the
twenty ranks over the entire question set betwedriP€line are lost in downstream answer extraction

OpenEphyra’s existing text retrieval module and¢®mponents.
the high-precision text retrieval module, showing Figure 4 compares OpenEphyra both before and
that the latter performs better. after the integration of the high-precision text re-

trieval component on the basis of average precision
24 Results and answer MRR. The horizontal axis plots the dif-

] ] ] ) ference in average precision; a value of positive
To determine what effect improving text retrievaly e jngicates that the high-precision version of the

quality has on the end-to-end QA system, it SUfy o416 was perfect, ranking all answer-bearing

fices to run the system on the entire test COHeCtio%entences at the top of the ranked list, and that the
existing version retrieved no relevant text at all.

< 0° T Hahorecision Negative one indicates the reverse. The vertical
C 045 T -. an-p . . )
€ o4 — Existing axis plots the difference in answer MRR. As be-

fore, positive one indicates that the high-precision
component led the system to rank the correct an-
swer first, and the existing component did not, and
negative one indicates the reverse. The zero point
on each axis is where the high-precision and ex-
isting text retrieval components performed equally

1 6 11 16 well.

Rank The expectation is that there will be a posi-
tive correlation between average precision and an-

Figure 3: Comparison of average precision at togwer MRR; when the retrieval component provides
twenty ranks between OpenEphyra’s existing teXigher quality results, the job of the answer extrac-
retrieval module, and the high-precision versioion module should be easier. This is illustrated

that took its place. in the bottom portion of Figure 4, which was cre-




OpenEphyra dicate depressed answer extraction performance as

. average precision is increasing. This phenomenon
0.5 . . . . . ..
. . : . : . can be explained by the higher-precision text re-
o ° °* """""' e trieval module ranking answer-bearing sentences
=-05 ot . that answer extraction can not handle ahead of
g ‘ : ‘ those that it can handle.
[ -1 -0.5 0 0.5 1
<
< ldeal Answer Extraction 3 FailureAnalysis
8 1 ......::...0.
S 05 s '3’ The results presented in the previous section con-
g 0 ¥ firm that an improvement made to the text retrieval
Qs o component, in isolation, without a corresponding
14 ‘ ‘ ‘ ‘ improvement to the downstream answer extraction
- -0.5 0 0.5 1 modules, can fail to translate into a corresponding
Difference in Average Precision improvement in end-to-end QA system accuracy.

The increased average precision in the retrieved re-

Figure 4: Scatter plot comparing the difference irpults is coming in the form of answer-bearing sen-
average precision between the high-precision réences of types that the answer extraction machin-
trieval component and the existing retrieval comery does not know how to handle. To address this
ponent on the horizontal axis, to the difference i#ap in answer extraction coverage, it is first nec-
answer MRR on the vertical axis. Ideally, thereessary to examine examples of the types of errors
would be a high correlation between the two; as ayhade by the OpenEphyra answer extraction mod-

erage precision improves, so should answer MRRIle, summarized in Table 2.
Question 1497What was the original name be-

fore “The Star Spangled Banner’ds an exam-

ated by assuming that the answer extraction mo%e of a question for which OpenEphyra’s answer
ule could successfully extract answers without efextraction machinery failed outright. An answer-
ror from all answer-bearing sentences returned biyearing sentence was retrieved, however, contain-
the text retrieval component. ing the answer inside a quoted phrastis poem

Interestingly, actual extraction performancewas titled “Defense of Fort M'Henry” and by
shown in the top portion of Figure 4, bears lit-November 1814 had been published as “The Star-
tle resemblance to the ideal. Note the large corSpangled Banner” The expected answer type of
centration of data points along the line representhis question does not match a commonly-used
ing zero difference in answer MRR. This indicatesxamed entity type, so OpenEphrya’s named entity-
that, regardless of improvement in average prebased answer extractor found no candidates in this
cision of the results coming out of the retrievalsentence. Predicate-argument structure-based an-
module, the downstream answer extraction perfoswer extraction fails as well because the old and
mance remains the same as it was when the exew names do not appear within the same struc-
isting text retrieval component was in use. Thisure. Because OpenEphyra does not include sup-
occurs because the answer extraction module dopsrt for positing quoted phrases as answer candi-
not know how to extract answers from some of thelates, no answer to this question can be found de-
types of answer-bearing sentences retrieved by tlipite the fact that an answer-bearing sentence was
high-precision version of the retrieval module andetrieved.
not by the existing version. Question 1417Who was the first person to run

There are several data points in the top rightthe mile in less than four minutes an exam-
hand quadrant of the top half of Figure 4, indicatple of a question for which average precision im-
ing that for some questions, answer extraction wasroved greatly, by 0.7208, but for which extraction
able to improve as average precision improvedjuality remained the same. The existing text re-
This is likely due to better rankings for types oftrieval module ranks 14 sentences ahead of the first
answer-bearing sentences that answer extractiamswer-bearing sentence, but only one contains a
already knows how to handle. Data points occumamed entity of type person, so despite the im-
ring in the lower right-hand portion of the graph in-provement in retrieval quality, the correct answer

5



Table 2: Summary of end-to-end QA system results on the question set

Result Type Count
Extraction failure 42
Retrieval better, extraction same 20
Retrieval better, extraction worsge 13
Retrieval better, extraction better 10
Retrieval worse, extraction better3
Retrieval worse, extraction worse3
Total 91

moves up only one rank in the system output.  of the named entity recognition tool did not iden-
For ten questions, extraction performance dodffy California as an instance of the expected an-
improve as average precision improves. Queswer type, and therefore it was ignored. Sen-
tion 1409,Which vintage rock and roll singer was tences describing other seas near other locations
known as “The Killer"? For each of these ques-provided answers such &entral Asia Russia
tions, OpenEphyra’s existing text retrieval modulélTurkeyandUkrainethat were ranked ahead Gfl-
could not rank an answer-bearing sentence highi§ornia, which was eventually extracted from an-
or retrieve one at all. Adding the high-precisionother answer-bearing sentence.
version of the text retrieval component solved this And finally, for some questions, high-precision
problem. In each case, named entity-based aretrieval was more of a hindrance than a help,
swer extraction was able extract the correct anetrieving more noise than answer-bearing sen-
swer. These eleven questions range over a variefgnces. A question for which this is true is ques-
of answer types, and have little in common excepion 1470, When did president Herbert Hoover
for the fact that there are relatively few answerdie? The high-precision text retrieval module uses
bearing sentences in the corpus, and large numbet$redicate-argument structure to match the target
of documents matched by a bag-of-words queryerb die, themeHoover and adate instance oc-
formulated using the keyterms from the question.curring in a temporal adjunct. Interestingly, the
There are three questions for which extractionext collection contains a great deal die struc-
performance degrades as retrieval performance dgires that match partially, including those referring
grades. Question 1468Vhat is the North Korean to deaths of presidents of other nations, and those
national anthem?is an example. In this case,referring to the death of J. Edgar Hoover, who was
there is only one relevant sentence, and, owingota U.S. president but the first director of the U.S.
to an annotation error, it has a predicate-argumefederal Bureau of Investigation (FBI). False posi-
structure that is very generic, havilNprth Korea tives such as these serve to push the true answer
as the only argumentSome of the North Korean down on the ranked list of answers coming out of
coaches broke into tears as the North's anthemhe QA system.
the Patriotic Song, playedl'he high-precision re-
trieval component retrieved a large number of se4  |mproving Answer Extraction
tences matching the that predicate-argument struc-
ture, but ranked the one answer-bearing sentendée answer extraction and selection algorithms
very low. packaged with OpenEphyra are widely-accepted
Some questions actually worsened in terms dfaselines, but are not sophisticated enough to
the reciprocal rank of the correct answer when awextract answer candidates from the additional
erage precision improved. An example is questioanswer-bearing text retrieved by the high-precision
1504,Where is the Salton Sed@he high-precision text retrieval module, which can check linguistic
text retrieval module ranked answer-bearing ser&nd semantic constraints at query time.
tences such ashe combination could go a long The named-entity answer extraction method se-
way to removing much of the pesticides, fertilizerdects any candidate answer that is an instance of
raw sewage carried by the river into the Saltonthe expected answer type, so long as it co-occur
Sea, the largest lake in Californicdbut a failure with query terms. Consider question 146¥hat
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year did South Dakota become a state@iven swer selection. OpenEphyra does not include sup-
that the corpus consists of newswire text reporport for sanity-checking the answers it returns,
ing on current events, years that are contemp@nd its default answer selection mechanism is
rary to the corpus often co-occur with the quesredundancy-based. As a result, nonsensical an-
tion focus, as in the following sentenddpnaghan swers are occasionally retrieved, such rason
also seized abou$87,000 from a Santee accountfor question 1474 What is the lowest point on

in South Dakota in 1997 Of the top twenty an- Earth? Sophisticated approaches, however, do ex-
swers returned for this question, all but four arast for answer validation and justification, includ-
contemporary to the corpus or in the future. Min-4ng use of resources such as gazetteers and ontolo-
imal sanity-checking on candidate answers couldies (Buscaldi and Rosso, 2006), Wikipedia (Xu
save the system the embarrassment of returningea al., 2002), the Web (Magnini et al., 2002), and
date in the future as the answer. Going one stegpmbinations of the above (Ko et al., 2007).

further would involve using external sources to de-

termine thatl997is too recent to be the year a states  Conclusions

was admitted to the union. _ )
This paper set out to challenge the assumption of

OpenEphyra’s predicate-argument StrUCture_ompositionalityin pipelined modular QA systems

based ftnhswer extractlon algborlthm can avolg, ¢ suggests that an improvement in an individual
SOme OT INESE NOISy answers Ly comparing SoMy, ;e should lead to an improvement in the over-

constraints from the question against the retrieveg, |4+ onq system performance. An attempt

text anq qnly extrac_tlng answers if the constramta/as made to validate the assumption by showing
are satisfied. Consider question 1498hen was

an improvement in the end-to-end system accu-

?
Davy Crockett born?One relevant sentence saysralcy of an off-the-shelf QA system by substitut-

Crockett was born Aug. 17, 1786, in what is NOWng its existing text retrieval component for a high-

n
gasitseir; T_err;]nezs;f , and mov?d t? Lav‘;reniﬁbuﬁicision retrieval component capable of checking
n : € answer extraction aigori mIinguistic and semantic constraints at query time.

extractsAug. 17, 178tecause itis located inan .0 system accuracy remained roughly un-

arggmenc'; _Iabelech;%m—tr;r;]pwghtre_spfhct 0 tthe changed because the downstream answer extrac-
verb, and ignores the ofher date in Ihe Sentencey,, components were not able to extract answers
1817 The named entity-based answer extractio

om the types of the answer-bearing sentences re-
approach proposes both dates as answer can b g

turned by the improved retrieval module.
dates, but the redundancy-based answer selectlon]_he reality of QA systems is that there is a
prefers178a6 y y

high level of coupling between the different system
The predicate-argument structure-based answgsmponents. Ideally, text retrieval should have an
extraction algorithm is limited because it only ex-ynderstanding of the kinds of results that answer
tracts arguments from text that shares the structugstraction is able to utilize to extract answers, and
as the question. The high-precision text retrievadhould not offer text beyond the capabilities of the
approach is actually able to retrieve additionajjownstream modules. Similarly, question analy-
answer-bearing sentences with different predicat&js and answer extraction should be agreeing on
argument structures from the question, but answey common representation for what constitutes an
extraction is not able to make use of it. Considegnswer to the question so that answer extraction
the sentencet the time of his 100 point game withcan use that information to locate answers in re-
the Philadelphia Warriors in 1962, Chamberlaintrieved text. When a retrieval module is available
was renting an apartment in New Yorkthough  that is capable of making use of the semantic rep-
this sentence answers the questihat year did resentation of the answer, it should do so, but an-
Wilt Chamberlain score 100 pointsits predicate- gwer extraction needs to know what it can assume
argument structure is different from that of thezpout incoming results so that it does not have to
question, and predicate-argument structure-basgglcheck constraints already guaranteed to hold.
answer extraction will ignore this result because it The coupling between text retrieval and answer
does not contain acoreverb. extraction is important for a QA system to per-
In addition to answer extraction, end-to-end perform well. Improving the quality of text retrieval
formance could be improved by focusing on anis essential because once the likely location of

7
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Abstract

Question answering (QA) is the task of
finding a concise answer to a natural lan-
guage question. The first stage of QA in-
volves information retrieval. Therefore,
performance of an information retrieval
subsystem serves as an upper bound for the
performance of a QA system. In this work
we use phrases automatically identified
from questions as exact match constituents
to search queries. Our results show an im-
provement over baseline on several docu-
ment and sentence retrieval measures on
the WEB dataset. We get a 20% relative
improvement in MRR for sentence extrac-
tion on the WEB dataset when using au-
tomatically generated phrases and a fur-
ther 9.5% relative improvement when us-
ing manually annotated phrases. Surpris-
ingly, a separate experiment on the indexed
AQUAINT dataset showed no effect on IR
performance of using exact phrases.

I ntroduction

nskystars,

williamlahti @mail.com

decade from (Morhees and Harman, 1999) to (Dang
et al., 2006). Most existing question answering
systems add question analysis, sentence retrieval
and answer extraction components to an IR sys-
tem.

Since information retrieval is the first stage of
question answering, its performance is an up-
per bound on the overall question answering sys-
tem’s performance. IR performance depends on
the quality of document indexing and query con-
struction. Question answering systems create a
search query automatically from a user’s question,
through various levels of sophistication. The sim-
plest way of creating a query is to treat the words
in the question as the terms in the query. Some
guestion answering systems (Srihari and Li, 1999)
apply linguistic processing to the question, iden-
tifying named entities and other query-relevant
phrases. Others (Hovy et al., 2001b) use ontolo-
gies to expand query terms with synonyms and hy-
pernyms.

IR system recall is very important for question
answering. If no correct answers are present in a
document, no further processing will be able to
find an answer. IR system precision and rank-

Question answering can be viewed as a SOph'sﬂig of candidate passages can also affect question

cated information retrieval (IR) task where a Sysénswering performance. If a sentence without a

tem automatically generates a search query fro'Efbrrect answer is ranked highly, answer extrac-
a natural language question and finds a CoNCisfon may extract incorrect answers from these erro-

answer from a set of documents. In the operyeq s candidates. Collins-Thompsetral. (2004)

domain fact0|d| quest_lon Tr&z\rl]ve_rm% task Sys'[i”ksnow that there is a consistent relationship between
answer general questions likéno is the creator of . quality of document retrieval and the overall

' ? ? ) )
Th? ?a”¥ Show orr] eren Wast_Mozart bor_n .Ah performance of question answering systems.
varlety of approaches 10 question answering ave , yic \vork we evaluate the useefact phrases

been investigated in TREC competitions in the Iasftrom a question in document and passage retrieval.

(©2008.  Licensed under th&reative Commons Fjrst, we analyze how different parts of a ques-
Attribution-Noncommercial-Share Alike 3.0 Unportelit ti tribute to th f fth t
cense (http://creativecommons.org/licenses/by-ng-@&/ lon Co_n ribute to the per Qrmance Y ] e sentence
Some rights reserved. extraction stage of question answering. We ana-
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lyze the match between linguistic constituents oél., 2000). An optimal passage size may depend
different types in questions and sentences containn the method of answer extraction. We use single
ing candidate answers. For this analysis, we usesgntence extraction because our system’s semantic
set of questions and answers from the TREC 200®le labeling-based answer extraction functions on
competition as gold standard individual sentences.

Second, we evaluate the performance of doc- White and Sutcliffe (2004) performed a man-
ument retrieval in oulStoQAquestion answering ual analysis of questions and answers for 50 of the
system. We compare the performance of docuFREC questions. The authors computed frequency
ment retrieval from the Web and from an indexedf terms matching exactly, with morphological, or
collection of documents using different methods ofemantic variation between a question and a an-
query construction, and identify the optimal algoswer passage. In this work we perform a similar
rithm for query construction in our system as wellnalysis automatically. We compare frequencies
as its limitations. of phrases and words matching between a question

Third, we evaluate passage extraction from a send candidate sentences.
of documents. We analyze how the specificity of a Query expansion has been investigated in sys-
query affects sentence extraction. tems described in (Hovy et al., 2001a; Harabagiu

The rest of the paper is organized as followset al., 2006). They use WordNet (Miller, 1995) for
In Section 2, we summarize recent approaches guery expansion, and incorporate semantic roles in
guestion answering. In Section 3, we describe thide answer extraction process. In this experiment
dataset used in this experiment. In Section 5, wae do not expand query terms.
describe our method and data analysis. In Sec- Corpus pre-processing and encoding informa-
tion 4, we outline the architecture of our questioriion useful for retrieval was shown to improve doc-
answering system. In Section 6, we describe owment retrieval (Katz and Lin, 2003; Harabagiu
experiments and present our results. We summat al., 2006; Chu-Carroll et al., 2006). In our

rize in Section 7. approach we evaluate linguistic question process-
ing technique which does not require corpus pre-
2 Related Work processing.

_ . _ _ Statistical machine translation model is used
Inforr_nanon retrieval (IR) for ques_tlon answWernnGs,, information retrieval by (Murdock and Croft,
con_S|sts of 2 steps: document retrieval and passagsos). The model estimates probability of a ques-
retrieval. _ _ _ tion given an answer and is trained emjuestion,

Approaches to passage retrieval include siMs,ngigate sentencepairs. It capturing synonymy

ple word overlap (Light et al., 2001), density-5n4 grammar transformations using a statistical
based passage retrieval (Clarke et al., 2000), "odel

trieval based on the inverse document frequency

(IDF) of matched and mismatched words (Itty-3 pata

cheriah et al., 2001), cosine similarity between a

question and a passage (Llopis and Vicedo, 2001l)) this work we evaluate our guestion answering

passage/sentence ranking by weighting differeisystem on two datasets: the AQUAINT corpus, a 3

features (Lee and others, 2001), stemming ar@igabyte collection of news documents used in the

morphological query expansion (2004), and votT REC 2006 competition; and the Web.

ing between different retrieval methods (Tellex We use questions from TREC, a yearly ques-

et al.,, 2003). As in previous approaches, wd&on answering competition. We use a subset

use words and phrases from a question for pasf questions with non-empty answersrom the

sage extraction and experiment with using exactifREC 2006 dataset The dataset provides a list

matched phrases in addition to words. Similarlypf matching documents from the AQUAINT cor-

to Lee (2001), we assign weights to sentences pus and correct answers for each question. The

retrieved documents according to the number afataset contains 387 questions; the AQUAINT cor-

matched constituents. pus contains an average of 3.5 documents per ques-

SO??:)Z;;:?J% dlgn:%e/ :;ﬁﬁi-Osfelr’letter:]ecvee:n%a\fassgblg. The questi'ons _Where an answer was not in the dataset
ere not used in this analysis

size passages (Ittycheriah et al., 2001; Clarke et 2nttp://trec.nist.gov/data/qa/t20@fadata. html
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tion that contain the correct answer to that queszandidate sentences can be tagged with named en-
tion. Using correct answerswve find thecorrect tity information using the Lydia system (Lloyd et
sentence$rom the matching documentsWe use al., 2005). The tagged word/phrase matching the
this information as a gold standard for the IR tasktarget named entity type most frequently found is

We index the documents in the AQUAINT cor-chosen as the answer. Our system can also extract
pus using the Lucene (Apache, 2004 2008) engiranswers through semantic role labeling, using the
on the document level. We evaluate document ré&SRL toolkit from (Punyakanok et al., 2008). In
trieval usinggold standarddocuments from the this case, the tagged word/phrase matching the tar-
AQUAINT corpus. We evaluate sentence extracget semantic role most frequently found is chosen
tion on both AQUAINT and the Web automatically as the answer.

using regular expressions for correct answers pro- ’ ‘ Question ‘ ‘
vided by TREC. Tergel

In our experiments we use manually and auto- 1 Question'analysis
matically created phrases. Our automatically cre- 1
ated phrases were obtained by extracting noun, E*PeC‘edeéfg;“heanswef
verb and prepositional phrases and named entities Expected Semantic Role of the
from the question dataset using then NLTK (Bird Linguistic gfabs)es
et al., 2008) and Lingpipe (Carpenter and Bald- i
win, 2008) tools. Our manually created phrases e ) (Wb auery)
were obtained by hand-correcting these automatic e
annotations (e.g. to remove extraneous words and (gg,g:;:; O < ek <

phrases and add missed words and phrases from
the questions).

4 System Raw Text
Lydia Candidate
. ) . Sentences SRL ‘agge'
For the experiments in this paper we use$teQA

system. This system employs a pipeline architec- ‘
ture with three main stages as illustrated in Fig- o
ure 1. question analysis, document and sentence condides
extraction (IR), and answer extraction. After the

user poses a question, it is analyzed. Target named

2 /. Document and Sentence
Extraction

SRL-processed
candidate

(Named Entities) Sentences

entities and semantic roles are determined. A 3 Answer Extraction

query is constructed, tailored to the search tools in — I

use. Sentences containing target terms are then ex- Cendidele (< Jyycrog>>| Cendiceln

tracted from the documents retrieved by the query. l

The candidate sentences are processed to identify | Final Candidate Answers |

and extract candidate answers, which are presented

to the user. Figure 1: Architecutre of our question answering

We use the NLTK toolkit (Bird et al., 2008) system
for question analysis and can add terms to search
queries using WordNet (Miller, 1995). Our system
can currently retrieve documents from either th& M ethod
Web (using the Yahoo search API (Yahoo!, 2008)), o
or the AQUAINT corpus (Graff, 2002) (through -1 Motivation
the Lucene indexer and search engine (Apach@uestion answering is an engineering-intensive
2004 2008)). When using Lucene, we can assigiask. System performance improves as more so-
different weights to different types of search ternphisticated techniques are applied to data process-
(e.g. less weight to terms than to named entitieidig. For example, the IR stage in question an-
added to a query) (cf. (Lee and others, 2001)). swering is shown to improve with the help of tech-
We currently have two modules for answer exniques like predictive annotations and relation ex-
traction, which can be used separately or togethdraction; matching of semantic and syntactic re-

11



Target United Nations

Question What was the number of member nations of the U.N. in 20007
Named Entity U.N., United Nations

Phrases “member nations of the U.N.”

Converted Q-phrase “member nations of the U.N. in 2000”

Baseline Query was the number of member nations of the U.N. in 2000

United Nations
Lucene Query with phraseswas the number of member nations of the U.N. in 2000

and NE “United Nations”, "member nations of the u.n.”
Cascaded web query
queryl “member nations of the U.N. in 2000” AND ( United Nations )
query?2 "member nations of the u.n.” AND ( United Nations )
query3 (number of member nations of the U.N. in 2000) AND ( United
Nations )
query4 ( United Nations )

Table 1: Question processing example: terms of a query

lations in a question and a candidate sentené&2 Search Query
are known to improve overall QA sys'Fem perfor-We process each TREC question and tafye
mance (Prager et al., 2000; Stenchikova et aI..d tify named entities. Often, the target is a com-
2006; Katz and Lin, 2003; Harabagiu et al., 20065 " nutes. , thetarg
Chu-Carroll et al., 2006). plete nameq entity (NE), howevgr, in some of the
' TREC questions the target contains a named entity,

e.g. tourists massacred at Luxor in 199Gr 1991
eruption of Mount Pinatubavith named entities

In this work we analyze less resource expensivieuxor and Mount Pinatubo For the TREC ques-
techniques, such as chunking and named entity déen What was the number of member nations of
tection, for IR in question answering. Linguisticthe U.N. in 2000?the identified constituents and
analysis in our system is applied to questions anautomatically constructed query are shown in Ta-
to candidate sentences only. There is no need fbte 1. Named entities are identified using Ling-
annotation of all documents to be indexed, so owipe (Carpenter and Baldwin, 2008), which iden-
techniques can be applied to IR on large dataseties named entities of typerganization, location
such as the Web. andperson Phrases are identified automatically
using the NLTK toolkit (Bird et al., 2008). We
extract noun phrases, verb phrases and preposi-
. _ ) . tional phrases. The rules for identifying phrases

Intgltlvely, using phrases In query construction, .o mined from a dataset of manually annotated
may improve retrieval precision. For example1oarse trees (Judge et al., 20d6)Converted Q-

i Wz search fo(;ln’)what ye%r. (?“d the m(;we V\élﬂ phrasesare heuristically created phrases that para-
academy awards?using a disjunction of words phrase the question in declarative form using a

ats) OLirtr?uer};.twe ma()j/ matcthrLeklava_nt docudmentaﬂa” set of rules. The rules match a question to a
;"_‘I outthe T' : aryacahemh)or p 0 ed pnzeawards" pattern and transform the question using linguistic
owever, If we use the phrasacademy awards information. For example, one rule match&$o

as one of the query terms, documents with thi%\was NOUNPRONOUN VBDand converts it to
term will receive a higher ranking. A Counterargu'NOUN\PRONOUN isvas VBD S

ment for using phrases is thetademyandawards
are highly correlated and therefore the documents sthe TREC dataset also providesaaget topicfor each
that contain both will be more highly ranked. Wequistions, and we include it in the query.
hypothesize that for phrases where constituents are "€ test questions are notin this dataset.

t highl lated t oh tracti i Q-phrase is extracted only for who/when/where ques-
not highly correlated, exact phrase extraction wi {ions. We used a set of 6 transformation patterns in this ex-

give more benefit. periment.
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\ Named Entities \ Phrases \

great pyramids; frank sinatra; mt.capacity of the ballpark; groath rate; se-
pinatubo; miss america; manchesterurity council; tufts university endowt
united; clinton administration ment; family members; terrorist organi-

zation

Table 2: Automatically identified named entities and phsase

A g-phrase represents how a simple answer nsuming operation.
expected to appear, e. gggphrase for the ques-  The text from each retrieved documents is split
tion When was Mozart born% Mozart was born into sentences using Lingpipe. The same sen-
We expect a low probability of encounteringga tence extraction algorithm is used for the output
phrase in retrieved documents, but a high prob<from both IR subsystems (AQUAINT/Lucene and
ability of co-occurrence of g-phrases phrase withWeb/Yahoo). The sentence extraction algorithm
correct answers. assigns a score to each sentence according to the

In our basic system (baseline), words (triviainumber of matched terms it contains.
query constituents) from question and target form , ,
the query. In the experimental system, the query 3 Analysis of Constituents
created from a combination of words, quoted exadtor our analysis of the impact of different linguis-
phrases, and quoted named entities. Table 2 shotis constituent types on document retrieval we use
some examples of phrases and named entities udb¢ TREC 2006 dataset which consists of ques-
in queries. The goal of our analysis is to evaluat§ons, documents containing answers to each ques-
whether non-trivial query constituents can improvéion, and supporting sentencessentences from
document and sentence extraction. these documents that contain the answer to each

We use a back-off mechanism with both ofduestion.

our IR subsystems to improve document extrac- Table 3 shows the number of times each con-
tion. The Lucene API allows the user to cre-tituent type appears insupporting sentencand

ate arbitrarily long queries and assign a weight téhe proportion ofsupporting sentencesontaining
each query constituent. We experiment with asach constituent type (sent w/answer column). The
signing different weights based on the type of 8All Sentences” column shows the number of con-
query constituent. Assigning a higher weight tétituents in all sentences of candidate documents.
phrase constituents increases the scores for doctih€ precisioncolumn displays the chance that a
ments matching a phrase, but if no phrase match&#en sentence is supporting sentencé a con-

are found documents matching lower-scored cortituent of a particular type is present in i&on-
stituents will be returned. verted g-phraséas the highest precision, followed

The query construction system for the Web firsPY Phrases, verbs, and named entities. Words have
produces a query containing onbpnverted g- the highest chance of occurrence iswpporting

phrases which have low recall and high precisionsentence(.907)_, but they also have a high chance
(query 1 in table 1). If this query returns less tha/Pf 0ccurrence in a document (.745). .
20 results, it then constructs a query usiig ases This analysis supports our hypothesis that using
(query 2 in table 1), if this returns less than 20 re€Xact phrases may improve the performance of in-
sults, queries without exact phrases (queries 3 af@mation retrieval for question answering.
4) are used. Every query contains a conjunctio
with the questiortarget to increase precision for
the cases where thargetis excluded fromcon-  |n these experiments we look at the impact of using
verted g-phrase or anexact phrase. exact phrases on the performance of the document
For both our IR subsystems we return a maxiretrieval and sentence extraction stages of question
mum of 20 documents. We chose this relativehanswering. We use o8toQAquestion answering
low number of documents because our answer egystem. Questions are analyzed as described in the
traction algorithm relies on semantic tagging ofrevious section. For document retrieval we use
candidate sentences, which is a relatively timethe back-off method described in the previous sec-

B Experiment
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sent w/ answer all sentences precision
num | proportion| num | proportion
Named Entity | 907 0.320 4873 0.122 .18
Phrases 350 0.123 1072 0.027 34
Verbs 396 0.140 1399 0.035 .28
Q-Phrases 11 0.004 15 0.00038 73
Words 2573 0.907 29576 0.745 .086
| Total Sentences$ 2836 | | 39688 \ |

Table 3: Query constituents in sentences of correct doctanen

avg doc | avgdoc| overall avg | overall | avg corr| avg corr | avg corr
sent sent sent sent sent
recall MRR | docrecall|| MRR | recall | intop1 | intop 10 | intop 50
IR with Lucene on AQUAINT dataset
baseline (words disjunctiofi 0.530 0.631 0.756 0.314| 0.627 0.223 1.202 3.464
from target and question) T

baseline 0.514 0.617 0.741 0.332 | 0.653 0.236 1.269 3.759
+ auto phrases

words 0.501 0.604 0.736 0.316 | 0.653 0.220 1.228 3.705
+ auto NEs & phrases

baseline 0.506 0.621 0.738 0.291 | 0.609 0.199 1.231 3.378
+ manual phrases

words 0.510 0.625 0.738 0.294| 0.609 | 0.202 1.244 3.368

+ manual NEs & phrases

IR with Yahoo APl on WEB

baseline - - - 0.183 | 0.570 0.101 0.821 2.316
words disjunction

cascaded - - - 0.220| 0.604 | 0.140 0.956 2.725
using auto phrases

cascaded - - - 0.241| 0.614 | 0.155 1.065 3.016

using manual phrases

Table 4: Document retrieval evaluation.

tion. We performed the experiments using first aurect candidate sentences in the top 10 results, and
tomatically generated phrases, and then manualf) number of correct candidate sentences in the top
corrected phrases. 50 results.

For document retrieval we report: 1) average re- Table 4 shows our experimental results. First,
call, 2) average mean reciprocal ranking (MRR)WE eval_uate the performance of document retrieval
and 3) overall document recall. Each question hdd) the indexed AQUAINT dataset. Average doc-
a document retrieval recall score which is the proument recall for our baseline system is 0.53, in-
portion of documents identified from all correctdicating that on average half of the correct doc-
documents for this question. Ttaverage recall Uments are retrieved. Average document MRR
is the individual recall averaged over all questiondS -631, meaning that on average the first correct
MRR is the inverse index of the first correct doc-document appears first or second. Overall docu-
ument. For example, if the first correct documenfnent recall indicates that 75.6% of queries con-
appears second, the MRR score will be 1/2. MRA&IN a correct document among the retrieved docu-
is computed for each question and averaged ovBIENtS: Averagg sentence recall is Iower_than docu-
all questions.Overall document recalis the per- Ment recall indicating that some proportion of cor-
centage of questions for which at least one correfgCt answers is not retrieved using our heuristic

document was retrieved. This measure indicat€NteNnce extraction algorithm.  The average sen-
the upper bound on the QA system. tence MRR is .314 indicating that the first correct

_ sentence is approximately third on the list. With
For sentence retrieval we report 1) average sen-

tenC.e _MRR’ 2) OYera” sentence recall, 3) average ®Although the number of documents is 20, multiple sen-
precision of the first sentence, 4) number of corences may be extracted from each document.
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the AQUAINT dataset, we notice ho improvementential for improvement by using a larger set of

with exact phrases. documents and improving our sentence extraction
Next, we evaluate sentence retrieval from théeuristics.

WEB. There is nogold standardfor the WEB .

dataset so we do not report document retrievd] Conclusion and Future Work

scores. Sentence scores on the WEB dataset ggethis paper we present a document retrieval ex-
lower than on the AQUAINT datasét periment on a question answering system. We
Using back-off retrieval with automatically cre- evaluate the use of named entities and of noun,
ated phrases and named entities, we see an iferb, and prepositional phrases as exact match
provement over the baseline system performangshrases in a document retrieval query. Our re-
for each of the sentence measures on the WE&)lts indicate that using phrases extracted from
dataset. Average sentence MRR increases 20§festions improves IR performance on WEB data.
from .183 in the baseline to .220 in the experimensyrprisingly, we find no positive effect of using
tal system. With manually created phrases MRIBhrases on a smaller closed set of data.
improves a further 9.5% to .241. This indicates Our data ana|ysis shows that |inguistic phrases
that information retrieval on the WEB dataset Calre more accurate indicators for candidate sen-
benefit from a better quality of chunker and from gences than words. In future work we plan to evalu-

properly converted question phrase. It also showge how phrase type (noun vs. verb vs. preposition)
that the improvement is not due to simply matchaffects IR performance.

ing random substrings from a question, but that
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exact match phrases. Precision of automaticall\\/\/e would like to thank professor Amanda Stent

dete_cted phrases is affectg d by errors during aUthr suggestions about experiments and proofread-
matic part-of-speech tagging of questions. An ex-

T . ,_ing the paper. We would like to thank the reviewers
ample of an error due to POS tagging is the |der}- g pap
e . or useful comments.
tification of a phraseavas Rowling borrdue to a
failure to identify thatbo.rn is averp References
Our results emphasize the difference between
the two datasets. AQUAINT dataset is a collec/Pache. 2004-2008. Lucene.
. . http://lucene.apache.org/java/docs/index.html.
tion of a large set of news documents, while WEB
is a much larger resource of information from &Bilotti, M., B. Katz, and J. Lin. 2004. What works
variety of sources. It is reasonable to assume better for question answering: Stemming or morpho-
logical query expansion? IRroc. SIGIR
that on average there are much fewer documents
with query words in AQUAINT corpus than ontheBird, S., E. Loper, and E. Klein. 2008.
WEB. Proportion otorrect documentsom all re- ”t?tglaalltk I;agguaghe Iy .I;_00|Klt (NLTK).
trieved WEB documents on average is likely to be p-/initk-orgfindex.php/viaiirage.
lower than this proportion in documents retrievedCarpenter, B. and B. Baldwin. 2008. Lingpipe.
from AQUAINT. When using words on a query http://alias-i.com/lingpipe/index.html.
to AQUAINT datas?t’ most of theorrect docu- Chu-Carroll, J., J. Prager, K. Czuba, D. Ferrucci, and
mentsare returned in the top matches. Our results p. Duboue. 2006. Semantic search via XML frag-
indicate that over 50% oforrect documentgre ments: a high-precision approach to IR. Rmoc.
retrieved in the top 20 results. Results in table 3 SIGIR
indicate that exactly matched phrases from a quesiarke, C., G. Cormack, D. Kisman, and T. Lynam.
tion are more precise predictors of presence of an 2000. Question answering by passage selection
query allows a search engine to give higher rank oljins-Thompson, K., J. Callan, E. Terra, and C. L.A.
more relevant documents and increases likelihood Clarke. 2004. The effect of document retrieval qual-
of these documents in the top 20 matches. ity on factoid question answering performance. In
Although overall performance on the WEB Proc. SIGIR

dataset is lower than on AQUAINT, there is a poDang, H., J. Lin, and D. Kelly. 2006. Overview of
- the TREC 2006 question answering track. Aroc.
"Our decision to use only 20 documents may be a factor. TREC

15



Graff, D. 2002. The AQUAINT corpus of English Stenchikova, S., D. Hakkani-Tur, and G. Tur. 2006.
news text. Technical report, Linguistic Data Con- QASR: Question answering using semantic roles for
sortium, Philadelphia, PA, USA. speech interface. IRroc. ICSLP-Interspeech 2006

Harabagiu, S., A. Hickl, J. Wiliams, J. Bensley, Tellex, S., B. Katz, J. Lin, A. Fernandes, and G. Marton.
K. Roberts, Y. Shi, and B. Rink. 2006. Question 2003. Quantitative evaluation of passage retrieval al-
answering with LCC's CHAUCER at TREC 2006. gorithms for question answering. Rroc. SIGIR

In Proc. TREC )
Vorhees, V. and D. Harman. 1999. Overview of the

Hovy, E., L. Gerber, U. Hermjakob, M. Junk, and C.-Y. €ighth Text REtrieval Conference (TREC-8). In
Lin. 2001a. Question answering in Webclopedia. In "Proc. TREC”.

Proc. TREC . . .
White, K. and R. Sutcliffe. 2004. Seeking an upper
Hovy, E., U. Hermjakob, and C.-Y. Lin. 2001b. The bound to sentence level retrieval in question answer-

use of external knowledge in factoid QA. Rroc. ing. InProc. SIGIR

TREG Yahoo!, Inc. 2008. Yahoo! search API.

Ittycheriah, A., M. Franz, and S. Roukos. 2001. IBM’s http://developer.yahoo.com/search/.
statistical question answering system — TREC-10. In
Proc. TREC

Judge, J., A. Cahill, and J. van Genabith. 2006.
QuestionBank: Creating a corpus of parse-annotated
questions. IProc. ACL

Katz, B. and J. Lin. 2003. Selectively using relations to
improve precision in question answering.Rroc. of
the EACL Workshop on Natural Language Process-
ing for Question Answering

Lee, G. G. et al. 2001. SiteQ: Engineering high per-
formance QA system using lexico-semantic pattern
matching and shallow NLP. IRroc. TREC

Light, M., G. S. Mann, E. Riloff, and E. Breck. 2001.
Analyses for elucidating current question answering
technology.Journal of Natural Language Engineer-
ing, 7(4).

Llopis, F. and J. L. Vicedo. 2001. IR-n: A passage re-
trieval system at CLEF-2001. Froc. of the Second
Workshop of the Cross-Language Evaluation Forum
(CLEF 2001)

Lloyd, L., D. Kechagias, and S. Skiena. 2005. Ly-
dia: A system for large-scale news analysisPinc.
SPIRE pages 161-166.

Miller, George A. 1995. WordNet: a lexical database
for english. Communications of the ACN38(11).

Murdock, V. and W. B. Croft. 2005. Simple transla-
tion models for sentence retrieval in factoid question
answering. IrProc. SIGIR

Prager, J., E. Brown, and A. Coden. 2000. Question-
answering by predictive annotation. ACM SIGIR
QA -to site.

Punyakanok, V., D. Roth, and W. Yih. 2008. The im-
portance of syntactic parsing and inference in seman-
tic role labeling.Computational Linguistics34(2).

Srihari, R. and W. Li. 1999. Information extraction
supported question answering.Pmoc. TREC

16



1

Passage retrieval in question answering is differ-
ent from information retrieval in general. Extract-
ing relevant passages from large document co?—
lections is only one step in answering a natur
There are two main differbl
ences: i) Passage retrieval queries are generati%

language question.

Simple is Best: Experiments with Different Document Segmetation
Strategies for Passage Retrieval

Jorg Tiedemann
Information Science
University of Groningen
j . ti edemann@ ug. nl

Abstract

Passage retrieval is used in QA to fil-
ter large document collections in order
to find text units relevant for answering
given questions. In our QA system we ap-
ply standard IR techniques and index-time
passaging in the retrieval component. In
this paper we investigate several ways of
dividing documents into passages. In par-
ticular we look at semantically motivated
approaches (using coreference chains and
discourse clues) compared with simple
window-based techniques. We evaluate
retrieval performance and the overall QA
performance in order to study the impact
of the different segmentation approaches.
From our experiments we can conclude
that the simple techniques using fixed-
sized windows clearly outperform the se-
mantically motivated approaches, which
indicates that uniformity in size seems to
be more important than semantic coher-
ence in our setup.

Introduction

Jori Mur
Information Science
University of Groningen

j . mur @ ug. nl

der to extract concrete answers to the given ques-
tion. Hence, the size of the passages retrieved is
important and smaller units are preferred. Here,

the division of documents into passages is crucial.
The textual units have to be big enough to en-

sure IR works properly and they have to be small

enough to enable efficient and accurate QA. In this
study we investigate whether semantically moti-

vated passages in the retrieval component lead to
better QA performance compared to the use of
document retrieval and window-based segmenta-
tion approaches.

1.1 Index-time versus Search-time Passaging

In this paper, we experiment with various possi-
bilities of dividing documents into passagasore
indexing them. This is also calleddex-time pas-
saging and refers to a one-step process of retriev-
ing appropriate textual units for subsequent an-
swer extraction modules (Roberts and Gaizauskas,
2004; Greenwood, 2004). This is in contrast to
other strategies using a two-step procedure consist-
ing of document retrieval ansktarch-time passag-
ing thereafter. Here, we can distinguish between
approaches that only return one passage per rel-
evant document (see, for example, (Robertson et
al., 1992)) and the ones that allow multiple pas-
ages per document (see, for example (Moldovan
t al., 2000)). In general, allowing multiple pas-
ages per document is preferable for QA as possi-
g answers can be contained at various positions
a document (Roberts and Gaizauskas, 2004).

from complete sentences (questions) compared It—%
bag-of-keyword queries usually used in IR. i) Re
trieved passages have to be processed further in
(© 2008. Licensed under the&Creative Commons
Attribution-Noncommercial-Share Alike 3.0 Unported |i-

cense (http://creativecommons.org/licenses/by-ng-@&/
Some rights reserved.

r this, an index-time approach has the advan-
tage that the retrieval of multiple passages per doc-
Phentsis straightforward because all of them com-
pete which each other in the same index using the
same metric for ranking.

A comparison between index-time and search-
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time passaging has been carried out in (Roberisiproves standard IR technigues by “normaliz-
and Gaizauskas, 2004). In their experimentsng” textual units in terms of size which is espe-
index-time passaging performs similarly to searcheially important in cases where documents come
time passaging in terms of coverage and redurirom very diverse sources. IR is based on similar-
dancy (measures which have been introduced ity measures between documents and queries and
the same paper; see section 4.2 for more informatandard approaches have shortcomings when ap-
tion). Significant differences between the variouplying them to documents of various sizes and text
approaches can only be observed in redundancy types. Often there is a bias for certain types raising
higher ranks (above 50). However, as we will seproblems of discrimination between documents of
later in our experiments (section 4.2), redundancglifferent lengths and content densities. Passages
is not as important as coverage for our QA systeran the other hand provide convenient units to be
. Furthermore, retrieving more than about 40 paseturned to the user avoiding such ranking difficul-
sages does not produce significant improvementies (Kaszkiel and Zobel, 2001). For IR, passage-
of the QA system anymore but slows down the prolevel evidence may be incorporated into document
cessing time substantially. retrieval (Callan, 1994; Hearst and Plaunt, 1993)
Another argument for our focus on a one-ster passages may be used directly as retrieval unit
retrieval procedure can be taken from (Tellex et al(Kaszkiel and Zobel, 2001; Kaszkiel and Zobel,
2003). In this paper, the authors do not actually usk997). For QA only the latter is interesting and
any index-time passaging approach but compaill be applied in our experiments.

various search-time passage retrieval algorithms. Passages can be defined in various ways. The
However, they obtain a huge performance differ,qst obvious way is to use existing markup (ex-

ence when applying an oracle document retrieveyjicit discourse information) to divide documents

(only returning relevant documents in the first ré;nio smaller units. Unfortunately, such markup is

trieval step) instead of a standard IR engine. COMyq¢ 4ways available or ambiguous with other types
pared to this, the differences between the varioys separators. For example, headers, list elements
passage retrieval approaches tested is very sma}- ;aple cells might be separated in the same way
From this we can conclude that much improvers,: example using an empty line) as discourse
ment can be gained by improving the initial réyg|ated paragraphs. Also, the division into para-
trieval step, which seems to be the bottleneck 'nth&aphs may differ a lot depending on the source
entire process. Unfortunately, the authors do nQjt the document. For example, Wikipedia entries
compare their results with index-time approachesre givided on various levels into rather small units

However, looking at the potential gain in documeniyhereas newspaper articles often include very long
retrieval and keeping in mind that the performanc%aragraphs_

of index-time and search-time approaches is rather _ o
similar (as we have discussed earlier) we believe There are several ways of automatically divid-

that the index-time approach is preferable. ing documents into passages without relying on
existing markup. One way is to search for linguis-

tic clues that indicate a separation of consecutive
text blocks. These clues may include lexical pat-
Certainly, IR performance is effected by changterns and relations. We refer to such approaches
ing the size of the units to be indexed. The tas&ssemanticajly motivated document segmentation.
in document segmentation for our index-time pasanother approach is to cut documents into arbi-
saging approach is to find the proper division ofrary pieces ignoring any other type of informa-
documents into text passages which optimize thgon. For example, we can use fixed-sized win-
retrieval in terms of overall QA performance. dows to divide documents into passages of simi-
The general advantages of passage retrieval oMar size. Such windows can be defined in terms of
full-text document retrieval has been investigatesvords and characters (Kaszkiel and Zobel, 2001,
in various studies, e.g., (Kaszkiel and Zobel, 200IMonz, 2003) or sentences and paragraphs (Zobel
Callan, 1994; Hearst and Plaunt, 1993; Kaszkiadt al., 1995; Llopis et al., 2002). It is also possi-
and Zobel, 1997). Besides the argument of debdle to allow varying window sizes and overlapping
creasing the search space for subsequent answgections to be indexed (Kaszkiel and Zobel, 2001,
extraction modules in QA, passage retrieval alsbonz, 2003). In this case it is up to the IR engine

1.2 PassagesinIR
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to decide which of the competing window types i2000)). Since the coreference relation is an equiv-
preferred and it may even return overlapping se@lence relation and consequently a transitive rela-
tions multiple times. tion chains of coreferring entities can be detected
In the following sections we will discuss in arbitrary documents. We can use these coref-
two techniques of semantically motivated docuerence chains to demarcate passages in the text.
ment segmentation and compare them to simplEhe assumption in this approach is that corefer-
window-based techniques in terms of passage rence chains mark semantically coherent passages,

trieval and QA performance. which are good candidates for splitting up docu-
ments.
2 Passage Retrieval in our QA system Figure 1 illustrates chains detected by a resolu-

Our QA system is an open-domain question arflon system in five successive sentences.

swering system for Dutch. It includes two
strategies: (1) A table-lookup strategy using fact 1+ [Jim McClements en Susan Sandvig-Shelfedbben
databases that have been created off-line, and, (2) een onrechtmatig argument gebruikt

an “on-line” answer extraction strategy with pas- 2. [De Nederlandse scheidsrechjddacques de Koning]
sage retrieval and subsequent answer identification ~ Pevestigtdit

and ranking modules. We will only look at the 3. [Kuipers} versloeg zondag in een rechtstreeks duel
second strategy as we are interested in the passage [Shani Davis}..

retrieval component and its impact on QA perfor- 4. Toch werd [hiji in de rangschikking achter [de
mance. Amerikaan],, geklasseerd.

The passagg retrieval component is imple- 5. [De twee hoofdarbiters]verklaarden dat [Kuipers]
mented as an interface to several open-source IR voorste schaats niet op de grond stond.
engines. The query |s_generated from the glve.nlusteri (1,5): [Jim McClements en Susan Sandvig-Shobe]
natural language question after question analysis. " pe twee hoofdarbiters]

Keywords are sent to the IR engine(s) and resultcsI teri (2): [De Nederiand heidsrechter]
: uster | . e Nederlanase scheldsrecnter
(in form of sentence IDs) are returned to the QA [Jacques de Koning]
system. _ o
In the experiments described here, we appl§!uster k (3-5): [Kuipers] [hif] [Kuipers’]
Zettair (Lester et al., 2006), an open-source IR efeluster m (3,4): [Shani Davis] [de Amerikaan]
gine developed by the search engine group at the
RMIT University in Melbourne, Australia. Itim- rigure 1: Example of coreference chains used for
plements a very efficient standard IR engine witjocyment segmentation
high retrieval performance according to our exper-

iments with various alternative systems. Zettair is 1hea coreferential units can then be used to form

optimized for speed and is very efficient in bothy,qqaqes consisting of all sentences the corefer-
indexing and retrieval. The outstanding speed ince chain spans over, i.e. the boundaries of pas-
indexing is very fortunate for our experiments ing, e are sentences containing the first occurrence
which we had to create various indexes with dify¢ the referent and the last occurrence of a refer-
ferent document segmentation strategies. ent. Thus, in the example in figure 1 we obtain
four passages: 1) sentence one to sentence five, 2)
sentence two, 3) sentence three to five, and, 4) sen-
We now discuss the different methods for docutence three and four. Note that such passages can
ment segmentation, starting with the semanticallpe included in others and may overlap with yet oth-
motivated ones and then looking at the windowers. Furthermore, there might be sentences which
based techniques. are not included in any chain which have to be han-
dled by some other techniques.

For our purposes we used our own coreference
Coreference is the relation which holds betweeresolution system which is based on information
two NPs both of which are interpreted as referderived from Alpino, a wide-coverage dependency
ring to the same unique referent in the contexparser for Dutch (van Noord, 2006). We ap-
in which they occur ((Van Deemter and Kibble,proached the task of coreference resolution as a

3 Document Segmentation

3.1 Using Coreference Chains
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clustering-based ranking task. Some NP pairs ado not take any discourse information nor seman-
more likely to be coreferent than others. The sydic clue into account but split documents at arbi-
tem ranks possible antecedents for each anaphoary positions. Windows can be defined in various
considering syntactic features, semantic featuregays, in terms of characters, words or sentences.
and surface structure features from the anaphdém our case it is important to keep sentences to-
and the candidate itself, as well as features fromether because of the answer extraction compo-
the cluster to which the candidate belongs. It pickaent in our QA system that works on that level
the most likely candidate as the coreferring anand expects complete sentences. Window-based
tecedent. segmentation techniques may be applied with var-
References relations are detected between prious amounts of overlaps. The simplest method is
nouns, common nouns and named entities. The split documents into passages in a greedy way,
resolution system yields a precision of 67.9% andtarting a new passage immediately after the pre-
a recall of 45.6% (F-score = 54.5%) using MUCvious one (and starting the entire process at the be-
scores (Vilain et al., 1993) on the annotated tegjinning of each documenit) Another method is to
corpus developed by (Hoste, 2005) which consistllow some overlap between consecutive passages,
of articles taken from KNACK, a Flemish weekly i.e. starting a new passage at some position within
news magazine. the previous one. If we use the maximum possible
. overlap such an approach is usually called a “slid-
3.2 TextTiling ing window” in which the difference between two
TextTiling is a well-known algorithm for segment- consecutive passages is only two basic units (sen-
ing texts into subtopic passages (Hearst, 1997ences) - the first and the last one.
It is based on the assumption that a significant
portion of a set of lexical items in use during4 Experiments
the course of a given subtopic discussion changes
when that subtopic in the text changes. 4.1 Setup

Topic shifts are found by searching for lexi-po oyr experiments we applied the Dutch news-
cal co-occurrence patterns and comparing adigaper corpus used at the QA track at CLEF, the
cent blocks.  First the text is subdivided intogrgss janguage evaluation forum. It contains about
pseudo-sentences of a predefined size rather thagn 000 documents consisting of about 4,000,000
using syntactically-determined sentences. Thes&niences (roughly 80 million words). As men-
pseudo-sentences are called token-sequences (e earlier, we applied the open-source IR en-
Hearst. _ gine, Zettair, in our experiments and used a lan-

The algorithm identifies discourse boundarieg age modeling metric with Dirichlet smoothing,
by calculating a score for each token-sequencgich is implemented in the system.

gfp'k This score 'Sd basedb cl)n twot rgett:pds, The evaluation is based on 778 Dutch CLEF
e o e i gyesirs o the OA acks e yeas 2003

P e P Jac3h05 which are annotated with their answers. We
.bIOCkS of text to see how S|m|Ia_1r they are accorduse simple matching of possible answer strings to
g to how many words the afdjacent ?'OCkS haV[Eetermine if a passage is relevant for finding an
n common. The vocabulary introduction metho' ccepted answer or not. Similarly, answer string
'S b_a sed on h°W. many new words were seen Ir'ﬁatching is applied to evaluate the output of the
the interval in which the token-sequence gap is thg ;. QA system: i.e. an answer by the system

midpoint. is counted as correct if it is identical to one of the

The boundaries are assumed to occur at t cepted answer strings without looking at the sup-

largest valleys in the graph that results from IOIOt|'oorting sentence/passage. For evaluation we used

ting the token-sequences against their scores. {He standard measure df R R which is defined as
this way the algorithm produces a flat subtopiq.O”OWS.

structure from a given document.

) Note that in our approach we still keep the document
3.3 Window-based boundaries intact, i.e. the segmentation ends at the end of

The simplest f dividing d ts int each document and starts from scratch at the beginning of the
€ Simplest way ot dividing documents INt0 PaStext gocument. In this way, the last passage in a document

sages is to use a fixed-sized window. Here weay be smaller than the pre-defined fixed size.
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@47 N 21: rank(first.correctanswey

Using the string matching strategy for evalu-
ation this corresponds to tHenient MRR mea-
sures frequently used in the literatufrict MRR
scores (requiring a match with supporting docu-
ments) is less appropriate for our data coming from 5 - = - - o
the CLEF QA tracks. In CLEF there are usually number of paragraphs retrieved
only a few participants and, therefore, only a small

fraction of relevant documents are known for thef:igure 2. The correlation between coverage and
given questions. redundancy and/ RRg 4 with varying numbers

of paragraphs retrieved. Note that redundancy and
coverage use different scales on the y-axis which
There are various metrics that can be employed fonakes them not directly comparable. The inten-
evaluating passage retrieval. Commonly it is artion of this plot is to illustrate the tendency of both
gued that passage retrieval for QA is merely a filmeasures in comparison with QA performance.
tering task and ranking (precision) is less impor-

';Iant thﬁ n rgcall. _The;eforz, tr;? Lnfea;u;_er enéun- hMean average precision (MAP): Average  of
ancy has been introduced which is defined as the precision scores for top documents; MAP

average n.umber of relevant passages retrieved per is the mean of these averages over all Mie

question (independent of any ranking). Passage re- queries.

trieval is, of course, a bottleneck in QA systems

that make use of such a component. The system 1 N XK

has no chance to find an answer if the retrieval en- MAP = — > 74 > Pu(L.k)

gine fails to return relevant passages. Therefore, n= k=1

another measurepverage is often used in combi-

nation with redundancy. It is defined as the pro-

portion of questions for which at least one relevant

passage is found. In order to validate the use ddninterpolated average precision (UAP):

these measures in our setup we experimented with  Average of precision scores at eashevant

retrieving various amounts of paragraphs. Figure 2  document retrieved; UAP is the mean of

illustrates the relation of coverage and redundancy these averages over théqueries.

scores compared to the overall QA performance

measured in terms dff RR scores. 1 X1
. UAP=—%" > Pu(l.k)

From the figure we can conclude that cover- N = | D] kedveDp

age is more important than redundancy in our sys-

tem. In other words, our QA system is quite good (D} is the set of relevant documents among

in finding appropriate answers if there is at least the ones retrieved for questior)

one relevant passage in the set of retrieved ones. _ _

Redundancy on the other hand does not seem }an reciprocal ranks: The mean of the recip-

provide valuable insides for the end-to-end perfor- ~ ocal rank of the first relevant passage re-

mance of our QA system. trieved.

However, our system also uses the passage re-

trieval score (and, hence, the ranking) as a clue 1 & 1

for answer extraction. Therefore, other standardM RRp = N Z rank(firstrelevantpassagp

IR measures might be interesting for our investi- !

gations as well. The following three metrics are Infigure 3 the correlation of these measures with

common in the IR literature. the overall QA performance is illustrated.

coverage/MRR (in %)
redundancy

20+ ps

QAMRR -~~~ IR redundancy --------
1 1 1 1

o

4.2 Evaluation of Passage Retrieval

(P, (1..k) is the precision of the top docu-
ments retrieved for queny;,)
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MRR
#sent cov | red IR QA | CLEF
sent | 16,737| 0.784 | 2.95| 0.490 | 0.487 | 0.430
T par 80,046 | 0.842 | 4.17 | 0.565 | 0.483 | 0.416
memem Tt A doc | 618,865| 0.877 | 6.13 | 0.666 | 0.457 | 0.387

60 T T T T

40 """"""""""""""""""""" 1 Table 1: Baselines with sentence (sent), paragraph
B/ 1 (par) and document (doc) retrieval (20 units).
of e 1 MRRg4 is measured on the top 5 answers re-
s | 1 trieved. CLEF is the accuracy of the QA system
2T Rwap . | QaRR measured on the top answer provided by the sys-
0 20 40 60 80 100 tem. cov refers to coverage anmed refers to redun-
number of paragraphs retrieved dancy. #sent gives the total number of sentences
included in the retrieved text units to give an im-
Figure 3: The correlation between IR evaluatiorpression about the amount of text to be processed
measures {/ AP, UAP and M RRg) and QA by subsequent answer extraction modules.
evaluation scoresM RR¢4) with varying num-
bers of paragraphs retrieved.

MRR/UAP/MAP (in %)

15

amount of data to be processed is much smaller
for sentence retrieval than for the other two while
From the picture we can clearly see that theoverage is still reasonably high. The CLEF scores
MRR;r scores correlate the most with the QA(accuracy measured on the top answer provided by
evaluation scores when retrieving different numthe system) follow the same pattern. Here, the dif-
bers of paragraphs. This, again, confirms the inference between sentence retrieval and document
portance of coverage as thid RRrr score only retrieval is even more apparent.
takes the first relevant passage into account and ig-CertainIy, the success of the retrieval compo-
nores the fact that there might be more answegent depends on the metric used for ranking doc-
to be found in lower ranked passages. Hencgments as implemented in the IR engine. In or-
MRRr seems to be a good measure that comfer to verify the importance of document seg-
bines coverage with an evaluation of the rankmentation in a QA setting we also ran experi-
ing and, therefore, we will use it as our main IRments with another standard metric implemented
evaluation metric instead of coverage, redundanciyy Zettair, the Okapi BM-25 metric (Robertson et

MAP & UAP. al.,, 1992). Similar to the previous setting using
_ the LM metric, QA with paragraph retrieval (now
4.3 Baselines yielding M RRg = 0.460) outperforms QA with

The CLEF newspaper corpus comes with parglocument retrieval X/ RRq = 0.449). How-
graph markup which can easily be used as the s€ ver, sentence retrieval does not perform as well
mentation granularity for passage retrieval. Tabl€"/ BRqa = 0.420) which suggests that the Okapi
1 shows the scores obtained by different baselif@etric is not suited for very small retrieval units.

retrieval approaches using either sentences, paraill the success of paragraph retrieval supports
graphs or documents as base units. the advantage of passage retrieval compared to

We can see from the results that document réj_ocument ref[rieva'l and suggests potential QA per-
trieval (used for QA) is clearly outperformed byformance gains with improved document segmen-

both sentence and paragraph retrieval. Surprig’:‘tion stra_tegies. In the rgmaining_we only rep_ort
ingly, sentence retrieval works even better thaﬁesult_s using the LM metric for retrieval due to its
paragraph retrieval when looking at the QA per-SUperIor performance.

formance even though all IR evaluation measure . .

(cov, red, MRR,z) s%ggest 2 lower Score. Notej'4 Semantically Motivated Passages

that M RRrr is almost as good ad/ RRp4 for As described earlier, coreference chains can be
sentence retrieval whereas the difference betweeised to extract semantically coherent passages
them is quite large for the other settings. This indifrom textual documents. In our experiments we

cates the importance of narrowing down the searalsed several settings for the integration of such

space for the answer extraction modules. Thpassages in the retrieval engine. First of all, coref-
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erence chains have been used as the only way MRR

. . #sent IR QA | CLEF
1
of forming passages. Sentences which are netzrycorer 790,968 0.604 0469 0405

included in any passage are included as singlesent/corefzo0-1000)| 76,865 | 0.535|  0.462 | 0.395

sentence passages. This settings is referred to| d+corefzoo-1000 | 82,378 0.560 | 0.493 | 0.426
sent/coref par+coref200-400) 67,580 | 0.555 0.489 | 0.422

TextTiling 107,879 0.586 | A 0.503| 0.434
In the second setting we restrict the passages in

length. Coreference chains can be arbitrary longable 2: Passage retrieval with document segmen-
and, as we can see in the results in table 2, thetion using coreference chains and TextTiling (re-
IR engine tends to prefer long passages which igieving a maximum of 20 passages;means sig-
not desirable in the QA setting. Hence, we defingificant withp < 0.05 and Wilcoxon Matched-pair

the constraint that passages have to be longer th8iyned-Ranks Test compared to paragraph base-
200 characters and shorter than 1000. This setuplise — only tested fon/ RR() )
referred to asent/coref (200-1000).

In the third setting we combine paragraphs (us-.

ing existing markup) and coreference chain ass_lgned-ranks test and looking at the corresponding
g g P P CLEF scores we can even see a slight drop in per-

sages including the length restriction. This i : - . .
mainly to get rid of the single-sentence passagzgrmance' Applying TextTiling yielded improved

. . . . cores in both passage retrieval and QA perfor-
included in the previous settings. Note that alP .
paragraphs are used even if all sentences withio € (M REqa and CLEF). TheM REq, im-

them are included in coreferential passages. Nopﬁrovement is statistically significant according to
the same test.

also that in all settings passages may refer to
overlapping text units as coreference chains mays  \window-based Passages

stretch over various overlapping passages of a doc- . i )
ument. In comparison to the semantically motivated pas-

. . ... sages discussed above we also looked at simple
We did not perform an exhaustive optimization . . .

- . window-based passages as described earlier. Here
of the length restriction. However, we experi-

. . . we do not consider any linguistic clues for divid-
mented with various settings and 200-1000 was the y ing
) : : . Ing the documents besides the sentence and docu-

best performing one in our experiments. For illus- : .
ment boundaries. Table 3 summarizes the results

tration we include one additional experiment USin%btained for various fixed-sized windows used for
a slightly different length constraint (200-400) indocument segmentation

table 2.
For the document segmentation strategy us- MRR
ing TextTiling we used a freely available im- #sent| IR QA | CLEF

. . 2sentences | 33468 | 0.545| A 0.506 | 0.443
plementation of that algorithm (the Perl Module | 3 centences | 50190| 0554| 0504 | 0436

Li ngua: : EN: : Segnent er: : Text Ti | i ng available 4 sentences | 66800 | 0.581 | A 0.512| 0.447

i _| 5sentences | 83575 | 0.588 0.493 | 0.422
at CPAN). Note that we do not include other pas 6 centonces | 100110 | 0.583 0.489 | 0.423

sages in this approach (paragraphs using existing 7 sentences | 116872 | 0.572| 0.491| 0.422

markup nor single-sentence passages). 8 sentences | 133504 | 0.577 0.481 | 0.409

. . 9 sentences | 150156 | 0.578 |  0.475| 0.405
Table 2 summarizes the scores obtained by the 15 centenced 166810 | 0596 | 0.470 | 0.396

various settings when applied for passage retrieva

and when embedded into the QA system. Table 3: Passage retrieval with window-based doc-
It is worth noting that including coreferential ument segmentation/{ means significant with
chains without length restriction forced the repp < 0.05 and Wilcoxon Matched-pair Signed-
trieval engine to return a lot of very long passageRanks Test)
which resulted in a degraded QA performance
(also in terms of processing time which is not Surprisingly, we can see that window-based seg-
shown here). The combination of paragraphs amientation approaches with small sizes between 2
coreferential passages with length restrictions pr@nd 7 sentences yield improved scores compared
ducedM RRg 4 scores above the baseline. How+o the baseline. Two of the improvements (using
ever, these improvements are not statistically si@2-sentence passages and 4-sentence passages) are
nificant according to the Wilcoxon matched-pairstatistically significant. Three settings also out-
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perform the best semantically motivated segmenmentation. In particular, two techniques have been
tation approach. This result was unexpected espwvestigated, one using the well-known TextTil-
cially considering the naive way of splitting docu-ing algorithm and one using coreference chains for
ments into parts disregarding any discourse strugassage boundary detection. We compared them
ture (besides document boundaries) and other se-simple window-based techniques using various
mantic clues. sizes. From our experiments we can conclude that
We did another experiment using window-basedimple document segmentation techniques using
segmentation and a sliding window approachsmall fixed-sized windows work best among the
Here, fixed-sized passages are included starting @es tested here. Semantically motivated passages
every point in the document and, hence, varioui the retrieval component helped to slightly im-
overlapping passages are included in the index. rove QA performance but do not justify the effort
this way we split documents at various points angdpent in producing them. One of the main reasons
leave it to the IR engine to select the most apfor the failure of using coreference chains for seg-
propriate ones for a given query. The results ammentation might be the fact that this approach pro-

shown in table 4. duces many overlapping passages which does not
ER seem to be favorable for passage retrieval. This can
#sent| IR QA | CLEF also be seen in the sliding window approach which

gsent ES:?S?HQ; 5225132 8-238 A 8-2;2 8-21?2 did not perform as well as the one without over-

sent (sl Ing . . . . .

4 sent (sliding) | 41565 | 0.546 0476 | 0.409 lapping unllts (ex_cept_for_ two-sentence passages).
5 sent (sliding) | 45737 | 0.534 0.465 | 0.403 In conclusion,uniformity in terms of length and

6 sent (sliding) | 49091 | 0.528 |  0.454 ) 0.390 |  ynjqueness (in terms of non-overlapping contents)
7 sent (sliding) | 51823 | 0.529 0.439 | 0.372 to b . tant th i h
8 sent (sliding) | 54600 | 0.535| 0.428 | 0.360 | S€€M 10 be more important than semantic conher-
9 sent (sliding) | 57071 | 0.531| 0.420 | 0.351 ence for one-step passage retrieval in QA. A fu-
10 sent (sliding)| 59352 ] 0.542| 0.420| 0.354]  {yre direction could be to test an approach that bal-

. _ _ ances both a uniform document segmentation and
Table 4: Passage retrieval with window-based dogemantic coherence.

ument segmentation and a sliding window
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Abstract

The information retrieval (IR) commu-
nity has investigated many different tech-
niques to retrieve passages from large col-
lections of documents for question answer-
ing (QA). In this paper, we specifically ex-
amine and quantitatively compare the im-
pact of passage retrieval for QA using slid-
ing windows and disjoint windows. We
consider two different data sets, the TREC
2002-2003 QA data set, and 98hy
guestions against INEX Wikipedia. We
discovered that, compared to disjoint win-
dows, using sliding windows results in im-
proved performance of TREC-QA in terms
of TDRR, and in improved performance of
why-QA in terms of success@n and MRR.

Introduction

Suzan Verberne
Radboud University Nijmegen
s.verberne@let.ru.nl

Voorhees, 2001). The quality of a QA sys-
tem heavily depends on the effectiveness of the
integrated retrieval system (second step of the
pipeline): if a retrieval system fails to find any rel-
evant documents for a question, further processing
steps to extract an answer will inevitably fail too
(Monz, 2003). This motivates the need to study
passage retrieval for QA.

There are two common approaches to retriev-
ing passages from a corpus: one is to index each
passage as separate document and retrieve them as
such. The other option is to first retrieve relevant
documents for a given question and then retrieve
passages from the retrieved documents. The pas-
sages themselves can vary in size and degree of
overlap. Their size can be fixed as a humber of
words or characters, or varying with the semantic
content (Hearst and Plaunt, 1993) or the structure
of the text (Callan, 1994). The overlap between
two adjacent passages can be either zero, in which

In question answering (QA), text passages are gqe we speak dfisjoint passage®r the passages

important intermediary between full documents‘may be overlapping, which we refer to sliding
and exact answers. They form a very natural “”?assage.s

of response for QA systems (Tellex et al., 2003

In this paper, we compare the effectiveness of

and it is known from user studies that USers prese,ara| passage retrieval techniques with respect to
fer answers to be embedded in paragraph-m_z%eir usefulness for QA. Our main interest is the
chunks (Lin et al., 2003) because they can providg, i tion of sliding passages as apposed to dis-

the context of an answer.
state-of-the-art QA systems implement some tec
nique for extracting paragraph-sized fragments qf

text from a large corpus.

qut. QA systems have a pipeline architecturgq o (Voorhees, 2002; Voorhees, 2003), and (2)
consisting of at least three components: queg relatively new problem in the QA field: that of

tion analysis, document/passage retrieval, and a
swer extraction (Hirschman and Gaizauskas, 2001;

(© 2008.
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int passages, and we will experiment with a num-
er of retrieval models. We evaluate the retrieval
pproaches on two different QA tasks: (1) factoid-
QA, as defined by the test collection provided by

Hhsweringvhy-questions\why-QA).
' The remainder of the paper is organized as fol-
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An passage retrieval for QA and we motivate what
the main contribution of the current paper is. In
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section 3 we describe our general set-up for pa8 General experiment set-up

sage retrieval in both QA tasks that we consider. In . _ _
section 4, we present the results of the experimenld® Main purpose of our experiments is to study

on TREC-QA data, and in section 5 we present odf'€ contribution of sliding windows as apposed to
results orwhy-QA. Section 6 gives an overall con- disjoint windows in the context of QA. Therefore,

clusion. in our experiment setup, we have kept fixed the
other segmentation variables, passage size and de-
2  Related work gree of overlap. We set out to examine two differ-

ent strategies of document segmentation (disjoint
The use of passage retrieval for QA has been studnd sliding passages) with a number of retrieval
ied before. For example, (Tellex et al., 2003)nodels for two different QA tasks: TREC factoid-
performed a quantitative evaluation of passage r€A andwhy-QA.
trieval algorithms for QA. They compared differ-
ent passage retrieval algorithms in the context 6.1 Retrieval models

their QA system. Their system first returns ape yse the Lemur retrieval enginfer passage re-
ranked list of 200 documents and then applies dityjeyal because it provides a flexible support for
ferent passage retrieval algorithms to the retrievegifrerent types of retrieval models including vec-
documents. They find that the performance of pagg, space models and language models. In this
sage retrieval depends on the performance of ”E?aper we have selected two vector space mod-
pre-applied document retrieval step, and therefor§s: TFIDF and Okapi BM25 (Robertson and
they suggest that document and passage retriewé|ker, 1999), and one language model based on
technology should be developed independently. kiback-Leibler (KL) divergence (Lafferty and

A similar message is conveyed by (Roberts anghai, 2001).
Gaizauskas, 2004). They investigate different ap- The TFIDE weighting scheme is often used in
proaches to passage retrieval for QA. They idenpformation retrieval. There are several variations
tify each paragraph as a seperate passage. Th§yhe TFIDF weighting scheme that can effect the
find that the optimal approach is to allow multipleperformance significantly. The Lemur toolkit pro-
passages per document to be returned and t0 SCQfges a variant of the TFIDF model based on the
passages independently of their source documer@kapi TF formula (Robertson et al., 1995).

(Tiedemann, 2007) studies the impact of doc- | emyr also provides the implementation of the
ument segmentation approaches on the retrievg,ligina| Okapi BM25 model, and we have used
performance of IR for Dutch QA. He finds thatihis model with default values of 1.2 fdfl, 0.75
segmentation based on document structure Sugly ; and 7 for k3 as suggested by (Robertson
as the use of paragraph markup (discourse-basgdy \walker, 1999). The KL-divergence retrieval
segmentation) works well with standard informamodeL which implements the cross entropy of the
tion retrieval techniques. He tests various Othediuery model with respect to the document model,
techniques for document segmentation and varioys 5 standard metric for comparing distributions,
passage sizes. In his experimental setting, larg@ich has proven to work well in IR experiments
text units (such as documents) produce better pgfy the past. To address the data sparseness prob-
formance in passage retrieval. Tiedemann comem during model estimation, we use the Dirichlet
pares different sizes of discourse-based SegMmedinoothing method (Zhai and Lafferty, 2004) with

tation: sentences, paragraphs and documents. Hgfault parameter values provided in the Lemur
finds that larger text units result in a large searcfyq|kit.

space for subsequent QA modules and hence re-Currently, however, the Lemdrdoes not sup-

duce the overall performance of the QA systeMy,t girect passage retrieval. For these experi-
That is why we do not conduct experiments Withyenis, therefore, we first need to segment docu-

different passage sizes in this paper: it is difficult,ants into passages before indexing them into the
to measure the outcome of such experiments in-

dependently of the specific answer extraction sys- ‘Lemur toolkit: http://www.lemurproject.org

tem. We adopt Tiedemann’s best strategy of docu- “Lemur and Indri are different search e’ngines_. Indri pro-
. . h-b vaiaes the#passage operator, but it doesn’t consider para-
ment segmentation strategy, 1.e., paragraph- as% ph boundaries or sentence boundaries for constructing pas-

but with equally sized passages instead. sages.
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Lemur retrieval engine. Our segmenting strateging windows as we have discussed above. After

is explained below. splitting the 1.03M documents of the AQUAINT-
1 collection we have 14.2M sliding passages, and
3.2 Passage identification 4.82M disjoint passages. And similarly we got

4.1M sliding passages and 2M disjoint passages
From the Wikipedia XML collection of 659,388
documents.

For our experiments, we take into account tw
different corpora: AQUAINT and the Wikipedia
XML corpus as used in INEX (Denoyer and Gal-

linari, 2006). The AQUAINT corpus consists 0of 3.3 Evaluation metrics

news articles from the Associated Press, New YOrk . o\ experiments, we use the following metrics
T_|mes, and Xinhua News Agency_ (_Eng_llsh Vert,: avaluation:

sion) from 1996 to 2000. The Wikipedia XML

collection consists of 659,388 articles as they oaviean reciprocal rank (MRR) atn is the mean
cured in the online Wikipedia in the summer of (calculated over all questions) of the recipro-
2006. As we have discussed in Section 2, (Tiede- cal rank (which is 1 divided by the rank or-
mann, 2007) discovered that discourse-based seg- dinal) of the highest ranked relevant (i.e. an-
mentation into paragraphs works well with stan-  swer bearing) passage. RR is zero for a ques-
dard information retrieval techniques. They also tion if no relevant passage is returned by the
observe that larger retrieval units produce better re-  system at limitn.

sults for passage retrieval, since larger units have o _

higher chance to cover the required information>oUCCeSS atrfor a question is 1 if the answer
Therefore, we decide to segment each document 0 this question is found in top passages
into similar sized passages while taking into ac-  fetched up by our system. Success@n is av-
count complete paragraphs only. eraged over all questions.

For document segmentation, our method firstotal document reciprocal rank (TDRR)
detects sentences in the text using punctuation (Bilotti et al., 2004) is the sum of all recipro-
marks as separators, and then paragraphs using ca ranks of all answer bearing passages per
empty lines as separators. Sentence boundaries question (averaged over all questions). The
are necessary because we aim at retrieving pas- yalue of TDRR is maximum if all retrieved
sages that do not contain any broken sentences. passages are relevant. TDRR is an extension
The required passages are identified by aligning  of MRR that favors a system that ranks more
over paragraph boundaries (merging paragraphs that one relevant passage higher than all

500 characters). The disjoint passages do notshare egxtends MRR with a notion of recall.

any content with each other, and the sliding pas-

sages slide with the difference of one paragraph When we compare retrieval performance of two
boundary, i.e., we start forming a new passagketrieval settings (such as the usedafjointversus
from beginning of each paragraph of the docusliding windows), then we obtain a list of paired
ment. If paragraph boundaries are not detecteggores. That's why we use the Wilcoxon signed-
then these sliding passages are half-overlappéank test to show the statistical significance of the
with each other. improvements.

For the Wikipedia XML corpus, we have found In summary, we experiment with three retrieval
that documents have already been annotated wifodels in Lemur: TFIDF, Okapi, and a language
<p> elements. Thus we consider these elememgodel based on the Kullback-Leibler divergence.
as paragraph boundaries instead of empty lines 8" each of these retrieval models, we evaluate the
we did for the AQAINT corpus. We observe thatuse of both sliding and disjoint passages. This
some textual parts of the documents are not cotakes a total of six retrieval settings.
ered by the XML paragraph boundaries. Therefor . .

- Evaluating passage retrieval for
we have extended the existing paragraph bound-
aries such that the missing text fragments become TREC-QA
part of the paragraphs. As test collection for factoid QA, we use a standard
We split both corpora into disjoint and slid- set of 822 question/answer pairs from the TREC
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QA tasks of 2002-2003. For evaluation of theatp = 0.01 level. This high value of TDRR@n
passage retrieval approaches that we consider, weggests that segmenting the documents into slid-
compute strict scores as defined by (Tellex et aling windows is a better choice in order to return as
2003). Strict scoring means that a retrieved pasnany relevant passages as possible at top ranks.
sage is considered relevant if the passage not onlylf we consider Success@n as evaluation mea-
matches one of the answer patterns provided kyure instead of TDRR, retrieval of disjoint win-
NIST, but its associated document is also listed atows outperforms retrieval of sliding windows.
one of the relevant documents assessed by NISWe think that one of the reasons for this behaviour
(Bilotti et al., 2004) have reviewed 109 factoidis that since sliding windows overlap with their
guestions of the TREC-2002 task and they haveeighbours, they are more pair-wise similar than
extended the existing set of relevant documents lgisjoint windows. Therefore, it is possible that for
adding more relevant documents. We have also isome non-answered questions many irrelevant pas-
cluded this extended list of relevant documents fasages are returned at top ranks and that relevant
these questions in our experiment setup. passages are surpressed down.

We evaluate the impact of disjoint and sliding ] .
windows on passage retrieval for QA using thre@ EVvaluating passage retrieval for
different retrieval models, using the MRR@n, Suc-  Why-QA

c_ess@n and TDRR@n metrics as (_jescribeld in S8 the previous section, we showed that for TREC
tion 3.3. Table 1 shows the_evaluatlon results (beﬁtata, the choice of the retrieval model and the type
scores for each measure in bold face). The exy \indows to be retrieved influence on the re-

periment results show that language model bas?r(iieval performance. We found that for the TREC

on Kullback-Leibler divergence shows better Peryata a language modeling approach (based on

formance _than two yector spacg models for botRuIIback—LeibIer divergence) on sliding windows
types of windows retrieval agcordlng.to MRR, Suc'gives the best results in terms of TDRR. In this
cess@n and TDRR evaluation metrics. section, we aim to find out what the optimal pas-

_ _ sage retrieval approach is for a very different type
4.1 Discussion of QA, namelywhy-QA.

In a pipeline QA system, the answer extractior% 1
module depends on the performance of passage re-
trieval. If more answer bearing passages are pro-
vided in the stream, then there is a high chandé® (Verberne et al., 2008), we present an approach
of selecting the correct answer from the strearfPr Why-QA that is based on paragraph retrieval
in later stages of QA. (Roberts and Gaizauska&§om the INEX Wikipedia corpus (Denoyer and
2004) have also discussed the importance of thfgallinari, 2006). Our system fawvhy-QA con-
aspect of passage retrieval for QA. They have me&ists of two modules: a passage retrieval mod-
sured theanswer redundancyf a retrieval system ule and a re-ranking module. In earlier retrieval
which measures how many answer bearing pasxperiments, we used the Wumpus retrieval sys-
sages are returned per question at limit(Tiede- tem (Buttcher, 2007), and we defined passages
mann, 2007) have also used this metric and arggémply by the XML paragraph markugp>. Pas-
that highredundancyis desired to make it easier Sage ranking in Wumpus is done by the QAP pas-
for the answer extraction module to spot possiblgéage scoring algorithm (Buttcher et al., 2004).
answers. We consider TDRR as the most impor- The second module of owrhy-system is a re-
tant measure for the passage retrieval task sint@nking step that uses syntactic features of the
it does not only measure thedundancyof a re- question and the retrieved answers for adapting the
trieval system but also measures how much inscores of the answers and changing the ranking or-
provement there is in returning the relevant pagler. The weights of the re-ranking features have
sages at top ranks. been optimized by training on our question answer
According to TDRR@n in table 1, retrieval of data in five fold$ using a genetic algorithm. We
sliding windows outperforms retrieval of disjoint |6t Wumpus retrieve and rank 150 paragraphs per

windows at all limits an for all retr_'ev‘?‘l mpd- ®In five turns, we tune the feature weights on four of the
els. Forn = 100, the improvement is significant five folds and evaluate them on the fifth

Background ofwhy-QA system
development
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Table 1: Results for passage retrieval for TREC-QA using disjoint windows (DW) and sliding windows
(SW).** indicates a significant improvements of sliding windows over disjoint windows at th@.01
level.

MRR Success@n TDRR

n retrieval model| DW SW DW SW| DW SWwW
10 | TFIDF 0.327 0.326| 51.8% 50.1%| 0.465 0.637
Okapi 0.322 0.328 51.9% 51.2%| 0.459 0.649

KL 0.355 0.345| 55.% 51.3%| 0.518 0.710
100 | TFIDF 0.336 0.386| 54.1% 53.3% 0.517 0.81%
Okapi 0.333 0.339 77.00 76.2%| 0.535 0.835*
KL 0.363 0.353| 77.1% 75.2%| 0.525 0.902*

question. This number of 150 answers was chosawill apply our re-ranking module to the newly
as a trade-off between covering as many as possetrieved data to see what overall system perfor-
ble of the relevant answers retrieved by Wumpusnance we can reach with the new retrieval ap-
and the system load that was needed for automaficoach.
syntactic analysis of all answers in the second (re- _
ranking) module of the system. For evaluation of-2 Data and evaluation setup
the results, we performed manual assessment loor development and testing purposes, we use the
all answers retrieved, starting at the highest-rankédfebclopedia question set by (Hovy et al., 2002).
answer and ending as soon as we encounteredrhis set contains questions that were asked to the
relevant answér online QA systenmanswers.com . 805 of these

The results for our originalvhy-system are in questions arevhy-questions. We manually in-
Table 2. We show the results in terms of sucspect a sample of 400 of the Webclopeuiby
cess@n and MRR@n. As opposed to the evaluguestions. Of these, 93 have an answer in the
tion of TREC-QA, we do not consider TDRR asWikipedia XML corpus (see section 3). Manual
evaluation measure for experiments why-QA. extraction of one correct answer for each of these
This is because iwhy-QA, we are only interested questions results in a set of 9y-questions and
in the top-ranked answer-bearing passage. For célieir reference answer.
culating TDRR, assessment of all 150 retrieved an- In order to be able to do fast evaluation of the
swers would be necessary. different evaluation settings, we manually create

Table 2 shows that success@150 for the retrievah answer pattern for each of the questions in our
module (Wumpus/QAP) is 73.1%. This means theget. These answer patterns are based on a set of 93
for 26.9% of the questions, no relevant answer ikeference answers (one answer per question) that
retrieved in the first module. Re-ranking the anwe have manually extracted from the Wikipedia
swers cannot increase MRR for these questiongprpus. An answer pattern is a regular expres-
since none of the 150 answers in the result lission that defines which of the retrieved passages
is relevant. We consider a success@150 score @afe considered a relevant answer to the input ques-
73.1% to be quite low. We aim to improve thetion.
performance of our system by optimizing its first As opposed to the answer patterns provided by
module, passage retrieval. NIST for the evaluation of factoid QA (see sec-

We experiment with a number of passage retion 4), our answer patterns ferhy-questions are
trieval approaches in order to reach better retrieva&glatively strict. Awhy-answer can be formulated
in the first module of our system. We aim to findin many different ways with different words, which
out which type of retrieval model and what win-may not all be in the answer pattern. For a factoid
dow type (disjoint or sliding) gives optimal resultsquestion such as “When was John Lennon born?”,
for retrieving passages relevantuty-questions. the answer is only one phrase, and the answer
If the retrieval performance indeed goes up, weattern is short and unambiguous, i4.940/
T — . _However, if we consider thethy-question “Why

We didn’t need to assess the tail since we were only in- "
e some organ transplants unsuccessful?”, the

terested in the highest-ranked relevant answer for calculatin%r )
MRR and success@n answer pattern cannot be stated in one phrase. For

30



Table 2: Results for the originathy-QA pipeline system
success@10 success@150 MRR@150
Wumpus/QAP Retrieval 43.0% 73.1% 0.260
+ Re-ranking module 54.8% 73.1% 0.380

this example, we created the following answestate that the Lemur scores shown in table 3 are
pattern based on the pre-extracted referencmt overestimated and therefore reliable.
answe?:  /*immune system.*foreign Since we are using the output of the passage re-
tissues.*destroy.*/ . It is however pos- trieval module as input for our re-ranking mod-
sible that a relevant answer is formulated in @le, we are mainly interested in the scores for
way that does not match this regular expressioBuccess@150. For the four retrieval models, we
Thus, the use of answer patterns for the evaluatiaiee that TFIDF seems to score somewhat better
of why-QA leads to conservative results: somen retrieving sliding windows in terms of suc-
relevant answers may be missed in the evaluatiggess@150 than Okapi and the Kullback-Leibler
procedure. language model. On the other hand, Kullback-
After applying the answer patterns, we count theéeibler and QAP seem to perform better on retriev-
questions that have at least one relevant answigiy disjoint windows. However, these differences
in the top 10 and the top 150 of the results (sucare not significant at the = 0.01 level. For the
cess@10, success@150). For the highest rankeifferences between disjoint and sliding windows
relevant answer per question, we determine the réor all retrieval models together, we see that re-
ciprocal rank (RR). If there is no correct answetrieval of sliding windows gives significantly bet-
retrieved by the system at = 150, the RR is0.  ter results than disjoint windows in terms of suc-
Over all questions, we calculate the MRR@150. cess@1501( < 0.001).

5.3 Passage retrieval results 5.4 The influence of passage retrieval on our
We segment and index the Wikipedia corpus as de-  pipeline system

scribed in section 3 and run all six retrieval set- . . . .
: ) - As described in section 5.1, our system is a
tings on our set of 98vhy-questions. For consis-

tent evaluation, we applied the answer patterns thBtP eI_|ne. after passage retrleval_, we appl)_/ are
) ranking module that uses syntactic information for
we created to the newly retrieved Lemur data as . .
- re-scoring the results from the retrieval module. As
well as to the original Wumpus output.

input for our re-ranking module we use the out-

The retrieval results for all settings are in Table ) . . .
3. We show both success@10 and success@1 (')Jt of the retrieval setting with the highest suc-
' cess@150 score: Lemur/TFIDF on sliding win-

and MRR@150 for each setting. Success@150 (Ifows. For 81.7% of the questions in our set,

important if we consider the current results as ianLemur/TFlDF retrieved an answer in the top-150

for the re-ranking module. As explained before,_, . .

: . This means that the maximum success@10 score
re-ranking can only be successful if at least one r {hat We can obtain by re-ranking is 81.7%
evant answer is retrieved by the retrieval module. . ihting th 3]: ¢ Ig o th
For each measure (s@10, s@150 and MRR@150), or weignhting the teature values, we re-use the

the score of the highest-scoring setting is printed i eights that we had' earlier found from training on
bold face. our set of 93 questions and the 150 answers that

As expected, the evaluation of the Wumpus datyc'® retrieved by Wumpus. We again take into

with the use of answer patterns gives somewh (r:ougt tf“f':;olid crzs; Y]al'?at"inr forr Eﬁ\luarﬂor;.
lower scores than evaluation based on manual a2’ & d€talied description orour re-ra g mo

sessment of all answers (table 2). This confirmglf a?d t{]/e Eyntactlf flea;l:)rg; that we exploit, we
our idea that the use of answer patternsvidm- referto (Verberne etal, )-

QA leads to conservative results. Thus we can 1he results from re-ranking are in Table 4.
In the table, four system versions are compared:

®The pre-extracted reference answer is: “This is becaugq) the original Wumpus/QAP module, (2) the

a normal healthy human immune system can distinguish for- . . L . .
eign tissues and attempts to destroy them, just as it attempﬁg'gmal why-pipeline system: Wumpus/QAP with

to destroy infective organisms such as bacteria and viruses.te-ranking, (3) TFIDF-sliding and (4) the new
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Table 3: Results for passage retrievahvame-questions against Wikipedia using disjoint windows (DW)
and sliding windows (SW)

Success@10| Success@150 MRR@150
Retrieval model DW SW DW SW DW SW
Baseline: Wumpus/QAP 40.9% 72.0% 0.229
Lemur/TFIDF 43.0% 45.2% 71.1% 81.7%6 | 0.247 0.338
Lemur/Okapi 41.9% 44.1% 67.7% 79.6%| 0.243 0.320
Lemur/KL 48.9% 50.00 | 72.8% 77.2% 0.263 0.324

pipeline system: TFIDF-sliding with re-ranking. passage retrieval than disjoint windows, but we
We again show MRR, success@10 and suthink one of the reasons is that sliding windows
cess@150. For each measure, the score of thee more homogeneous than disjoint windows, and
highest-scoring setting is printed in bold face.  therefore for some questions more irrelevant pas-
After applying our re-ranking module (right bot- sages are returned at top ranks and relevant pas-
tom setting), we find a significant improvementsages are surpressed down.
over bare TFIDF (left bottom setting). In terms For the task of retrieving answers thy
of MRR, we also see an improvement over the requestions from Wikipedia data, we found that the
sults that we had obtained by re-ranking the Wumbest retrieval model is TFIDF, and sliding win-
pus/QAP output (right top setting). However, sucdows give significantly better results than disjoint
cess@10 does not show significant improvemenwindows. We also found better performance for
The improvement that the re-ranking module givesur completewhy-pipeline system after applying
is smaller for the TFIDF retrieval results (MRR our existing re-ranking module to the passages re-
goes from 0.338 to 0.359) than for the QAP resulttsieved with TFIDF-sliding.
(MRR increases from 0.260 to 0.328). We suspect In general, we find that for QA, sliding win-
that this may be due to the fact that we used featutows give better results than disjoint windows in
weights for re-ranking that we had earlier obtainethe passage retrieval step. The best scoring re-
from training on the Wumpus/QAP data (see sedfieval model depends on the task under consid-
tion 5.4). It would be better to re-train our featureeration, because the nature of the documents and
weights on the Lemur data. Probably, re-rankinguestion sets differ. This shows that for each spe-
can then make a bigger contribution than it doesific QA task, different retrieval models should be

now for the Lemur data. considered.
In the future, we aim to boost passage retrieval
6 Overall conclusion for QA even more by applying query expansion

techniques that are specific to the QA tasks that

In this paper we have investigated the contriblge consider. i.e. TREC factoid-QA amchy-QA.
tion of sliding windows as apposed to disjoint win-

dows with different retrieval modules for two dif-

ferent QA tasks: the TREC-QA 2002-2003 tasiReferences
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Retrieval model Bare +Re-rank Bare +Re-rank Bare +Re-rank
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Lemur/TFIDF-sliding 452% 55.9% |81.7% 81.7% | 0.338 0.359
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Abstract

Automated answering of natural language
questions is an interesting and useful prob-
lem to solve. Question answering (QA)
systems often perform information re-
trieval at an initial stage. Information re-
trieval (IR) performance, provided by en-
gines such as Lucene, places a bound on
overall system performance. For example,
no answer bearing documents are retrieved
at low ranks for almost 40% of questions.

In this paper, answer texts from previous
QA evaluations held as part of the Text
REtrieval Conferences (TREC) are paired
with queries and analysed in an attempt
to identify performance-enhancing words.
These words are then used to evaluate the
performance of a query expansion method.

Data driven extension words were found
to help in over 70% of difficult questions.
These words can be used to improve and
evaluate query expansion methods. Sim-
ple blind relevance feedback (RF) was cor-
rectly predicted as unlikely to help overall
performance, and an possible explanation
is provided for its low value in IR for QA.

1 Introduction

known. The aim of an automated question answer-
ing system is to provide a single, unambiguous re-
sponse to a natural language question, given a text
collection as a knowledge source, within a certain
amount of time. Since 1999, the Text Retrieval
Conferences have included a task to evaluate such
systems, based on a large pre-defined corpus (such
as AQUAINT, containing around a million news
articles in English) and a set of unseen questions.

Many information retrieval systems perform
document retrieval, giving a list of potentially rel-
evant documents when queried — Google’s and Ya-
hoo!’s search products are examples of this type of
application. Users formulate a query using a few
keywords that represent the task they are trying to
perform; for example, one might search for “eif-
fel tower height” to determine how tall the Eiffel
tower is. IR engines then return a set of references
to potentially relevant documents.

In contrast, QA systems must return an exact an-
swer to the question. They should be confident
that the answer has been correctly selected; it is
no longer down to the user to research a set of doc-
ument references in order to discover the informa-
tion themselves. Further, the system takes a natural
language question as input, instead of a few user-
selected key terms.

Once a QA system has been provided with a
guestion, its processing steps can be described in
three parts - Question Pre-Processing, Text Re-

The task of supplying an answer to a questiorilieval and Answer Extraction:

given some background knowledge, is often con- _ ) _
sidered fairly trivial from a human point of view, 1- Question Pre-Processing TREC questions

as long as the question is clear and the answer @€ grouped into series which relate to a given

target. For example, the target may be “Hinden-

©2008.  Licensed under the€reative Commons phyrg disaster” with questions such as “What type

Attribution-Noncommercial-Share Alike 3.0 Unporteli
cense (http://creativecommons.org/licenses/by-ng-@&/
Some rights reserved.
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erencing the target or even previous answers, atdind RF (non-blind RF is not applicable to the
as such require processing before they are suitabI®REC QA task). It is also possible to build a cata-
for use. logue of terms known to be useful according to cer-
) i tain question types, thus leading to a dictionary of
2. Text Retrieval An IR component will return Lknown useful) expansions that can be applied to

a ranked set of texts, based on query terms. Aloyiously unseen questions. We will evaluate and

tempting to understand and extract data from aq, 1t plind relevance feedback in IR for QA.
entire corpus is too resource intensive, and so an IR

engine defines a limited subset of the corpus that Background and Related Work

is likely to contain answers. The question should

have been pre-processed correctly for a useful séhe performance of an IR system can be quanti-

of texts to be retrieved — including anaphora resdied in many ways. We choose and define mea-

lution. sures pertinent to IR for QA. Work has been done
_ _ on relevance feedback specific to IR for QA, where

3. Answer Extraction (AE) Given knowledge it s has usually be found to be unhelpful. We out-

about the question and a set of texts, the AE SY§iue the methods used in the past, extend them, and

tem attempts to identify answers. It should be cleggqyide and test means of validating QA relevance
that only answers within texts returned by the IRgeqpack.

component have any chance of being found.

Reduced performance at any stage will have %’1 Measuring QA Performance
knock-on effect, capping the performance of latefrhis paper uses two principle measures to describe
stages. If questions are left unprocessed and fute performance of the IR componer@overage
of pronouns (e.g.,“When did it sink?”) the IR com-is defined as the proportion of questions where at
ponent has very little chance of working correctiyleast one answer bearing text appears in the re-
— in this case, the desired action is to retrievérieved set. Redundancyis the average number
documents related to the Kursk submarine, whichf answer bearing texts retrieved for each ques-
would be impossible. tion (Roberts and Gaizauskas, 2004).

IR performance with a search engine such as Both these measures have a fixed limibn the
Lucene returns no useful documents for at leastumber of texts retrieved by a search engine for a
35% of all questions — when looking at the topquery. As redundancy counts the number of texts
20 returned texts. This caps the AE componernttontaining correct answers, and not instances of
at 65% question “coverage”. We will measure théhe answer itself, it can never be greater than the
performance of different IR component configuranumber of texts retrieved.
tions, to rule out problems with a default Lucene The TREC reference answers provide two ways
setup. of finding a correct text, with both a regular expres-

For each question, answers are provided in th&gon and a document ID. Lenient hits (retrievals of
form of regular expressions that match answer textnswer bearing documents) are those where the re-
and a list of documents containing these answetseved text matches the regular expression; strict
in a correct context. As references to correct dodiits occur when the document ID of the retrieved
uments are available, it is possible to explore gext matches that declared by TREC as coraewt
data-driven approach to query analysis. We detethe text matches the regular expression. Some doc-
mine which questions are hardest then concentratenents will match the regular expression but not
on identifying helpful terms found in correct doc-be deemed as containing a correct answer (this
uments, with a view to building a system than calis common with numbers and dates (Baeza-Yates
automatically extract these helpful terms from unand Ribeiro-Neto, 1999)), in which case a lenient
seen questions and supporting corpus. The avathatch is found, but not a strict one.
ability and usefulness of these terms will provide The answer lists as defined by TREC do not in-
an estimate of performance for query expansioolude every answer-bearing document — only those
techniques. returned by previous systems and marked as cor-

There are at least two approaches which couleect. Thus, false negatives are a risk, and strict
make use of these term sets to perform query exaeasures place an approximate lower bound on
pansion. They may occur in terms selected fothe system’s actual performance. Similarly, lenient
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matches can occur out of context, without a supsonfigurations. Then, difficult questions were
porting document; performance based on leniemdlentified, using various performance thresholds.
matches can be viewed as an approximate uppliext, answer bearing texts for these harder ques-

bound (Lin and Katz, 2005). tions were checked for words that yielded a per-
formance increase when used for query expansion.
2.2 Relevance Feedback After this, we evaluated how likely a RF-based ap-

Relevance feedback is a widely explored techniquroach was to succeed. Finally, blind RF was ap-
for query expansion. It is often done using a Spéjll@d to the whole question set. IR performance
cific measure to select terms using a limited set d¥as measured, and terms used for RF compared to
ranked documents of size using a larger set will those which had proven to be helpful as extension
bring term distribution closer to values over thevords.

whole corpus, and away from ones in documents _

relevant to query terms. Techniques are used #1 IR Engines

identify phrases relevant to a query topic, in orp QA framework (Greenwood, 2004a) was origi-
der to reduce noise (such as terms with a low CORally used to construct a QA system based on run-
pus frequency that relate to only a single articlehing  default Lucene installation. As this only
and query drift (Roussinov and Fan, 2005; Allancsyers one IR engine in one configuration, it is
1996). prudent to examine alternatives. Other IR engines
In the context of QA, Pizzato (2006) employSshould be tested, using different configurations.
blind RF using the AQUAINT corpus in an attemptthe chosen additional engines were: Indri, based
to improve performance when answering factoigy, the mature INQUERY engine and the Lemur
questions on personal names. This is a similar agsgkit (Allan et al., 2003); and Terrier, a newer en-
proach to some content in this paper, though limgine designed to deal with corpora in the terabyte

ited to the study of named entities, and does N@hnge and to back applications entered into TREC
attempt to examine extensions from the existinggnferences (Ounis et al., 2005).

answer data. . We also looked at both passage-level and
~ Monz (2003) finds a negative result when applygocyment-level retrieval. Passages can be de-
ing blind feedback for QA in TREC 9, 10 and 11,¢ned in a number of ways, such as a sentence,
and a neutral result for TREC 7 and 8's ad hoc reg sliding window ofk terms centred on the tar-

trieval tasks. Monz's experiment, using= 10 et term(s), parts of a document of fixed (and
and standard Rocchio term weighting, also founaqual) lengths, or a paragraph. In this case
a further reduction in performance whenwas he gocuments in the AQUAINT corpus contain
reduced (from 10 to 5). This is an isolated exparagraph markers which were used as passage-
periment using just one measure on a limited Sgtye| poundaries, thus making “passage-level’
of questions, with no use of the available answeg, “paragraph-level” equivalent in this paper.
texts. _ Passage-level retrieval may be preferable for AE,
Robertson (1992) notes that there are iSSUgS the number of potential distracters is some-
when using a whole document for feedback, aghat reduced when compared to document-level
opposed to just a single relevant passage; as M&@trieval (Roberts and Gaizauskas, 2004).
tioned in Section 3.1, passage- and document-level 11,4 iifia| 1R component configuration was with
retrieval sets musf[ glso be compared fo_r their Pe[-Lcene indexing the AQUAINT corpus at passage-
formance at providing feedback. Critically, Weg,q| with a Porter stemmer (Porter, 1980) and an

will survey the intersection between words knowrbugmented version of the CACM (Jones and van
to be helpful and blind RF terms based on initiahijsbergen 1976) stopword list.

retrieval, thus showing exactly how likely an RF

! Indri natively supports document-level indexin
method is to succeed. Yy supp g

of TREC format corpora. Passage-level retrieval

was done using the paragraph tags defined in the
corpus as delimiters; this allows both passage- and
We first investigated the possibility of an IR-document-level retrieval from the same index, ac-

component specific failure leading to impairedcording to the query.

coverage by testing a variety of IR engines and All the IR engines were unified to use the Porter

3 Methodology
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Coverage Redundancy Coverage Redundancy
Year || Len. | Strict | Len. | Strict Year || Len. | Strict | Len. | Strict
2004 || 0.686 | 0.636 | 2.884 | 1.624 2004 || 0.926 | 0.837 | 7.841 | 2.663
Lucene 2005 || 0.703 | 0.566 | 2.780 | 1.155 Indri 2005 || 0.935| 0.735| 7.573 | 1.969
2006 || 0.665 | 0.568 | 2.417 | 1.181 2006 || 0.882 | 0.741 | 6.872 | 1.958
2004 || 0.690 | 0.554 | 3.849 | 1.527 2004 || 0.919| 0.806 | 7.186 | 2.380
Indri 2005 || 0.694 | 0.512 | 3.908 | 1.056 Terrier 2005 || 0.928 | 0.766 | 7.620 | 2.130
2006 || 0.691 | 0.552 | 3.373 | 1.152 2006 || 0.983 | 0.783 | 6.339 | 2.067
2004 - - - -
Terrier 2005 - - - - Table 2: Performance of Indri a_nd Terrier at document level
2006 || 0.638 | 0.493 | 2.520 | 1.000 IR over the AQUAINT corpus, witl = 20

Table 1: Performance of Lucene, Indri and Terrier at para-
graph level, over top 20 documents. This clearly shows the

limitations of the engines. FA tool's database and lists all the questions in
a particular set with the strict and lenient redun-
] dancy for selected engines and configurations. En-
stemmer and the same CACM-derived stopworflines may use passage- or document-level config-
list. urations.

The topn documents for each question in the Data on the performance of the three engines is
TREC2004, TREC2005 and TREC2006 sets were_ o o' 1'¢ P g
. . N : escribed in Table 2. As can be seen, the cover-
retrieved using every combination of engine, an : ) .

. . . age with passage-level retrieval (which was often
configuratiod. The questions and targets wer h ; ith
rocessed to produce IR queries as per the defau?tvoured’ as the AE component performs best wit
b reduced amounts of text) languishes between 51%

configuration for the QA framework. Examining and 71%, depending on the measurement method.

the top 200 dqcuments gave a good COMPrOMISE iied anaphora resolution may contribute to this
between the time taken to run experiments (be-

. Gﬁ ure, though no deficiencies were found upon vi-
tween 30 and 240 minutes each) and the amouggaI ins ecgon P

one can mine into the data. Tabulated results are P ' o
shown in Table 1 and Table 2. Queries have had Not all documents containing answers are noted,

anaphora resolution performed in the context ¢PnlY those checked by the NIST judges (Bilotti
their series by the QA framework. AE compo-et al., 2004). Match judgements are incomplete,

nents begin to fail due to excess noise when pré€2ding to the potential generation of false nega-

sented with over 20 texts, so this value is enough fiY€S: Where a correct answer is found with com-

encompass typical operating parameters and leai$t€ Supporting information, but as the informa-
space for discovery (Greenwood et al., 2006). tion has not been manually flagged, the system will
A failure analysis (FA) tool, an early version mark this as a failure. Assessment methods are

of which is described by (Sanka, 2005), providegiu"y detailed in Dang et al. (2006). Factoid per-

reporting and analysis of IR component perfor]‘ormance is still relatively poor, although as only

mance. In this experiment, it provided high Ievell'95 documents match per question, this may be an

comparison of all engines, measuring coverag%ﬁeCt of such false negatives (Voorhees and Buck-

and redundancy as the number of documents rl?—nd’ 2,003)' Work ha; been done |nt.o creating
trieved, n, varies. This is measured because a pe§ynthetlc corpora that include exhaustive answer

fect engine will return the most useful document$ets (Bilotti, 200‘;'; TE”eX it al};’ 200_3; Lin and

first, followed by others; thus, coverage will beKatZ’ 2005), _bUt ort e sake of consistency, gnd

higher for that engine with low values of easy comparison with both parallel work and prior
local results, the TREC judgements will be used to

3.2 Identification of Difficult Questions evaluate systems in this paper.

Once the performance of an IR configuration over Méan redundancy is also calculated for a num-
a question set is known, it's possible to produc@er of'IR engines. DIffICU!t guestions were those
a simple report listing redundancy for each qued©r Which no answer bearing texts were found by

tion. A performance reporting script accesses th@ther strict or lenient matches in any of the top
- documents, using a variety of engines. As soon as
'Save Terrier / TREC2004 / passage-level retrievalg i
passage-level retrievalgne answer bearing document was found by an en-
passage-level retrieval with Terrier was very slow using ou _. . that Hi d d
configuration, and could not be reliably performed using th&!MN€ u.S|.ng any me‘?sure’ X at question was deeme
same Terrier instance as document-level retrieval. non-difficult Questions with mean redundancy of
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zero are markedifficult, and subjected to further as new questions created by appending a candidate
analysis. Reducing the question set to just diffiextension word.

cult questions produces a TREC-format file for re- Results of retrievals with these new question are

testing the IR component. loaded into the FA database and a report describ-
ing any performance changes is generated. The
extension generation process also creates custom

The documents deemed relevant by TREC mugnswer specifications, which replicate the informa-
contain some useful text that can help IR engin#on found in the answers defined by TREC.

performance. Such words should be revealed by This whole process can be repeated with vary-
a gain in redundancy when used to extend an injng question difficulty thresholds, as well as alter-
tially difficult query, usually signified by a change nativer, values (typically from 5 to 100), different

from zero to a non-zero value (signifying that releengines, and various question sets.
vant documents have been found where none were

before). In an attempt to identify where the use-
ful text is, the relevant documents for each difficul3 4 Relevance Eeedback Performance
question were retrieved, and passages matching the

answer regular expression identified. A script isyow that we can find the helpful extension words
then used to build a list of terms from each passag@EWs) described earlier, we're equipped to eval-
removing words in the question or its target, wordggte query expansion methods. One simplistic ap-
that occur in the answer, and stopwords (based @fioach could use blind RF to determine candidate
both the indexing stopword list, and a set of stemgxtensions, and be considered potentially success-
common within the corpus). In later runs, num+y| should these words be found in the set of HEWs
bers are also stripped out of the term list, as thejpr 5 query. For this, term frequencies can be
value is just as often confusing as useful (Baezaneasured given the tapdocuments retrieved us-
Yates and Ribeiro-Neto, 1999). Of course, answWehg anaphora-resolved quety. After stopword
terms provide an obvious advantage that would ngjng question word removal, frequent terms are ap-
be reproducible for questions where the answer I§ended toQ, which is then re-evaluated. This
unknown, and one of our goals is to help query exhas been previously attempted for factoid ques-
pansion for unseen questions. This approach m@$ns (Roussinov et al., 2005) and with a limited
provide insights that will enable appropriate queryange ofr values (Monz, 2003) but not validated
expansion where answers are not known. using a set of data-driven terms.

Per_formance has been mea_sured with both theWe investigated how likely term frequency (TF)
question follqwed by an extension (Q+E), as Welbased RF is to discover HEWs. To do this, the
as the_ questlon_ followed by the target and theBroportion of HEWs that occurred in initially re-
extension candidates (Q+T+E). Runs were alsQ

trieved texts was measured, as well as the propor-

executed with just Q and Q+T, to provide NOM%on of these texts containing at least one HEW.

extended reference performance data points. Ad- : ) :
» R Iso, to see how effective an expansion method is,
dition of the target often leads to gains in perfor-

. spggested expansion terms can be checked against
mance (Roussinov et al., 2005), and may also al 99 P g

! . &S0 Ao HEW list.
in cases where anaphora resolution has failed.
Some words are retained, such as titles, as in- We used both the top 5 and the top 50 documents

cluding these can be inferred from question or tafD formulation of extension terms, with TF as a
get terms and they will not unfairly boost redun-fanking measure; 50 is significantly larger than the
dancy scores: for example, when searching for gptimal number of documents for AE (20), without
“Who” question containing the word “military”, OVverly diluting term frequencies.
one may want to preserve appellations such asProblems have been found with using entire
“Lt.” or “Col.”, even if this term appears in the an- documents for RF, as the topic may not be the
swer. same throughout the entire discourse (Robertson
This filtered list of extensions is then used to creet al., 1992). Limiting the texts used for RF to
ate a revised query file, containing the base queparagraphs may reduce noise; both document- and
tion (with and without the target suffixed) as wellparagraph-level terms should be checked.

3.3 Extension of Difficult Questions
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Engine Difficult questions used 118

Year || Lucene | Indri Indri Terrier Variations tested 6683
Para Para Doc Doc Questions that benefited 87 (74.4%)

2004 76 72 37 42 Helpful extension words (strict) 4973
2005 87 98 37 35 Mean helpful words per question 42.144
2006 108 118 59 53 Mean redundancy increase 3.958

Table 3: Number of difficult questions, as defined by thos@able 6: Using Terrier Passage / strict matching, retrgao
which have zero redundancy over both strict and lenient megocs, with TREC2006 questions / AQUAINT. Difficult ques-
sures, atlr = 20. Questions seem to get harder each yeations are those where no strict matches are found in the top 20
Document retrieval yields fewer difficult questions, as enor IRT from just one engine.

text is returned for potential matching.

_ 2004 2005 2006
Engine HEW found in IRT 417% | 18.58% | 8.94%
Lucene | Indri | Terrier IRT containing HEW || 10.00% | 33.33% | 34.29%
Paragraph| 226 221 - RF words in HEW 1.25% | 1.67% | 5.71%
Document - 121 109

Table 7: “Helpful extension words”: the set of extensiorat th
Table 4: Number of difficult questions in the 2006 task, as dewhen added to the query, move redundancy above zete.
fined above, this time with. = 5. Questions become harder 5, , = 20, using Indri at passage level.
as fewer chances are given to provide relevant documents.

Using simple TF based feedback (see Section 3.4),
5 terms were chosen per query. These words had

Once we have HEWSs, we can determine if theseome intersection (see Table 7) with the exten-
are going to be of significant help when chosen a&on words set, indicating that this RF may lead to
guery extensions. We can also determine if a queRgerformance increases for previously unseen ques-
expansion method is likely to be fruitful. Blind RF tions. Only a small number of the HEWSs occur in
was applied, and assessed using the helpful wortle initially retrieved texts (IRTs), although a no-

4 Results

list, as well as RF’s effect on coverage. ticeable proportion of IRTs (up to 34.29%) contain
at least one HEW. However, these terms are prob-
4.1 Difficult Question Analysis ably not very frequent in the documents and un-

The number of difficult questions found at = likely to be selected with TF-based blind RF. The
20 is shown in Table 3. Document-level retrieval™&an proportion of RF selected terms that were

gave many fewer difficult questions, as the amourft E WS was only 2.88%. Blind RF for question an-
of text retrieved gave a higher chance of findingswe”ng fails here due to this low proportion. Strict

lenient matches. A comparison of strict and lenienf’€asures are used for evaluation as we are inter-
matching is in Table 5 ested in finding documents which were not pre-

Extensions were then applied to difficult quesyiously being retrieved rather than changes in the

tions, with or without the target. The performanced'Smbu'[Ion of keywords in IRT. )
of these extensions is shown in Table 6. Results Pocument and passage based RF term selection

show a significant proportion (74.4%) of difficult 'S US€d. to explore the effect of noise on terms, and
questions can benefit from being extended witoCument based term selection proved marginally
non-answer words found in answer bearing texts SUP€rior. Choosing RF terms from a small set of

documents« = 5) was found to be marginally
4.2 Applying Relevance Feedback better than choosing from a larger set£ 50).

Identifying HEWs provides a set of words thatln support of the suggestion that RF would be un-

are useful for evaluating potential expansion terms.

p
5 50 Baseline
Match type Rank || Doc Para | Doc Para
Strict | Lenient 5 0.253 | 0.251| 0.240| 0.179 || 0.312
2004 39 49 10 0.331| 0.347 | 0.331 | 0.284 || 0.434
Year | 2005 56 66 20 0.438 | 0.444 | 0.438| 0.398 || 0.553
2006 53 49 50 0.583 | 0.577 | 0.577 | 0.552 | 0.634

Table 5: Common difficult questions (over all three engine§able 8: Coverage (strict) using blind RF. Both document-
mentioned above) by year and match types 20. and paragraph-level retrieval used to determine RF terms.
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Question: is possible to get a lenient match (thus marking a

Who was the nominal leader after the overthrow? . -
Target: Pakistani government overthrown in 1999 question as non-difficult) when the answer text oc-

Extension word Redundancy curs out of context.
Kashmir 4 . .
Pakistan 4 Reducingn from 20 to 5 (Table 4) increased
Islamabad _ _ 25 the number of difficult questions produced. From
Question:Where did he play in college? this we can hypothesise that although many search
Target: Warren Moon . . . .
Extension word Redundancy engines are succgedlng in returning .useful docu-
NFL 25 ments (where available), the distribution of these
g’orba_” — S 17 documents over the available ranks is not one that
uestion:Who have commanded the division* : i H
Target 82nd Airborrie division bunghes high _ranklng dpcuments up as those im-
Exiension word Redundancy| mediately retrieved (unlike a perfect engine; see
Gen 3 Section 3.1), but rather suggests a more even dis-
ggclimate q g tribution of such documents over the returned set.
officer 1 The number of candidate extension words for

queries (even after filtering) is often in the range
Table 9: Queries with extensions, and their mean redundan®f hundreds to thousands. Each of these words
using Indri at document level with = 20. Without exten-  reates a separate query, and there are two varia-
sions, redundancy is zero. . . ! ..

tions, depending on whether the target is included

in the search terms or not. Thus, a large number
likely to locate HEWSs, applying blind RF consis-of extended queries need to be executed for each

tently hampered overall coverage (Table 8). question run. Passage-level retrieval returns less
) _ text, which has two advantages: firstly, it reduces
5 Discussion the scope for false positives in lenient matching;

HEWSs are often found in answer bearing teth?econdly, it is easier to scan result by eye and de-

though these are hard to identify through simt€'mine why the engine selected aresult.

ple TF-based RF. A majority of difficult questions PTOPer nouns are often helpful as extensions.
can be made accessible through addition of HEW&/e noticed that these cropped up fairly regularly
present in answer bearing texts, and work to detef@" SOme kinds of question (e.g. “Who"). Espe-
mine a relationship between words found in initiaCially useful were proper nouns associated with
retrieval and these HEWSs can lead to coverage ifecations - for example, adding “Pakistani” to
creases. HEWSs also provide an effective mearfs AUery containing the word Pakistan lifted re-
of evaluating other RF methods, which can be deélundancy above zero for a question on President
veloped into a generic rapid testing tool for quer)}\/Iusharraf, as in Table 9. This reconfirms work
expansion techniques. TF-based RF, while findingone by Greenwood (2004D).

some HEWs, is not effective at discovering extene
sions, and reduces overall IR performance.

There was not a large performance changdR engines find some questions very difficult and
between engines and configurations. Striatonsistently fail to retrieve useful texts even with
paragraph-level coverage never topped 65%, leaktigh values ofn. This behaviour is common over
ing a significant number of questions where nanany engines. Paragraph level retrieval seems to
useful information could be provided for AE. give a better idea of which questions are hard-

The original sets of difficult questions for in- est, although the possibility of false negatives is
dividual engines were small — often less than thpresent from answer lists and anaphora resolution.
35% suggested when looking at the coverage fig- Relationships exist between query words and
ures. Possible causes could include: helpful words from answer documents (e.g. with

Difficult questions being defined as those for a military leadership themes in a query, adding the
which average redundancy is zero: This limit term “general” or “gen” helps). Identification of
may be too low. To remedy this, we could increasélEWSs has potential use in query expansion. They
the redundancy limit to specify an arbitrary num-could be used to evaluate RF approaches, or asso-
ber of difficult questions out of the whole set. ciated with question words and used as extensions.
The use of both strict and lenient measuresit Previous work has ruled out relevance feedback

Conclusion and Future Work
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Abstract

In this paper,an information distance based
approach is proposed to perform answer
validation for question answering system.
To validate an answer candidate, the ap-
proach calculates the conditional informa-
tion distance between the question focus
and the candidate under certain condition
pattern set. Heuristic methods are de-
signed to extract question focus and gen-
erate proper condition patterns from ques-
tion. General search engines are employed
to estimate the Kolmogorov complexity,
hence the information distance. Experi-
mental results show that our approach is
stable and flexible, and outperforms tradi-
tional #fidf methods.

1 Introduction

Question answering(QA) system aims at finding
exact answers to a natural language question. In
order to correctly answer a question, several com-
ponents are implemented including question clas-
sification, passage retrieval, answer candidates
generation, answer validation etc. Answer Vali-
dation is to decide whether the candidate answers
are correct or not, or even to determine the accu-
rate confidence score to them. Most of QA systems
employ answer validation as the last step to iden-
tify the correct answer. If this component fails, it
is impossible to enable the question to be correctly
answered.
Automatic techniques for answer validation are
of great interest among question answering re-
©2008. Licensed under the Creative Commons
Attribution-Noncommercial-Share Alike 3.0 Unported li-

cense  (http://creativecommons.org/licenses/by-nc-sa/3.0/).
Some rights reserved.
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search. With automatic answer validation, the
system will carry out different refinements of its
searching criteria to check the relevance of new
candidate answers. In addition, since most of
QA systems rely on complex architectures and the
evaluation of their performances requires a huge
amount of work, the automatic assessment of can-
didates with respect to a given question will speed
up both algorithm refinement and testing.

Currently, answer validation is mainly viewed
as a classification problem or ranking problem.
Different models, such as Support Vector Ma-
chine (Shen and Klakow, 2006) and Maximum En-
tropy Model (Ittycheriah et al., 2001), are used to
integrate sophisticated linguistic features to deter-
mine the correctness of candidates. The answer
validation exercise (Penas et al. , 2007) aims at
developing systems able to decide whether the an-
swer is correct or not. They formulate answer val-
idation as a text entailment problem. These ap-
proaches are dependent on sophisticated linguis-
tic analysis of syntactic and semantic relations be-
tween question and candidates. It is quite expen-
sive to use deep analysis for automatic answer val-
idation, especially in large scale data set. Thus it
is appropriate to find an alternative solution to this
problem. Here, we just consider the English an-
swer validation task.

This paper proposes a novel approach based on
information retrieval on the Web. The answer val-
idation problem is reformulated as distance calcu-
lation from an answer candidate to a question. The
hypothesis is that, among all candidates, the cor-
rect answer has the smallest distance from ques-
tion. We employ conditional normalized min dis-
tance, which is based on Kolmogorov Complexity
theory (Li and Vitanyi, 1997), for this task. The
distance measures the relevance between question

Coling 2008: Proceedings of the 2nd workshop on Information Retrieval for Question Answering (IR4QA), pages 42—49
Manchester, UK. August 2008



focus and candidates conditioned on a surface pat-
tern set. For distance calculation, we first ex-
tract the question focus, and then a hierarchical
pattern set is automatically constructed as condi-
tion. Since Kolmogrov Complexity can be approx-
imated through frequency counts. Two types of
search engine “Google” and “Altavista” are used
to approximate the distance.

The paper is organized as follows: Section 2
describes related work. The fundamental Kol-
mogorov Complexity theory is introduced in Sec-
tion 3. Section 4 presents our proposed answer val-
idation method based on information retrieval. In
Section 5, we describe the experiments and discus-
sions. The paper is concluded in Section 6.

2 Related Work

Answer Validation is an emerging topic in Ques-
tion Answering, where open domain systems are
often required to rank huge amounts of answer
candidates. This task can be viewed as a classi-
fication problem or re-ranking problem.

Early question answering systems focused on
employing surface text patterns (Subbotin and
Subbotin, 2001) for answer validation. Xu et
al. (2003) identified that pattern-based approaches
got bad performances due to poor system recall.
Some researchers exploited machine learning tech-
niques with rich syntactic or semantic features to
measure the similarity between question and an-
swer. Ittycheriah et al. (2001) used Maximum En-
tropy model to combine rich features and automat-
ically learn feature weights. These features in-
cluded query expansion features, focus features,
named entity features, dependency relation fea-
tures, pattern features et al. Shen and Klakow
(2006) presented three methods, including feature
vector, string kernel and tree kernel, to represent
surface text features and parse tree features in Sup-
port Vector Machines. Ko et al.  (2007) pro-
posed a probabilistic graphical model to estimate
the probability of correctness for all candidate an-
swers. Four types of features were employed,
including knowledge-based features, data-driven
features, string distance feature and synonym fea-
tures.

Started in 2006, the annual Answer Validation
Exercise (Penas et al. , 2007) aims to develop sys-
tems to decide if the answer to a question is correct
or not. The English answer validation task is refor-
mulated as a Text Entailment problem. The triplet,

43

including question, answer and supporting text, is
given. The system determines if the supporting
text can entail the hypothesis, which is a reformu-
lation from the question and answer. All partici-
pants used lexical processing, including lemmati-
zation and part-of speech tagging. Some systems
used first order logic representations, performed
semantic analysis and took the validation decision
with a theorem proof.

The above approaches should process deep syn-
tactic and semantic analysis for either questions or
candidate answers. The annotated linguistic re-
source is hard to acquire for the supervised clas-
sification problem. Another alternative solution
for answer validation is to exploit the redundancy
of large scale data. FEric et al. (2007) devel-
oped AskMSR question answering system. They
focus on the Web as a gigantic data repository
with tremendous redundancy that can be exploited
to extract the correct answer. Lin (2007) im-
plemented another Web-based question answering
system, named ARANEA, which is used approxi-
mate tfidf method for answer validation.

3 Preliminaries

3.1 Kolmogorov complexity

Kolmogorov complexity , or algorithm entropy ,
K (x) of a string x is the length of the shortest bi-
nary program to compute z. It defines randomness
of an individual string. Kolmogorov complexity
has been widely accepted as an information theory
for individual objects parallel to that of Shannon’s
information theory which is defined on an ensem-
ble of objects. It has also found many applications
in computer science such as average case analysis
of algorithms (Li and Vitanyi, 1997). For a uni-
versal Turing machine U, the Kolmogorov com-
plexity of a binary string x condition to another
binary string y, Ky (x|y), is the length of the short-
est (prefix-free) program for U that outputs z with
input y. It has been proved that for different uni-
versal Turing machine U’, for all z, y

Ky(zly) = Ky (z|y) + C,

where the constant C' depends only on U’. Thus we
simply write Ky (z|y) as K (x|y). Define K (z) =
K (z|e), where € is the empty string. For for-
mal definitions and a comprehensive study of Kol-
mogorov complexity, see (Li and Vitanyi, 1997).



3.2 Information Distance

Based on the Kolmogovov complexity theory, in-
formation distance (Bennett et al., 1998) is a uni-
versal distance metric, which has been success-
fully applied to many applications. The informa-
tion distance D(z,y) is defined as the length of
a shortest binary program which can compute x
given y as well as compute y from x. It has been
proved that , up to an additive logarithmic term,
D(z,y) = max{K(z|y), K(y|z)}. The normal-
ized version of D(x,y), called the normalized in-
formation distance(NID), is defined as

max{K(z|y), K(y|z)}
max{K(z), K(y)}

dmax(x’y) = (D

Parallel to this, the men distance is proposed in
(Zhang et al. , 2007), defined as

Diin(z,y) = min{K (z[y), K(y|z)}. (2)
And the normalized version is
min{ K (x|y), K (y|x
min{ K (z), K(y)}
3.3 Conditional Information Distance
Conditional information distance is defined as
max{ K (x|y,c), K(y|x,c
s (1,9 ]C) = {K (z]y,c), K(y| )}7 @
max{ K (z[c), K(y|c)}
min{ K (z|y, c), K (y|z, c
min{ K (z|c), K(y|c)}

where c is given in both x to ¢ and y to x compu-
tation.

The information distance is proved to be uni-
versal (Zhang et al. , 2007), that is, if = and y
are “close” under any distance measure, they are
“close” under the measure of information distance.
However, it is not clear yet how to find out such
“closeness” in traditional information distance the-
ory. Now the conditional information distance pro-
vides a possible solution.Figure 1 gives a more in-
terpretable explanation: the condition ¢ could map
the original concepts = and y into different x. and
e, thus the variant “closeness” could be reflected
by the distance between z. and y., as shown in
Figurel.
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Figure 1: Conditional information distances under different

conditions ¢’s

The Kolmogorov complexity is non-
computable, that is, to use the information
distance measures, we must estimate the K(x)
first. There are traditionally two ways to do
this: (1) by compression (Li et al. , 2001),
and (2) by frequency counting based on coding
theorem (Cilibrasi and Vitanyi, 2007). The second
approach is implemented in this paper.

4 Answer Validation with Information
Distance

Given a question g and a candidate answer c, the
answer validation task can be considered as deter-
mining the degree of relevance of ¢ with respect
to ¢q. The intuition of our approach is that the dis-
tance between question and the correct answer is
smaller than other candidates. Take the question
“What is the capital of the USA?” as an example,
among all candidates, the correct answer “Wash-
ington” is closest to the question under some dis-
tance measure. Thus the answer validation prob-
lem is to determine a proper distance measure.
Fortunately, it has been proved that the informa-
tion distance (Bennett et al., 1998) is universal so
that the similarity between the question and the an-
swer can surely be discovered using this measure.

Direct calculation of the unconditional distance
is difficult and non-flexible. We find it possible
and convenient to estimate the conditional infor-
mation distance between question focus and the
answers, under certain context as the condition. As
explained previously, different conditions lead to
different distance. With the most proper condition
and the nearest distance, the best answer can be
identified out of previously determined candidates.

The conditional normalized min distance is em-
ployed for distance calculation, which is defined



Question:
What city 1s Lake Washington by?
"

Candidates: e
Seattle, Bellevue, Kirtkland. ..

Question focus: &
Lake Washington

e min{K(x.¢). K(y.c)} - K(e)

Conditional information distance:
d.(x.y]c) = K(x,y.c)-max{K(x,c).K(y.0)}

Condition:
“o g by <:jf>”
LL(:C‘::‘” ‘Lis b'}f (::j’i)
C“::C:} IS b}’ EH t.c{:-f‘:}

Figure 2: Sample of conditional information distance calculation.

as:

dmin(z,y|c)
K (C(z,y)) max{K (c@c,qs)) K (c(as,y)) }

- min(K (e ) K (o )1 (06

where x represents the answer candidates, y is
the question focus, and c is condition pattern. The
function ¢(x, y) will be described in the Distance
Calculation section.

Figure 2 shows the procedure of distance cal-
culation. Given a question and a set of candidates,
we calculate the min information distance between
question focus and candidates conditioned on sur-
face patterns. Obviously, in order to calculate in-
formation distance, there are three issues to be ad-
dressed:

1. Question Focus Extraction: since the question
answer distance is reformulated as the mea-
sure between question focus and answer con-
ditioned on the surface pattern, it is important
to extract some words or phrases as question
focus.

Condition Pattern Generation: Obviously, the
generation of the condition is the key part.
We have built a well revised algorithm, in
which proper conditions can be generated
from question sentence according to some
heuristic rules.

. Distance Calculation: after question focus
and condition patterns are obtained, the last
step is calculating the conditional distance to
estimate the relevance between question and
answer candidates.
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4.1 Question Focus Extraction

Most factoid questions refer to specific objects. A
question is asked to learn some knowledge for this
object from certain perspective. In our approach,
we take the key named entity or noun phrase, usu-
ally as the subject or the main object of the ques-
tion sentence as the reference object. Take the
question “What city is Lake Washington by’ as ex-
ample, the specific object is “Lake Washington”.
The question focus is identified using some heuris-
tic rules as follows:

1. The question is processed by shallow parsing.
All the noun phrases(NP) are extracted as NP set.

2. All the named entities(NE) in the question are
extracted as NE set.

3. If only one same element is identified in both
NE and NP set, this element is considered as ques-
tion focus.

4. If step 3 fails, but two elements from NE and
NP set have overlap words, then choose the ele-
ment with more words as question focus.

5. If step 3 and 4 fail, choose the candidate,
which is nearest with verb phrase in dependency
tree, as question focus.

4.2 Condition Pattern Generation

A set of hierarchical patterns is automatically con-
structed for conditional min distance calculation.

4.2.1 Condition Pattern Construction

Several operations are defined for patterns con-
struction from the original question sentence. We
describe pattern set construction with a sam-
ple question “What year was President Kennedy
killed?”:

1. With linguistic analysis, the question is
split into pieces of tokens. These tokens in-



clude wh-word phrases, preposition phrases, noun
phrases, verb phrases, key verb, etc. The exam-
ple question is split into “What year”(wh-word
phrase), “was”’(key verb) ‘“President Kennedy”
(noun phrases), “killed”(verb phrase).

2. Replace the wh-word phrases with the candi-
date placeholder (c). Then the words “What year”
is replaced with placeholder (c).

3. Replace the question focus with the focus
placeholder (f), and add this pattern to the pat-
tern set. The example question focus is identified
as “President Kennedy”. It is replaced with place-
holder (f). The first pattern “(c) was (f) killed?”
is generated.

4. Voice Transformation: with morphology
techniques, verbs are expanded with all their tense
forms (i.e. present, past tense and past participle).
The tokens’ order is adjusted to transform between
active voice and passive voice. Both patterns are
added to the patterns set. For sample question,
the passive pattern is translated into active pattern,

“(c) Kill (f)".

5. Preposition addition: for time and location
questions, the preposition (i.e. in, on and at) is
added before the candidate (c); Then the pattern
“(c) was (f) killed” is reformulated as “(in |on)
(c) was (f) killed”.

6. Tokens shift: preposition phrase token could
be shifted to the begin or the end of pattern, and
“key verb” must be shift before the “verb phrase”.
Then the pattern “(in |on) (c) was (f) killed” can
be reformulated as “( f) was killed (in |on) {c)”.

7. Definitional patterns: several heuristic pat-
terns, as introduced at (Hildebrandt et al. , 2004),
are added into our final pattern sets, such as “(c),

(.

By such heuristic rules, the original pattern set is
obtained from question sentence. The patterns are
initially enclosed in quotation marks, which means
exact matching. However, by eliminating these
quotations, or reducing the scope that they cover,
the matching is relaxed as words co-occurrence.
The patterns are expanded into different strict-level
patterns by adding or removing quotation marks
for each tokens or adjacent tokens combination.
Several condition pattern samples are shown in Ta-
ble 1

46

Table 1: Sample condition patterns, © *” * denotes exact

match in web query.

@ “ < f>(was | were) killed (in | on) <c¢>"

@ “(in | on) <c>, < f>(was | were) killed”

® “(in | on) <c>" & “< f>(was | were) killed”

@ “(in | on) <c>" & “< f>" & “(was | were) killed”
®in | on <c>< f>(was | were) killed

Each operation introduced above is given a pre-
defined confidence coefficient(cc). Then the con-
fidence coefficient of a pattern is defined as the
multiplication of cc for all performed operations
to generate this pattern.

4.2.2 Condition Pattern Ranking

From the previous step, a set of condition pat-
terns and corresponding confidence coefficient are
obtained. Let p; denotes the ¢th pattern in the pat-
tern set, and cc; is the confidence coefficient for the
ith pattern. The confidence coefficient estimation
in previous section contains much noise. And the
patterns with similar confidence coefficient make
little difference. Therefore, the exact confidence
coefficient value is not directly used. We cluster
the patterns into different priority groups. C; de-
notes the pattern cluster with jth priority. Here,
the smaller j means higher priority. The condi-
tion patterns are ranked mainly based on confi-
dence coefficient and the number of double quo-
tation marks. The following algorithm shows each
step in detail:

Table 2: patterns ranking algorithm

Input patterns set C' = {(pi, cci)}

Algorithm

1) Initialize C; = @, j = 0

2) if C'is empty, end this algorithm

3) Select (Pmaws CCmax), Where cemae >
ccs, (piycci) € C

4 if C; is empty, add ccmaq into Cj, jump to
2

Q) select the minimum confidence coefficient
(Pmin, CCmin) from C;, compare it with
(Pmawzs CCmaz). if the number of double
quotes(*”’) in Pmsn is equal to the number in
DPmaz, add Dmae into Cj. otherwise, j =
j + 170] = {pmaz}-

6) jump to (2) and repeat

4.3 Distance Calculation

Conditional min distance d,;;, is used to mea-
sure the relevance between question and candidate.
From section 3, d,,;, is not computable, but ap-
proximated by frequency counts based on the cod-
ing theory:



dmin(x7 y|C)

K(c(:c,y)) max{K(c(x,qs)) ( ¢y>)}
min{K(c(wm), ( (b)) }— K(e(¢¢>)
tog £ ( e(a,y) ) ~min{log 1 cw>) tog f (¢

max{log f (c(x,qb)) Jog f (c( ,y)) }—log f (c(¢,¢))

The function ¢(x, () means substituting (c) in ¢
by answer candidate x and removing placeholder
(f) if any. Similar definition applies to c(y, (),
¢(x,y). For example, given pattern “(f) was in-
vented in (c)”, question focus “the telegraph” and
a candidate “1867”. c(x,() is “was invented in
1867". ¢(y, 0) is “the telegraph was invented”, and
c(x,y) is “the telegraph was invented in 1867”.
The frequency counts f(x) are estimated as the
number of returned pages by certain search en-
gine with respect to x . f(c(¢, ¢)) denote the to-
tal pages indexed in search engine. Two types of
search engines “Google” and “Altavista” are em-
ployed.

The patterns are selected in priority order to cal-
culate the information distance for each candidate.

5 Experiment and Discussion

5.1 Experiment Setup

Data set: The standard QA test collection (Lin
and Katz, 2006) is employed in our experiments. It
consists of 109 factoid questions, covering several
domains including history, geography, physics, bi-
ology, economics, fashion knowledge, and etc.. 20
candidates are prepared for each questions. All an-
swer candidates are first extracted by the imple-
mented question answering system. Then we re-
view the candidate set for each question. If the cor-
rect answer is not in this set, it is manually added
into the set.
Performance Metric: The top 1 answer precision
and mean reciprocal rank (MRR) are used for per-
formance evaluation.The top 1 answer means the
correct answer ranks first with our distance calcu-
lation method, and MRR = 1 « Zl(ﬁ), in
which the mi 7 is 1 if the correct answer occurs in
the first position; 0.5 if it firstly occurs in the sec-
ond position; 0.33 for the third, 0.25 for the fourth,
0.2 for the fifth and O if none of the first five an-
swers is correct.

The open source factoid QA system ARANEA
(downloaded from Jimmy Lin’s website in 2005)
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is used for comparison, which implements an ap-
proximate tfidf algorithm for candidate scoring.
Both ARANEA and our proposed approaches use
the internet directly. Google is used as the search
engine for ARENEA, and our conditional normal-
ized min distance is calculated with Google and
Altavista respectively.

5.2 Experiment Results

The performances of our proposed approach and
ARANEA are shown in Table 3. For top 1 an-
swer precision, our conditional min distance cal-
culation method through Google achieves 69.7%,
and Altavista is 66.1%, which make 56.6%
(69.7% v.5.42.2% ) and 50.0% (66.1% v.s 42.2%)
improvement compared with ARENEA’s tfidf
method. Our proposed methods achieve 0.756 and
0.772 compared with ARENEA’s 0.581 for MRR
measure.

Table 3: Performance comparison, where din (G) denotes
the distance calculation through “Google”, dymin (A) through
“Altavista”

thdf  diin(G)  dimin(A)

#of Top 1 46 72 69
% of Topl 422 69.7 66.1
MRR 0.581 0.772 0.756

Table 4 shows some correct answer validation
examples. the Google Condition(GC) and the Al-
tavista Condition(AC) columns are the employed
condition patterns for distance calculation. For
question 1400, the conditional normalized google
min distance calculates the distance between ques-
tion focus “the telegragh” and all 20 answer can-
didates. The minimum distance score is achieved
between “the telegraph” and “1837” with the con-
dition pattern “(f) was invented in (c)”. There-
fore, the candidate “1837” is validated as the cor-
rect answer. Meanwhile, the minimum value for
conditional normalized altavista min distance is
achieved on the same condition.

These results demonstrate that the distance cal-
culation method provides a feasible solution for
answer validation.

In discussion section, we will study three ques-
tions:

1. What is the role of search engine?
2. What is the role of condition pattern?

3. What is the role of question focus?



Table 4: Question Examples in conditional information calculation through Google and Altavista. GC:Google Condition;

AC:Altavista Condition

1D Question GC AC Answer Question focus

1400 | When was the telegraph | “?y was in- | “?y was | 1837 the telegraph
invented? vented in 7s” | invented in

7%

1401 | What is the democratic | “?yis 7x” “Ty is x” the don- | the democratic
party symbol? key party symbol

1411 What Spanish explorer | “?x discov- | “7x”  “dis- | Hernando | the Mississippi
discovered the Missis- | ered ?y” covered” de Soto River
sippi River? “Iy”

1412 | Who is the governor of | “?yis 7x” “Ty, 7x” Gov. Bill | the governor of
Colorado? Ritter Colorado

1484 | What college did Allen | “?y attended | “?x”  “did | Georgetown Allen Iverson at-
Iverson attend? X y” Univer- tend

sity

5.3 Discussions

5.3.1 Role of Search Engine

The rise of world-wide-web has enticed millions
of users to create billions of web pages. The re-
dundancy of web information is an important re-
source for question answering. Our Kolmogorov
Complexity based information distance is approx-
imated with query frequency obtained by search
engine. Two types of search engines “Google” and
“Altavista” are employed in this paper. The num-
ber of top 1 correct answer is 72 through “Google”
and 69 through “Altavista”. There is little differ-
ence between two numbers, which shows that the
information distance based on Kolmogorov Com-
plexity is independent of special search engine.
The performance didn’t vary much with the change
of search engine. Actually, if the local data is ac-
cumulated large enough, the information distance
can be approximated without the internet. The
quality and size of data set affect the experiment
performance.

5.3.2 Role of Condition Pattern

Pattern set offers convenient and flexible condi-
tion for information distance calculation. In the
experiment, there are 61 questions correctly an-
swered by both Google and Altavista. 46 ques-
tions of them employ different patterns. Consider-
ing Question 1412, the condition pattern in Google
is “(c) is (f)”, while in Altavista, it is “(f), (¢)”.
However, the correct answer “Gov. Bill Ritter” is
identified by both methods. The information dis-
tance is stable over specific condition patterns.
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5.3.3 Role of Question Focus

Question focus is considered as the discrimina-
tor for the question. The distance between a ques-
tion and a candidate is reformulated as the distance
between question focus and candidate conditioned
on a set of surface patterns. The proposed ap-
proach may not properly extract the question fo-
cus, but the answers can be correctly identified
when the condition pattern becomes loose enough.
Take the question 1484 “What college did Allen
Iverson attend?” as example, the verb “attend” is
tagged as “noun”, then question focus is mistak-
enly extracted as “Allen Iverson attend”, instead of
the correct “Allen Iverson”. The two conditional
information distance method still identify the cor-
rect answer “Georgetown University”. Because
they both employed the looser condition patterns
ey “(f)” and *“(c)” did “(f)”’.Therefore, our
proposed distance answer validation methods are
robust to the question focus selection component.

From the discussion above, it can be seen that
our algorithm is stable and robust, not depending
on the specific search engine, condition pattern,
and question focus.

6 Conclusions

We have presented a novel approach for answer
validation based on information distance. The an-
swer validation task is reformulated as distance
calculation between question focus and candidate
conditioned on a set of surface patterns. The ex-
periments show that our proposed answer valida-
tion method makes a great improvement compared




with ARANEA’s tfidf method. Furthermore, The
experiments show that our approach is stable and
robust, not depending on the specific search en-
gine, condition pattern, and question focus. In fu-
ture work, we will try to calculate information dis-
tance in the local constructed data set, and expand
this distance measure into other application fields.
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Abstract often a discrepancy between the terminology used
by the user and the terminology used in the doc-
In this paper we investigate the use of sev-  yment collection to describe the same concept. A
eral types of lexico-semantic information  gocument might hold the answer to the user's ques-
for query expansion in the passage retrieval  tion, but it will not be found due to theERMI-
component of our QA system. We have  noLogicAL GAP. Moldovan et al. (2002) show
used four corpus-based methods to acquire  that their system fails to answer many questions
semantically related words, and we have (25 79%), because of the terminological gap, i.e.
used one hand-built resource. We eval-  keyword expansion would be desirable but is miss-
uate our techniques on the Dutch CLEF  jnhg. Query expansion techniques have been devel-
QA track! In our experiments expansions oped to bridge this gap.
that try to bridge the terminological gap However, we believe that there is more than just
between question and document collection 5 yeyminological gap. There is alsKEOWLEDGE
do not result in any improvements. HOW-  ;xp pocuments are missed or do not end up high
ever, expansions bridging the knowledge i the ranks, because additional world knowledge
gap show modest improvements. is missing. We are not speaking of synonyms here,
but words belonging to the same subiject field. For
example, when a user is looking for information
Information retrieval (IR) is used in most QA sys-about the explosion of the first atomic bomb, in
tems to filter out relevant passages from large dodvs/her head a subject field is active that could in-
ument collections to narrow down the search foelude: war, disaster, World War |I.
answer extraction modules in a QA system. Accu- We have used three corpus-based methods
rate IR is crucial for the success of this approachto acquire semantically related words: the
Answers in paragraphs that have been missed B NTAX-BASED METHOD, the ALIGNMENT-
IR are lost for the entire QA system. Hence, higlBASED METHOD, and the PROXIMITY-BASED
performance of IR especially in terms of recall isSMETHOD. The nature of the relations between
essential. Furthermore, high precision is desirableords found by the three methods is very differ-
as IR scores are used for answer extraction heurient. Ranging from free associations to synonyms.
tics and also to reduce the chance of subsequefipart from these resources we have used cate-
extraction errors. gorised named entities, such ®an Gogh 1s-A
Because the user’s formulation of the questiopainter and synsets from EWN as candidate ex-
is only one of the many possible ways to state thpansion terms.
information need that the user might have, there is In this paper we have applied several types of
T ©2008. Licensed under thereative Commons l€Xico-semantic information to the task of query
Attribution-Noncommercial-Share Alike 3.0 Unported li-  expansion for QA. We hope that the synonyms
cense  (http://creativecommons.org/licenses/by-n8-88/  ratrieved automatically, and in particular the syn-
Some rights reserved. . .
onyms retrieved by the alignment-based method,

The Cross-Language Evaluation Forum (http://clef ; i
ga.itc.it/) as these are most precise, will help to overcome the

1 Introduction
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terminological gap. With respect to the knowledge Monz (2003) ran experiments using pseudo rel-
gap, we expect that the proximity-based methodvance feedback for IR in a QA system. The author
would be most helpful as well as the list of cate+eports dramatic decreases in performance. He ar-
gorised named entities. For example, knowing thagues that this might be due to the fact that there
Monica Seles is a tennis player helps to find releare usually only a small number of relevant doc-

vant passages regarding this tennis star. uments. Another reason he gives is the fact that
he used the full document to fetch expansion terms
2 Related work and the information that allows one to answer the

) question is expressed very locally.
There are many ways to expand queries and ex- p giobal technique that is most similar to ours

pansions can be acquired from several SOUCE§ses” syntactic context to find suitable terms for
For example, one can make use of collectiong,ery expansion (Grefenstette, 1992; Grefenstette,
independent resources, such as EWN. In contrast 94). The author reports that the gain is mod-

collection-dependent knowledge structures are Ofést: 2% when expanded with nearest neighbours
ten constructed automatically based on data fro%und by his system and 5 to 6%, when apply-

the collection. _ o ing stemming and a second loop of expansions
The results from using collection-independentys \vords that are in the family of the augmented

hand-built sources are varied. Moldovan et a'query term€ Although the gain is greater than

(2003) show that using a lexico-semantic feedyhen ysing document co-occurrence as context,

back loop that feeds lexico-semantic alternationg,e results are mixed. with expansions improving
from WordNet as keyword expansions to the reggme query results and degrading others.

trieval component of their QA system increments 555 the approach by Qiu and Frei (1993) is

the scores by 15%. Also, Pasca and Harabagiy giopal technique. They automatically construct
(2001) show substantial improvements when Usy gimilarity thesaurus, based on what documents
ing lexico-semantic information from WordNet for ;1o appear in. They use word-by-document ma-
keyword alternation on the morphological, lexicalyjces, where the features are document IDs, to de-

and semantic level. They evaluated their system Q@ mine the similarity between words. Expansions

question sets of TREC-8 and TREC-9. For TRECy e gejected based on the similarity to the query

8 they reach a precision score of 55.3% Withtoneent ie. all words in the query together, and
out including any alternations for question key- ot phased on the single words in the query inde-
words, 67.6% if lexical alternations are allowedpendently. The results they get are promising.

and 73.7% if both lexical and semantic alternations Pantel and Ravichandran (2004) have used a

are allowed. method that is not related to query expansion,
However, Yang and Chua (2003) report thap; yet very related to our work. They have se-

adding additional terms from WordNet's synsetsnantically indexed the TREC-2002 IR collection
and glosses adds more noise than information {Qith the 1sa-relations found by their system for
the query. Also, Voorhees (1993) concludes thaf7g guestions that had an explicit semantic answer
expanding by automatically generated SYNONYMyne, such asvhat bandwas Jerry Garcia with?
sets from EWN can degrade results. They show small gains in performance of the IR
In Yang et al. (2003) the authors use externahytput using the semantically indexed collection.

knowledge extracted from WordNet and the Web Recent work (Shen and Lapata, 2007; Kaisser
to expand queries for QA. Minor improvementsang Webber, 2007) that falls outside the scope of
are attained when the Web is used to retrieve @js paper, but that is worth mentioning success-

list of nearby (one sentence or snippet) non-triviajy|ly applies semantic roles to question answering.
terms. When WordNet is used to rank the retrieved

terms, the improvement is reduced. The best re8 Lexico-semantic information

sults are reached when structure analysis is added _ _

to knowledge from the Web and WordNet. StrucYVe have used several types of lexico-semantic
ture analysis determines the relations that hold b&2formation as sources for candidate expansion

tween the candidate expansion terms to identif{e™ms: The first three are automatically acquired

semantic groups. Semantic groups are then con-z ¢\ ords that appear in the same documents and that

nected by conjunction in the Boolean query. share the first three, four or five letters.
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from corpora by means of distributional methods.baby. We have used the Europarl corpus (Koehn,
2003) to extract word alignments frofn.
e Nearest neighbours from proximity-based By calculating the similarity between the con-
distributional similarity texts words are found in, we can retrieve a
ranked list of nearest neighbours for any head-
o Nearest neighbours from syntax-based distriword. We gathered nearest neighbours for a
butional similarity frequency-controlled list of words, that was still
_ _ manageable to retrieve. We included all words
o Nearest neighbours from alignment-basegnoyns, verbs, adjectives and proper names) with
distributional similarity a frequency of 150 and higher in the CLEF cor-
pus. This resulted in a ranked list of nearest neigh-
The idea behind distributional methods is roote¢),, ;s for the 2,387 most frequent adjectives, the
in the DISTRIBUTIONAL HYPOTHESIS (Harris, 5,437 most frequent nouns, the 1,898 most fre-
1968). Similar words appear in similar context.quent verbs, and the 1,399 most frequent proper
The way words are distributed over contexts tellggmes. For all words we retrieved a ranked list

us something about their meaning. Context cagy its 100 nearest neighbours with accompanying
be defined in several ways. The way the Contexaiimilarity score.

is defined determines the type of lexico-semantic | aqgition to the lexico-semantic information

knowledge we will retrieve. resulting from the three distributional methods we
For example, one can define the context of gseg:

word as then words surrounding it. In that case

proximity to the head word is the determining ¢ Dutch EuroWordNet (Vossen, 1998)

factor. We refer to these methods that use un-

structured context aBROXIMITY-BASED METH-

obs. The nearest neighbours resulting from such With respect to the first resource we can be

methods are rather unstructured as well. They aghort. We selected the synsets of this hand-built

merely associations between words, suclbas/ lexico-semantic resource for nouns, verbs, adjec-

andcry. We have used the 80 million-word corpustives and proper names.

of Dutch newspaper text (the CLEF corpus) that is The categorised named entities are a by-product

also part of the document collection in the QA taslof the syntax-based distributional method. From

to retrieve co-occurrences within sentences. the example in (1) we extract the apposition rela-
Another approach is one in which the contextion betweenvan Gogh and schilder ‘painter’ to

of a word is determined by syntactic relations. Irdetermine that the named entign Gogh belongs

this case, the head word is in a syntactic relatiotp the category of painters.

to a second word anc_j this ;econd word acco 1)  Van Gogh, de beroemde schilder huurde

panied by the syntactic relation form the contex ; .

of the head word. We refer to these methods as faen atelier, Het Gele huis, n Arles.

SYNTAX-BASED METHODS We have used several Van_ Gogh, the famous pglnter, rfanted a

syntactic relations to acquire syntax-based context studio, The Yellow House, in Arles.

for our headwords. This method results in nearesfe used the data of the TWNC corpus (500M
neighbours that at least belong to the same semagords) and Dutch Wikipedia (50M words) to ex-
tic and syntactic class, for exampbaby andson.  tract apposition relations. The data is skewed. The
We have used 500 million words of newspaper te{etherlands appears with 1,251 different labels.
(the TWNC corpus parsed by Alpino (van Noord,To filter out incorrect and highly unlikely labels
2006)) of which the CLEF corpus is a subset.  (often the result of parsing errors) we determined
A third method we have used is thethe relative frequency of the combination of the
ALIGNMENT-BASED METHOD.  Here, trans- named entity and a category with regard to the fre-
lations of word, retrieved from the automaticquency of the named entity overall. All categorised
word alignment of parallel corpora are used thamed entities with relative frequencies under 0.05
determine the similarity between words. This—; ] , ,
In van der Plas and Tiedemann (2006) there is more in-

mthOd resuIFs In even more t'ghtly_related data}ormation on the syntax-based and alignment-based distrib
as it mainly finds synonyms, such agffant and tional methods.

e Categorised named entities
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Lex. info_| Nouns | Adj | Verbs | Proper sponding label, but also to expand nouns with
Proximity | 5.3K 24K | 1.9K | 1.2K

Syntax | 54K | 2.3K | 1.9K | 1.4K named entities. In the first case all labels were
Align 40K | 1.2K | 1.6K selected. The maximum is not more than 18 la-
Cat. NEs 218K

bels. In the second case some nouns get many
expansions. For example, a noun, suchvrasiw
‘woman’, gets 1,751 named entities as expansions.
We discarded nouns with more than 50 expansions,
as these were deemed too general and hence not

EWN 449K | 1.5K | 9.0K | 1.4K

Table 1: Number of words for which lexico-
semantic information is available

_ _ very useful.
were discarded. Thls_ cutoff made the number of The |ast two settings are the same for the expan-
unwanted labels considerably lower. sions resulting from distributional methods and the

In Table 1 we see the amount of informationast two types of lexico-semantic information.
that is contained in individual lexico-semantic re-

sources. It is clear from the numbers that the ¢ Expansions were added as root forms
alignment-based method does not provide near-

est neighbours for all head words selected. Only e Expansions were given a weight such that all
4.0K nouns from the 5.4K retrieve nearest neigh-  expansions for one original keyword add up
bours. The data is sparse. Also, the alignment- to 0.5.

based method does not have any nearest neigh-

bours for proper names, due to decisions we made Evaluation

earlier regarding preprocessing: All words wereF luat 4 dat lected f th
transformed to lowercase. or evaluation we used data collected from the

The proximity-based method also misses a nunz-EF Dutch QA tracks. The CLEF text collec-

ber of words, but the number is far less im|Oor-tIon contains 4 years of newspaper text, approxi-

tant. The amount of information the lists of cate—mater 80 million words and Dutch Wikipedia, ap-

gorised named entities provide is much larger thaﬁroxm?tefly SOt:“”'m WOI.C:.S' Wefutiedt';h? ﬂuei—
the amount of information comprised in the list lon sets from the competitions of the Dutch Q

provided by distributional methods. EWN alsot,raCk_in 2003, 2004, and 2005 (774'intot<'.;1I). Ques-
provides more information than the distributionaltIons in these sets_, are z_;mnotated V.V'th Va.lhd answers
methods, except for adjectivés. found by the part|C|pat|ng teams including IDsj of
supporting documents in the given text collection.
4 Methodology We expanded these list of valid answers where nec-
essary.
In order to test the performance of the var- We calculated for each run the Mean Reciprocal
ious lexico-semantic resources we ran sever@ank (MRR)? The MRR measures the percentage
tests. The baseline is running a standard full-texsf passages for which a correct answer was found
retrieval engine using Apache Lucene (Jakartdn the top# passages returned by the system. The
2004). Documents have been lemmatised and StpRR score is the average of 1/R where R is the
words have been removed. rank of the first relevant passage computed over
We applied the nearest neighbours resultinghe 20 highest ranked passages. Passages retrieved
from the three distributional methods as describedere considered relevant when one of the possible
in section 3. For all methods we selected the topanswer strings was found in that passage.
5 nearest neighbours that had a similarity score of
more than 0.2 as expansions. 6 Results

For EWN all words in the same synset (for all . .
senses) were added as expansions. Since all S)I/H_Table 2 the MRR (Mean_ Rempropal Rank) is
en for the various expansion techniques. Scores

onyms are equally similar, we do not have similar—g'rv iven for exoanding th veral svntacti ‘
ity scores for them to be used in a threshold. are given for expa g the several syntactic ca

. " egories, where possible. The baseline does not
The categorised named entities were not onIyg P

used to expand named entities with the corre- Swe used MRR instead of other common evaluation mea-

- sures because of its stronger correlation with the ovesh p
“Note that the number of nouns from EWN is the result offormance of our QA system than, for example, coverage and
subtracting the proper names. redundancy (see Tiedemann and Mur (2008)).
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MRR ;
offs to keep the co-occurrence matrix manageable.
SynCat | EWN | Syntax | Align | Proxi | Cat.NEs P 9

Nouns | 5152 [ 5115 | 5121 5138 | 51.75 The larger impact of the proximity-based nearest
Adj 52.33 | 52.27 | 52.38 | 51.71 neighbours is probably partly due to this decision.
Verbs | 52.40 | 52.33 | 52.21 | 52.62 The cutoffs for the alignment-based and syntax-
Proper | 52.59 | 50.16 53.94 | 55.68 .

All 51651 5121 | 51.02 | 53.36 | 55.29 based method have been determined after evalu-

ations on EuroWordNet (Vossen, 1998) (see also
Table 2: MRR scores for the IR component withvan der Plas (2008)).

query expansion from several sources The largest impact results from expanding
proper names with categorised named entities. We
#questions (+/-) know from Table 1 in section 3, that this resource
SynCat| EWN | Syntax | Align | Proxi Cat.NEs . ..
Nouns | 27750 1 28/61 | 17/58 | 64/87 | 17/37 has 70 times more data than the proximity-based
Adj 3/6 1/2 1/2 31/47 resource.
\P/%?;Ser 2/12/51 261/30 832 %ﬁg 157/106 For most of the resources the number of ques-
All 56/94 | 56/131 | 25/89 | 161/147 | 168/130 | tions that show a rise in RR is smaller than the

number of questions that receive a lower RR, ex-
Table 3: Number of questions that receive a higherept for the expansion of proper names by the cat-
(+) or lower (-) RR when using expansions fromegorised named entities and the proximity-based
several sources method.

The expansions resulting from the syntax-based

make use of any expansion for any syntactic caff€thod do not result in any improvements. As
egory and amounts to 52.36. expected, the expansion of proper names from

In Table 3 the number of questions that get 1€ Syntax-based method hurts the performance
higher and lower reciprocal rank (RR) after ap/most. Remember that the nearest neighbours of the
plying the individual lexico-semantic resources aréyntax-based method often include co-hyponyms.
given. Apart from expansions on adjectives andror exampleermany would getThe Netherlands
proper names from EWN, the impact of the expan@ndFranceas nearest neighbours. It does not seem
sion is substantial. The fact that adjectives hav® b€ a good idea to expand the wdggrmany
so little impact is due to the fact that there are noith other country names when a user, for exam-
many adjectives among the query terfns. ple, asks the name of the Minister of Foreign Af-

The negligible impact of the proper names fronfairs of Germany. However, also the synonyms
EWN is surprising since EWN provides more enfrom EWN and the alignment-based method do not

tries for proper names than the proximity-based€Sult in improvements.
method (1.2K vs 1.4K, as can be seen in 1). The The categorised named entities provide the most
proximity-based method clearly provides informa-successful lexico-semantic information, when
tion about proper names that are more relevant fétsed to expand named entities with their category
the corpus used for QA, as it is built from a subsetabel. The MRR is augmented by almost 3,5%. It
of that same corpus. This shows the advantage &fclear that using the same information in the other
using corpus-based methods. The impact of the eglirection, i.e. to expand nouns with named enti-
pansions resulting from the syntax-based methdies of the corresponding category hurts the scores.
lies in between the two previously mentioned exT he proximity-based nearest neighbours of proper
pansions. It uses a corpus of which the corpus usé@mes raises the MRR scores with 1,5%.
for QA is a subset. Remember from the introduction that we made
The type of expansions that result from thea distinction between the terminological gap and
proximity-based method have a larger effect othe knowledge gap. The lexico-semantic re-
the performance of the system than those resulsources that are suited to bridge the terminolog-
ing from the syntax-based method. In Chapter 5 atal gap, such as synonyms from the alignment-
van der Plas (2008) we explain in greater detail thaiased method and EWN, do not result in improve-
the proximity-based method uses frequency cutnents in the experiments under discussion. How-

— o ) ever, the lexico-semantic resources that may be
Moreover, the adjectives related to countries, such as

German andFrench and their expansioGermany, Franceare  Us€d to0 bridge the knowledge gap, i.e. associations
handled by a separate list. from the proximity-based method and categorised
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_CLEF score , ple synonyms ofeken ‘sign’ in the right sense for
EWN | Syntax | Align | Proxi | Cat.NEs| Baseline thi fi H the d ts that hold
263 1470 466 476 1479 768 is question. However, the documents that ho

the answer to this question do not use synonyms

Table 4: CLEF scores of the QA system with querJor the wordteken. The expansions only introduce

expansion from several sources noise.
We found a positive example in (3). The RR

- o score is improved by 0.3 for both the alignment-
named entities, do result in improvements of thg,caq expansions and the expansions from EWN,

IR component. ) when expandingxplodeer ‘explode’ with ontplof
To determine the effect of query expansion omy .. up'.

the QA system as a whole we determined the av-
erage CLEF score when using the various type§)  Waar explodeerde de eerste atoombom?
. L . ‘Where did the first atomic bomb explode?’
of lexico-semantic information for the IR com-
ponent. The CLEF score gives the precision oAlign: explodeer ‘explode’ — ontplof ‘blow up’.
the first (highest ranked) answer only. For EWNEWN: eplode ‘explode’— barst os burst’, ontplof ‘blow
. ug, barst uit ‘crack’, plof ‘boom’.
the syntax-based, and the alignment-based nearest

neighbours we have used all expansions for all sy, get an idea of the amount of terminologi-
tactic categories together. For the pr'oximity-basega| variation between the questions and the doc-
nearest neighbours and the categorised named €fnents, we determined the optimal expansion
tities we have limited the expansions to the prop&f,ords for each query, by looking at the words
names as these performed rather well. that appear in the relevant documents. When in-

The positive effect of using categorised namedpecting these, we learned that there is in fact lit-
entities and proximity-based nearest neighboufe to be gained by terminological variation. In
for query expansion is visible in the CI__EF SCOréghe 25 questions we inspected we found 1 near-
as well, although less apparent than in the MRIgynonym only that improved the scoregekke-
scores from the IR component in Table 2. koeienziekte ‘mad cow disease’— Creutzeldt-
Jacob-ziekte ‘Creutzfeldt-Jacob disease’.

The fact that we find only few synonyms might

Let us first take a look at the disappointing "®he related to a point noted by Mur (2006): Some

sults regarding the terminological gap, before W& the guestions in the CLEF track that we use for
move to the more promising results related to th%valuation look like back formulations

knowledge gap. We expected that the expansions After inspecting the optimal expansions, we

of verbs would be particularly helpful to overcome . .
. . . . ~were under the impression that most of the expan-
the terminological gap that is large for verbs, since. .
. 2 o Sions that improved the scores were related to the
there is much variation. We will give some exam- . .
. . knowledge gap, rather than the terminological gap.
ples of expansion from EWN and the alignment; . .
We will now give some examples of good and bad

based method.

expansions related to the knowledge gap.
(2)  Wanneer werd het Verdrag van Rome getekend? The categorised named entities result in the best
‘When was the Treaty of Rome signed™ expansions, followed by the proximity-based ex-
Align: teken ‘sign’ — typeer ‘typify’, onderteken ‘sign’ pansions. In (4) an example is given for which cat-

EWN: teken 'sign’ — typeer ‘typify’, kentekenen ‘charac- eqorised named entities proved very useful:
terise’, kenmerk ‘characterise’, schilder ‘paint’, kehsts
‘characterise’, signeer ‘sign’, onderteken ‘sign’, schet (4) Wie is Keith Richard?

‘sketch’, karakteriseer ‘characterise’. “Who is Keith Richard?’

6.1 Error analysis

For the example in (2) both the alignment-basedat. NEs: Keith Richard — gitarist ‘guitar player’, lid

expansions and the expansion from EWN result i‘@ember? collega ‘colleague’, Rolling ~Stones-gitarist
. e olling Stones guitar player’, Stones-gitarist ‘Stonestagr

a decrease in RR of 0.5. The vewdken ‘sign’ is  pjayer.

ambiguous. We see three senses of the verb repre-

sented in the EWN list, i.e. drawing, characterisit is clear that this type of information helps a lot

ing, and signing as in signing an official documentin answering the question in (4). It contains the

One out of the two expansions for the alignmentanswer to the question. The RR for this question

based method and 2 out of 9 for EWN are in princigoes from 0 to 1. We see the same effect for the
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questionWat is NASA? ‘What is NASA?'. are expanded.

It is a known fact that named entitie_s are an im- We tried to take care of these ambiguities by
portant category for QA. Many questions ask fofsing an overlap method. The overlap method
named entities or facts related to name'd entitiegy|acts expansions that were found in the near-
From_these resul_ts we can see that qd_dlng the aPst neighbours of more than two query words.
propriate categories to the named entities is usefE’Jnfortunater, as Navigli and Velardi (2003),

for IR in QA. who implement a similar technique, using lexico-

The categorised named entities were not alwa%%mantic information from WordNet. note. the
successful. In (5) we show that the proXimity-~oyumoN NODES EXPANSION TECHNIQUENOTKS

based expansion proved more helpful in SOMEery badly. Also, Voorhees (1993) who uses a

cases. similar method to select expansions concludes that
(5)  Welke bevolkingsgroepen voerden oorlog inthe method has the tendency to select very general
Rwanda? terms that have more than one sense themselves.

. . H o . .
What populations waged war in Rwanda In future work we would like to implement the

Proximity: Rwanda — Zaire, Hutu, Tutsi, Ruanda, Rwandeesmethod by Qiu and Frei (1993), as discussed in

‘Rwandese’. tion 2, that mor histicated techni

Cat. NEs: Rwanda — bondgenoot ‘ally’, land ‘country’, sectio ! atuses a .O e sophisticated ec. que

staat ‘state’, buurland ‘neighbouring country’. to combine the expansions of several words in the
query.

In this case the expansions from the proximity-

based method are very useful (except for Zaire),

since they include the answer to the question. That Conclusion
is not always the case, as can be seen in (6). How-

ever, the expansions from the categorised nam

o o . %e can conclude from these experiments on que
entities are not very helpful in this case either. b query

expansion for passage retrieval that query expan-
(6)  Wanneer werd het Verdrag van Rome getekend? ~ sion with synonyms to overcome the terminolog-
‘When was the treaty of Rome signed?’ ical gap is not very fruitful. We believe that the

Proximity: Rome — paus ‘pope’, Italié, bisschop ‘bishop’, NOise introduced by ambiguity of the query terms
Ictaltiaan;gta}"%,}g"aan ‘I'r\é')”?:jnc';e orovince stad ‘city is stronger than the positive effect of adding lexi-
hc?o'fdstad ‘Séapital’, g:mgen\{'e ‘rlnun‘i)cip\glity’., S W+ cal variants. This is in line with findings by Yang

and Chua (2003). On the contrary, Pasca and
IR does identify Verdrag van Rome ‘Treaty of Harabagiu (2001) were able to improve their QA
Rome’ as a multi-word term, however it adds thesystem by using lexical and semantic alternations
individual parts of multi-word terms as keywordsfrom WordNet using feedback loops.

as a form of compound analysis. It might be bet- e gisappointing results might also be due to
ter to expand the multi-word term only and ot small amount of terminological variation be-

its individual parts to decrease ambiguityer-  een questions and document collection.
drag van Rome ‘Treaty of Rome’ is not found in

the proximity-based nearest neighbours, because it HOWever, adding extra information with regard
does not include multi-word terms. to the subject field of the query, query expansions

still, it is not very helpful to expand the word that bridge the knowledge gap, proved slightly

Rome with pope for this question that has nothing beneficial. The proximit_y—based expansions aug-
to do with religious affairs. We can see this as &€t the MRR scores with 1.5%. Most successtul

problem of word sense disambiguation. The adre the categorised named entities. These expan-
sociation pope belongs to Rome in the religious sions were able to augment the MRR scores with
sense, the place where the Catholic Church f&€arly 3.5%.

seated. Rome is often referred to as the Catholic The positive effect of using categorised named
Church itself, as irHenry VIII broke from Rome. entities and proximity-based nearest neighbours
Gonzalo et al. (1998) showed in an experimenfor query expansion is visible in the CLEF scores
where words were manually disambiguated, thdbr the QA system overall as well. However, the
a substantial increase in performance is obtaindthprovements are less apparent than in the MRR
when query words are disambiguated, before thescores from the IR component.
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Abstract there in a Big Mac} each of which was asked in

_ isolation to any of the others. However, in an effort
Having gold standards allows us to evalu- 4 move the challenge towards a long term vision
ate new methods and approaches against a of ineractive, dialogue-based question answer-
common benchmark. In this paper we de- g to support information analysts (Burger et al.,
scribe a set of gold standard question re-  5402), the track introduced the notion of question
formulations and associated reformulation  t5rgets and related question series in TREC2004
guidelines that we have created to SUPPOIt  (\porhees, 2005), and this approach to question
research into automatic interpretation of  hresentation has remained central in each of the
questions in TREC question series, where g hsequent TRECs. In this simulated task, ques-
questions may refer anaphorically to the  (ions are grouped into series where each series has
target of the series or to answers {0 pre- 5 target of a definition associated with it (see Fig-
vious questions. We also assess various e 1), Each question in the series asks for some
string comparison metrics for their utility  jhtormation about the target and there is a final
as evaluation measures of the proximity of  «4her” question which is to be interpreted as “Pro-
an automated system's reformulations 0 \;ige any other interesting details about the target
the gold standard. Finally we show how ¢ has not already been asked for explicitly”. In
we have used this approach to assess the s way “each series is a (limited) abstraction of
question processing capability of our own 5 information dialogue in which the user is trying
QA system and to pinpoint areas for im-  , gefine the target. The target and earlier ques-
provement. tions in a series provide the context for the current

1 Introduction question.” (Voorhees, 2005).

, ~ One consequence of putting questions into se-
The development of computational systems whicfjag in this way is that questions may not make

can answer natural language questions using argg oy sense when removed from the context their
text collections as knowledge sources is widelyqriag provides. For example, the questithen

seen as both intellectually challenging and praGsas he horncannot be sensibly interpreted with-

tically useful. To stimulate research and devely knowledge of the antecedent bé provided

opment in this area the US National InstituFe o’by the context (target or prior questions). Inter-
Standards and Technology (NIST) has organized geting questions in question series, therefore, be-

shared task evaluation as one track at the annuglmes 4 critical component within a QA systems.
TExt Retrieval Conference (TREC) since 1999 Many QA systems have an initial document re-
These evaluations began by considering factoidfieyq| stage that takes the question and derives a
type questions only (e.gHow many calories are a1y from it which is then passed to a search en-
(©2008.  Licensed under thereative Commons gine whose task is to retrieve candidate answering
gétéi’e‘“'_°”(hﬁ83732‘;23;‘;'315325.oﬁgﬁieﬁg%;’;;‘?ﬁéﬁ& bearing documents for processing by the rest of
ome rights reserved. Y yaq

*http://trec.nist.gov/ he born? is unlikely to retrieve documents rele-
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Target 136: Shiite 2 TheGold Standard Corpus

Q136.1| Who was the first Imam of the Shiite ) ) )
sect of Islam? Our aim was to take the questions in a TREC

0136.2| Where is his tomb? guestion series and re-express them as questions
that would naturally be asked by a human ask-
ing them as a single, stand-alone question outside

Q136.3| What was this persons relationship |to
the Prophet Mohammad?

Q136.4| Who was the third Imam of Shiite the context of the question series. Our intuition
Muslims? was that most adult native speakers would agree

Q136.5| When did he die? on a small number of variant forms these refor-
mulated questions would take. We explored this

Figure 1: An Example Question Series intuition by having two persons iteratively refor-

mulate some questions independently, compare re-
sults and evolve a small set of guidelines for the

vant to answering a question about Kafka's datB'0¢€ss:

of birth if passed directly to _asearc_h engine. Thi%l Creating the Gold Standard

problem can be addressed in a naive way by sim- _

ply appending the target to every question. HowJlen ques_tlon sets were randomly selected from
ever, this has several disadvantages: (1) in sonf&tS available ahttp://trec.nist.gov/

cases co-reference in a question series is to tH&ta/qa/t2007_qadata.html - These were
answer of a previous question and not to the taféformulated separately by two people and results
get, so blindly substituting the target is not ap_compared. From this an initial set of guidelines

propriate; (2) some approaches to query formuld¥@s drawn up. Using these guidelines another 10
tion and to answer extraction from retrieved docuduestion sets from the TREC 2007 QA set were in-

ments may require syntactically well-formed ques(_je|_oendently reformulated and then the guidelines
tions and may be able to take advantage of the extfg/ined.
information, such as syntactic dependencies, pro- At this point the reformulators’ outputs were

vided in a fully de-referenced, syntactically correcufficiently close to each other and the guidelines
guestion. sufficiently stable that, given limited resources, it

o _ _ was decided reformulation could proceed singly.
Thus, itis helpful in general if systems can autoygjng the guidelines, therefore, a further 48 ques-
matically interpret a question in context S0 as to &5 sets from 2007 were reformulated. where
solve co-references appropriately, and indeed mogfis ime each question set was only reformulated
TREC QA systems do this to at least a limited expy 5 single person. Each question set contained
tent as part of their question pre-processing. 1dgserween 5 and 7 individual questions therefore
ally one would like a system to be able to reformuzyqyng 406 questions were reformulated, creating
late a question as a human would if they were t0 r'esne or more gold standard forms for each question.
express the question so as to make it independepiota] there are approximately 448 individual re-
of the context of the preceding portion of the questomy|ations, with a maximum number of 3 refor-

tion series. To support the development of such,ations for any single question and a mean of
systems it would useful if there were a collection 103 reformulations per question.

of “gold standard” reformulated questions against
which systems’ outputs could be compared. How2.2 Guidelines

ever, tothe best of our knowledge no such resour%;‘sing the above method we derived a set of simple

exists. guidelines which anyone should be able to follow
In this paper we describe the creation of such ® create a set of reformulated questions.

corpus of manually reformulated questions, mea- Context independence and readability: The

sures we have investigated for comparing systeneformulation of questions should be understand-

generated reformulations against the gold stamble outside of the question series context. The re-

dard, and experiments we have carried out confermulation should be written as a native speaker

paring our TREC system’s automatic question rewould naturally express it; this means, for exam-

formulator against the gold standard and insightgle, that stop words are included.

we have obtained therefrom. Example:“How many people were killed 1991
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eruption of Mount Pinatubo?” vs “How many Example: Target: “Church of Jesus Christ
people were Killed in the 1991 eruption of Mounbf Latter-day Saints (Mormons)Question"Who
Pinatubo”. The latter is preferred as it more readfounded the Church of Jesus Christ of Latter-day

able due to the inclusion of stop worts the” . Saints?* Gold Standard 1:“Who founded the
Reformulate questions so as to maximise Church of Jesus Christ of Latter-day Saints (Mor-
search results: mons)?" Gold Standard 2:“Who founded the

Example: “Who was William Shakespeare?” Church of Jesus Christ of Latter-day Saints?”
vs “Who was Shakespeare?”William should be Gold Standard 3Who founded the Mormons?”
added to the phrase as it adds extra information Stemming and Synonyms. Words should not
which could allow more results to be found. be stemmed and synonyms should not be used un-

Target matches a sub-string of the question: less they are found in the target or the current ques-
If the target string matches a sub-string of the quedlon series. If they are found then both should be
tion the target string should substitute the entiretised in the Gold Standard.
of the substring. Stop-words should not be used Example: Target*Chunnel”; Question"How
when determining if strings and target match bulong is the Chunnel?’Gold Standard“How long
should usually be substituted along with the rest dé the Chunnel?} Incorrect reformulation:*How
the target. long is the Channel Tunnel?”

Example: Target‘Sony Pictures Entertainment ~ As the term “Channel Tunnel” is not referenced
(SPE)”; Question:*“What U.S. company did Sony in this section or hard-coded into the QA engine it
purchase to form SPE?"Gold Standard*What cannot be substituted for “Chunnel”, even though
U.S. company did Sony purchase to form Sony Pigoing so may increase the probability of finding

tures Entertainment (SPE)?” the correct answer.
Rephrasing: A Question should not be unnec- It: The wordit should be interpreted as referring
essarily rephrased. to either the answer of the previous question of that
Example: Target:“Nissan Corp”; Question: Setor if no answer available to the target itself.
“What was Nissan formerly known as?"What Example: Target?1980 Mount St. Helens erup-

was Nissan Corp. formerly known as?s pre- tion”; Question: “How many people died when
ferred over the other possible reformulatitris- it erupted?”, Gold Standard‘How many people
san Corp. was formerly known as what?” died when Mt. St. Helens’ erupted in 1980?”
Previous Questions and Answers. Questions Pronouns (1): If the pronounshe or she are
which include a reference to a previous quesdsed within a question and the TARGET is of type
tion should be reformulated to include a PREVI-Person’ then substitute the TARGET string for the
OUS ANSWER variable. Another reformulation pronoun. If however the PREVIOUSNSWER
should also be provided should a system know g of type ‘Person’ then it should be substituted in-
needs the answer to the previous question but hatead as in this case the natural interpretation of the
not found one. This should be a reformulation opronoun is to the answer of the previous question.
the previous question within the current question. Example: Target:"Jay-Z”; Question: “When
Example: Target: “Harriet Miers withdraws Wwas he born?} Gold Standard“When was Jay-Z
nomination to Supreme CourtQuestion:“What born?”
criterion did this person cite in nominating Pronouns (2): If the pronounshis/herstheir
Miers?”; Gold Standard 1:*What criterion did are used within a question and the TARGET is of
PREVIOUSANSWER cite in nominating Harriet type ‘Person’ then substitute the TARGET string
Miers?”; Gold Standard 2:"What criterion did for the pronoun appending the string *’s” to the
this person who nominated Harriet Miers for theend of the substitution. If however the PREVI-
post cite in nominating Harriet Miers?” OUSANSWER is of type ‘Person’ then it should
Targetsthat contain brackets: Brackets in tar- be substituted as the natural interpretation of the
get should be dealt with in the following way. Thepronoun is to the answer of the previous question.
full target should be substituted into the question Example: Target:*Jasper Fforde”; Question:
in the correct place as one of the Gold Standard$What year was his first book written?” Gold
The target without the bracketed word and with iStandard: “What year was Jasper Fforde’s first
should also be included in the Gold Standard.  book written?”
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3 Evaluation against the Gold Standard expected, we created a set of test reformulations to

. compare against the gold standard reformulations.
To assess how close a system’s reformulation of a ,
Three test data sets were created: one where

question in a questions series is to the gold stargﬁe reformulation was simply the original ques-
dard requires a measure of proximity. Whatevetr o
ion, one where the reformulation included the tar-

metric we adopt should have the property that re et appended to the end, and one where the refor-

formulations that are closer to our gold standard rerghualation was identical to the gold standard. The

formulatlo_n s get_ a higher Score. Th? clos_est POSSHea here was that the without target question set
ble score is achieved by getting an identical strin

Yhould score less than the with target question set
to that of the gold standard. Following conven- . . . getq
. . ) . . and the identical target question set should have a
tional practice we will adopt a metric that gives us . .

score of 1 (the highest possible score).

a value between 0 and 1, where 1 is highest (i.e. aW then had to ch t of metrics to test and
score of 1 is achieved when the pre-processed re- € then had fo choose a Set of metrics to test an

formulation and the gold standard are identical). Cho_s? to use metrics from the'Slm!\/Ietrlcs I|bra_1ry
. . as it is an open source extensible library of string
Another requirement for the metric is that the”. . . . .
) ) o similarity and distance metrics
ordering of the words in the reformulation is not
as important as the content of the reformulatlonel2 Assessing Metrics
We assume this because one key use for reformu-
lated questions in the retrieval of candidate answeXfter running the three input files against the met-
bearing documents and the presence of key conteits we could see that certain metrics gave a score
terms in a reformulation can help to find answergvhich matched our requirements more closely than
when it is used as a query, regardless of their ordethers.
Ordering does still need to be taken into account Table 1 shows the metrics used and the mean
by the metric but it should alter the score less thagcores across the data set for the different question
the content words in the reformulation. sets. A description of each of these metrics can be
Related to this point, is that we would like refor-found in the SimMetrics library.
mulations that simply append the target onto the From these results we can see that certain met-
end of the original question to score more highlytics are not appropriate. Smithwaterman, Jaro and
on average than the original questions on thegaroWinkler all do the opposite to what we require
own, since this is a default strategy followed bythem to do in that they score a reformulation with-
many systems that clearly helps in many casesut the target higher than one with the target. This
These requirement can help to guide metric selegould be due to over-emphasis on word ordering.
tion. These metrics can therefore be discounted.
Levenshtein, NeedlemanWunch and QGrams-
Distance can also be discounted as the difference
There are many different systems which attemgsetween With target and Without target is not large
to measure string similarity. We considered a vaenough. It would be difficult to measure improve-
riety of tools like ROUGE (Lin, 2004) and ME- ments in the system if the difference is this small.
TEOR (Lavie and Agarwal, 2007) but decided theyMongeElkan can also be discounted as overall its
were unsuitable for this task. ROUGE and ME-=scores are too large and for this reason it would be
TEOR were developed to compare larger stretchesifficult to measure improvements using it.
of text — they are usually used to compare para- Of the five remaining metrics — DiceSimilar-
graphs rather than sentences. We decided develqfy, JaccardSimilarity, BlockDistance, Euclidean-
ing our own metric would be simpler than trying topistance and CosineSimilarity — we decided that
adapt one of these existing tools. we should discount EuclideanDistance as it had the
To explore candidate similarity measures wemallest gap between with target and without tar-
created a program which would take as input a ligjet. We now look at the other four metrics in more
of reformulations to be assessed and a list of goldetaif:
standard reformulations and compare themtoeach
other using a selection of different string compar-___Nttp:/www.dcs.shef.ac.uk/ - sam/
. . . . . simmetrics.html
ison metrics. To find out which of these metrics 3Refer to Manning and Schiitze (2001) for more details on
best scored reformulations in the way which wehese algorithms.

3.1 Choosing ametric
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Metric Without Target| With Target| Identical
JaccardSim. 0.798 0.911 1.0
DiceSim. 0.872 0.948 1.0
CosineSim. 0.878 0.949 1.0
BlockDistance 0.869 0.941 1.0
EuclideanDistance 0.902 0.950 1.0
MongeElkan 0.922 0.993 1.0
Levenshtein 0.811 0.795 1.0
NeedlemanWunch 0.830 0.839 1.0
SmithWaterman 0.915 0.859 1.0
QGramsDistance 0.856 0.908 1.0
JaroWinkler 0.855 0.831 0.993
Jaro 0.644 0.589 0.984

Table 1: Mean scores across the data set for each of theatiiffguestion sets.

3.2.1 Block Distance (as a portion of all non-zero entries) more than

Block Distance metric is Various|y named blockthe Dice coefficient. Each instance is represented
distance, L1 distance or city block distance. It is & & Jaccard vector similarity function. The Jac-
vector-based approach, Whe}'andr are defined card Slmllarlty between two vectorX¥ andY is
in n-dimensional vector space. THg or block (X -Y)/(|X|[Y|— (X -Y))where(X -Y) s the
distance is calculated from summing the edge diganer product ofX andY’, and|X| = (X - X)'/2,
tances. i.e. the Euclidean norm of. This can more easily

be described a§X NY|)/(| X UY
Li(a,r) = Y| aly) = r(v)l @ described a§X NY)/(X UY)
Yy

3.24 Cosinesmilarity

This can be described in two dimensions with This is a common vector based similarity mea-
discrete-valued vectors. When we can picture theure similar to the Dice Coefficient. The input
set of points within a grid, the distance value isstring is transformed into vector space so that the
simply the number of edges between points tha&uclidean cosine rule can be used to determine
must be traversed to get frogrto » within the grid.  similarity. The cosine similarity is often paired
This is the same problem as getting from cornewith other approaches to limit the dimensionality
ato b in a rectilinear street map, hence the namsf the problem. For instance with simple strings a
“city-block metric”. list of stopwords is used to reduce the dimension-
322 DiceSimilarity ality of the comparison. In theory this problem has

o . - L as many dimensions as terms exist.
This is based on Dice coefficient which is a term

based similarity measure (0-1) whereby the simi- (@) >, aw)r(y)
larity measure is defined as twice the number of cos(q,r) =
terms common to compared entities divided by the v 2y 1) 2y r(y)?
total number of terms in both. A coefficient result _ _ _
of 1 indicates identical vectors while a 0 indicatesg'3 Using bigrams and trigrams
orthogonal vectors. All four of these measures appear to value the con-
2 %[S1 N S| tent of the strings higher than ordering which is
—_—— what we want our metric to do. However the scores
‘Sﬂ—l—‘Sﬂ are . . .
quite large, and as a result we considered refin
323 Jaccard Similarity ing the metrics to give scores that are not as close
This is a token based vector space similarityo 1. To do this we decided to try and increase the
measure like the cosine distance. Jaccard Sirimportance of ordering by also taking into account
ilarity uses word sets from the comparison inshared bigrams and trigrams. As we do not want
stances to evaluate similarity. The Jaccard meardering to be too important in our metric we intro-
sure penalizes a small number of shared entriekiced a weighting mechanism into the program to

Dice Coef ficient =
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Metric | Without Target| With Target| AGap || Metric | Without Target| With Target| AGap
Dice 0.872 0.948 +0.076 | | Dice 0.754 0.770 -4.8
Cosine 0.878 0.949 +0.071| | Cosine 0.759 0.771 -4.9
Jaccard 0.798 0.911 +0.113| | Jaccard 0.664 0.694 -7.4
Block 0.869 0.941 +0.072 | | Block 0.753 0.767 -4.6
Table 2: Results for Unigram weighting Table 5: U:1, B:2
Metric | Without Target| With Target| AGap| | Metric | Without Target| With Target| AGap
Dice 0.783 0.814 36 Dice 0.813 0.859 -2.4
Cosine 0.789 0.816 3.5 Cosine 0.819 0.860 -2.4
Jaccard 0.698 0.748 55 Jaccard 0.731 0.802 -3.7
Block 0.782 0.811 35 Block 0.811 0.854 -2.2
Table 3: U:1, B:1, T:0 Table 6: U:2, B:1

allow us to used a weighted combination of sharelliS @nd are shown in Table 4.
unigrams, bigrams and trigrams. The introduction of trigrams has caused the gaps

The results for just unigram weighting is showni© significantly drop. It has also lowered the scores

in Table 2. too much. From this evidence we decided trigrams
are not appropriate to use to refine these metrics.

We began by testing the metrics by introduc- : I
ing just bigrams to give us an idea of what effect We now had to try and find the best weighting

they would have. A weight ratio of U:1, B:1, T:0 _T_f unigram tof b'gri”:) th‘?l wou'llflklowe_r thi With
was used (where U:unigram, B:bigram, T:trigram)barget sc\(/)\;_eh romT oW 'S(’jti\j' h _?epmgh? E 9ap
The results are shown in Table 3. etween Without Target and With Target high.

The A Gap column is the increase in the differ- We would expect that further increasing the bi-

ence between Without Target and With Target frong &M welghtlng would further decreasg the gap
: ) : and the With Target score. The results in Table 5
the first test run which used only unigrams.

. . . show this to be the case. However this has de-
The introduction of bigrams decreases the gap
. ) reased the gap too much. The next step was to

between Without Target and With Target. It als

lowers the scores which is aood as it is then eaciOOk at decreasing the weighting of the bigrams.
W which 1s g " " Table 6 shows that the gap has decreased slightly

ier to distinguish between perfect reformulationsout the With Target score has decreased by around

and reformulations which are close but not perfec&o% on average. The Jaccard score for this run is
This means that the introduction of bigrams is al- '

ways going to decrease a system'’s ability to dis@artlcularly good as it has a good gap and is not

tinguish between Without Target and With Target;[g\(l)v S\I/(r)]i?htiz \}v.r(\)ét-rvc:v\\gs:om Target is also quite
We had to now find the lowest decrease in this gap U : 2B : 1is currently the best weighting

whilst still lowering the score of the with target re'found with the best metric being Jaccard. Fur-

su:;. h its of the bi ted th ther work in this area could be directed at further
rom the resuits orthe bigrams we expecte odifying these weightings using machine learn-

the introduction of trigrams would further decreasgng techniques to refine the weightings using linear
thegap U : 1,B : 1,T : 1). The results proved

regression.
Metric | Without Target| With Target| AGap 4 Our system against the Metric
Dice 0.725 0.735 -6.4 | Our current pre-processing system takes a question
Cosine 0.730 0.735 -6.3 | and its target and looks to replace pronouns like
Jaccard 0.639 0.663 -9.0 | “ne”, “she” and certain definite nominals with the
Block 0.724 0.733 -6.1 | target and also to replace parts of the target with

the full target (Gaizauskas et al., 2005). Given

Table 4: U:1, B:1, T:1 our choice of metric we would hope that this strat-
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Jaccard Score Distribution Metric Score
% Dice 0.574
pe Cosine | 0.578
Py Jaccard| 0.441
15— HSars Block | 0.574

Il =

1.0-0.85 0.85-0.70 0.70 - 0.55 0.55-0

Score Range Target: “Hindenburg disaster, Question:
“How many of them were killed” Our System:
Figure 2: Graph of Jaccard score distribution “How many of Hindenburg disaster were killed”
Gold Standard:“How many people were killed
during the Hindenburg disaster”
egy gets a better score than just adding the targetThe results of comparing our system with the
on the end, as the ordering of the words is alsgold standard for this question for all four metrics
taken into account by our pre-processing as it triegre shown in Table 9.
to achieve natural reformulations like those of our The problem here is that our system has wrongly
gold standard. We would therefore expect that iteplaced the term “them” with the target when in
achieves at least the same score as adding the targgt its antecedent was in the previous question
on the end, which is its default strategy when nen the seriesHow many people were on board?
co-reference can be determined, though of courggnce again the low score has helped us to quickly
incorrect coreference resolutions will have a nedgdentify a problem: the system is only interpret-
ative effect. One of the aims of creating the goldng pronouns as references to the target, which is
standard and a comparison metric was to quicklglearly insufficient. Furthermore should the pre-
identify whether strategies such as ours are worlgrocessing system be altered to address a problem
ing and if not where not. like this the gold system and scoring software can

A subset of the gold standard was preprocessdut used for regression testing to ensure no previ-
by our system then compared against the resultisly correct reformulations have been lost.
of doing no reformulation and of reformulating by Another example of a poor scoring reformula-
simply appending the target. tion is:

Tables 7 and 8 shows how our system did in Target. “Hindenburg disaster; Question:
comparison. Diff shows the difference betweeriWhat type of craft was the Hindenburg”Our
WithTarget and Our System. Table 7 is results foBystem:“What type of craft was the Hindenburg
weightingU : 1, B : 0,7 : 0, Table 8 is results for disaster’; Gold Standard“What type of craft was
U:2,B:1,T:0. the Hindenburg”

Our system does do better than just adding the For this example Jaccard gave our system refor-
target on the end, and this difference is exaggeratégulation a score of 0.61. The problem here is our
(Table 8) when bigrams are taken into account, &&ystem blindly expanded a substring of the target
expected since this weighting increases the meppearing in the question to the full target without

ric’s sensitivity to recognising our system’s ability recognizing that in this case the substring is not an
to put the target in the correct place. abbreviated reference to the target (an event) but to

Mean scores across a data set tell part of tfd! entity that figured in the event.
story, but to gain more insight we need to examg
ine the distribution of scores and then, in order to
improve the system, we need to look at questions this paper we have presented a Gold Standard
which have a low score and work out what hagor question reformulation and an associated set of
gone wrong. Figure 2 shows the distribution ofuidelines which can be used to reformulate other
Jaccard scores across the test data set. Lookinggatestions in a similar fashion. We then evaluated
the scores from the data set using the U:2,B:1, T:@etrics which can be used to assess the effective-
weighting we find that the minimum Jaccard scor@ess of the reformulations and validated the whole
was 0.44 and was for the following example: approach by showing how it could be used to help

Table 9: Finding Bad Reformulations

Conclusions and Future Work
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Metric | Without Target| With Target| Our System| Diff
Dice 0.776 0.901 0.931 +3.1
Cosine 0.786 0.904 0.936 +3.1
Jaccard 0.657 0.834 0.890 +5.5
Block 0.772 0.888 0.920 +4.2

Table 7: How our system compared, U:1,B:0,T:0

Metric | Without Target| With Target| Our System| Diff

Dice 0.702 0.819 0.889 +8.7
Cosine 0.742 0.822 0.893 +9.2
Jaccard 0.616 0.738 0.839 +12.3
Block 0.732 0.812 0.884 +9.1

Table 8: How our system compared, U:2,B:1,T:0

improve the question pre-processing component of Republic, June. Association for Computational Lin-
a QA system. guistics.

Further work will aim to expand the Gold Stan-| i, chin-Yew. 2004. Rouge: A package for
dard to at least 1000 questions, refining the guide- automatic evaluation of summaries. In Marie-
lines as required. The eventual goal is to incor- Frar]cir:_e Mgens,hStanosip%kowicz,_ediﬂfm;gtthSu?c-:L
porate the approach into an evaluation tool such ?4%3&2?0;22;(;237 428'1, g’:ri‘zlgr‘%‘? gpaiﬁ, Ty,
that a developer would have a convenient way

_ : : Association for Computational Linguistics.
of evaluating any question reformulation strategy

against a large gold standard. Of course one aldéanning, Christopher D. and Hinrich Schiitze. 2001.

needs to develon methods for observing and mea_Foun_demons of Statistical Natural Language Pro-
. P . g . cessing MIT Press.

suring the effect of question reformulation within

question pre-processing upon the performance dporhees, E. 2005. Overview of the TREC 2004

; question answering track. IRroceedings of the
ggﬁgig?naemntigmg\?;ems in the QA system, such Thirteenth Text Retrieval Conference (TREC 2004)

NIST Special Publication 500-261.
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Abstract

The method of Topic Indexing and Re-
trieval for QA persented in this paper
enables fast and efficent QA for ques-
tions with named entity answers. This is
achieved by identifying all possible named
entity answers in a corpus off-line and
gathering all possible evidence for their di-
rect retrieval as answer candidates using
standard IR techniques. An evaluation of
this method on 377 TREC questions pro-
duced a score of 0.342 in Accuracy and
0.413 in Mean Reciprocal Rank (MRR).

1 Introduction

Many textual QA systems use Information
Retrieval to retrieve a subset of the docu-
ments/passages from the source corpus in order to
reduce the amount of text that needs to be inves-
tigated in finding the correct answers. This use
of Information Retrieval (IR) plays an important
role, since it imposes an upper bound on the per-
formance of the entire QA system: Subsequent an-
swer extraction operations cannot make up for the
failure of IR to fetch text that contains correct an-
swers. Several techniques have been developed to
cut down the amount of text that must be retrieved
in order to ensure against the loss of answer mate-
rial, but processing any text for downstream oper-
ations still takes up valuable on-line time.

In this paper, we present a method, Topic Index-
ing and Retrieval for QA, that turns factoid Ques-
tion Answering into fine-grained Information Re-
trieval, where answer candidates are directly re-
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trieved instead of documents/passages. The pri-
mary claim here is that for simple named entity
answers, this can make for fast and accurate re-
trieval.

2 The Overall Idea

The answers to many factoid questions are named
entities — eg, “Who is the president of India?”,
“Where was Eric Clapton born?”, etc. The basic
idea of this paper’s central method, Topic Indexing
and Retrieval for Question Answering (or TOQA
subsequently), is to extract such expressions off-
line from a textual corpus as potential answers and
gather evidence that supports their direct retrieval
as answers to questions using off-the-shelf IR.

Central here is the notion of topics. Under
this method, any named entities (proper names)
found in a corpus are regarded as potential an-
swers. However, named entities are not just treated
as words or phrases but as topics with three kinds
of information useful for Question Answering.

First, as a locus of information, a topic has tex-
tual content which talks about this topic. This
comprises the set of all sentences from the cor-
pus that mention this topic. Textual content is im-
portant because it provides the means to judge the
topic’s suitability as an answer to a question via
textual similarity between the question and some
part of the topic’s textual content.

Second, a topic has an ontological type (or
types). This type information is very important for
QA because the question requires the answer to be
of certain type. A topic must be of the same type
(or some compatible type via ISA relation) in or-
der to be considered as an answer candidate. For
example, the question, “Who is the president of In-
dia?” requires the answer to be of type PERSON
(or more specifically, PRESIDENT).

Coling 2008: Proceedings of the 2nd workshop on Information Retrieval for Question Answering (IR4QA), pages 6673
Manchester, UK. August 2008



Finally, a topic has relations to other topics. For
example, the topic, “Dolly the sheep”, is closely
related to the topic, “lan Wilmut”. While the pre-
cise nature of this relation may vary, the frequent
co-occurence of two topics in sentences can be re-
garded as an evidence that the two are related. Re-
lated topics are useful for question answering be-
cause they reduce the search space. For exam-
ple, the answer to the question, e.g. “Who cre-
ated Dolly the sheep?”’ can be found among all the
topics that are related to the topic contained in the
question (or guestion topic), e.g. “Dolly” here.

These three kinds of information are the base
material for Question Answering using topics:
they provide the means to directly retrieve answers
to questions.

3 Preprocessing

This section describes the technical details of how
to collect these three kinds of information used for
topic based QA, and how to process and store them
off-line in order to enable fast and efficient on-
line question answering. The stored material con-
sists of (1) a Topic Repository, which stores topics
with their variant names and ontological types, (2)
a topic document collection that stores the textual
content of topics, and (3) a set of indices created
by indexing the topic document collection for fast
and efficient retrieval.

3.1 The Make Up of Topic Repository

The Topic Repository stores topics, along their
variant names and their ontological types, in hash
tables for fast look-up. Building a topic repos-
itory requires identifying topics within the given
corpus. For this we have used the C&C named en-
tity recogniser (Curran and Clark, 2003), which is
run on pos-tagged and chunked documents in the
corpus to identify and extract named entities as po-
tential topics. This also identifies the base type of a
subset of named entities as PERSON, LOCATION
and ORGANISATION. This is stored for later use
in building type-separated indices. When a named
entity is identified, we first check whether it repre-
sents a topic already found in the topic repository.
This is done by checking the topic-name hash ta-
ble in the repository, which serves as the main data
storage for the variant names of topics.

To resolve a target named entity to the appro-
priate topic, we use Wikipedia’s Redirect table,
which contains many common variant names for
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the same topic. The topic-name hash table is up-
dated accordingly. Hash table entries consist of
pairs like (‘George Clooney’, 1745442), where the
name ‘George Clooney’ is one of the names that
belong to the unique topic with the ID number of
1745442. We currently do nothing to disambiguate
topics, so different individuals with the same name
will all be considered the same topic.

Fine-grained ontological types of topics are
identified and stored as well in a separate fopic-
type table. In order to discover fine-grained
topic types, the ontology database Yago is used
(Suchanek et al., 2007). Yago contains such infor-
mation for Wikipedia topics, derived by mapping
the category information about target topic sup-
plied by a Wikipedia user to the appropriate Word-
Net concept. (Wikipedia categories are not consis-
tent and uniform, and they are more like tags that
characterise a topic rather than strictly classify it.)
Using this ontology to look up the type(s) of each
topic-type (i.e. the corresponding WordNet con-
cept) and by tracing up the WordNet concept hier-
archy, we created a fine-grained, multi-level (with
respect to ISA) topic-type hash table for all the top-
ics in the topic repository.

The topic-type hash table not only contains the
ontological type of a topic, but also a significant
amount of world knowledge typically associated to
the topic, due to the nature of Wikipedia categories
as descriptive tags. For example, ‘Bill Gates’ is
identified as ‘CEO’ (a title-role), and ‘Pusan’ as
‘a province of Korea’ (geographical knowledge).
Such diverse and significant knowledge, as well as
the breadth and the depth of the fine types con-
tained in the topic-type hash table, enable a very
powerful match between the answer type from a
question to that of a candidate topic.

The set of fine-grained answer types used here
differs from the set of answer types such as Li and
Roth (2002) used elsewhere in that the set is open-
ended, and new types can be added for an entity at
any time.

The topic repository is used in re-ranking an-
swer candidates by the fine-grained anwer type
and for question topic identification, as well as in
building topic document collection to be explained
next.

3.2 The Topic Document Collection

As noted, the textual content of a topic is the set of
all sentences in a corpus that mentions this topic.



(Since anaphora resolution is not yet performed,
the sentences that only mention a particular topic
anaphorically are missed.) Such set of sentences is
assembled into one file per topic. This can then
be regarded as a document on its own with the
topic name as its title. We henceforth call such
a document, a topic document. Figure 1 illustrates
a topic document for the topic, Dolly the sheep.
The topic document collection thus created for all
topics identified can be regarded as a reorganised
corpus with respect to the original corpus as the
Figure ?? illustrates.

R4 DOLLY (/amd/nfs/hippocampus/disk/ptn061/nlga2/TOPIC/NEXUS/KBASEZ/DO) - GVIMZ
Eile Edit Tools Syntax Buffers Window Help
DUE® 9 HBRErAaVEBHO AT B8

A9_30719 When Dolly was born on July 5 , 1996 -- her arrival wasnt announced until sev|*

A9_30721 A Finn Dorset breed named after country singer Dolly Parton , Dolly gave birt
X9_13220 The RosTin Institute near Edinburgh , which created Dolly , has already reach
X9_13221 Since born in 1996 at the Roslin Institute , Dolly has triggered a worldwide
X9_13222 If Dolly lives for another 20 years , cloning may have become commonplace but
X7_83032 A female sheep gave birth to the first clone animal , named Dolly , a few wee
X7_88125 Le Figaro : -- The birth of Dolly , the first mammal lamb cloned from a cell
X7_89879 -- The birth of Dolly , the worlds first mammal lamb cloned from an adult Tam
X8_94341 Some scientists recently claimed that Dolly might not be a genuine clone , sa
X8_94342 the PPL defended Monday that the company is confident that Dolly was produced
X7_105482 LONDON , March 7 ( Xinhua ) -- Human cloning could happen in less than two ye
X8_111725 However , the authenticity of the cloning process is being guestioned by scie
X7_115217 Our experiment is similar to that of two monkeys cloned by American scientist
N9_158604 Its an amiable book - no one Tooks too bad , with the exception of Stahls dom
NO_179003 The British patent covers both the cloning process made famous by the creatio
A9_235909 In 1997 , scientists in Scotland announced they had succeeded in cloning an a
X9_158725 Dolly was born in July 1996 at the Roslin Institute after being cloned from a
X9_158726 Her First lamb , Bonny , was born on 13 April last year after Dolly was mated
X9_158727 Dollys creators said it is important to breed from cloned animals to check fo
X9_164764 Both Dolly and her three new children , two males and one female , were doing
X9_164765 Her first lamb , Bonnie , was Born last April after Dolly was mated with a We
X9_164766 Dolly was born in July 1996 at the Roslin Institute after scientists inserted
A9_262992 And she wasnt inclined to hand-feeding from her caregivers at the eagle found
X7_181126 The latest breakthrough resulting in the production of a sheep called Dolly h
X7_186028 The Edinburgh-based institute said on Tuesday that Morag and Megan were both
X8_181788 Dolly was now approaching her second birthday and was expecting her first off
N9_241558 Reports on the amazing performances of lifes genetic materials include explor
X8_198145 The institute said that Dolly gave birth to its first offspring on April 13
X8_198147 Dolly shocked the world a year ago when Roslin scientists announced that it h
X8_198148 Dollys arrival has created worldwide fears about human cloning , since it is
N9_255962 Again , patriarch Elias Ball seems to have led the family by fathering five w
A0_223798 Genetic savings and Clone was founded by AAMP ; Ms Westhusin and Lou Hawthor
X0_272088 Such a cloning technology has not reached the level of Dolly , a sheep cloned
X7_233987 LONDON , May 21 { Xinhua ) -- The First cloned animal from an adult cell shee
X7_233988 The 10-month-old Finn Dorset sheep produced enough wool for a hat , jumper an
A9_371037 Two years ago , Scottish researchers cloned a sheep named Dolly

X9_248869 Professor Ian Wilmutt , who helped develop the cloning technology known as nu
AB_266441 The so far unnamed twins were born exactly two years after Dolly , the Britis
AB_268042 Thats because it discounts the possibility that Dollys success was the result
AB_268170 The two calves are the second adult-animal clones - after Dolly - and were pr[v]

"DOLLY" 206L, 36446C written 21,41-47 Top

Figure 1: An Example Topic Document: Dolly the
sheep

The topic document collection for the full set of
topics is a subset of the original corpus, reorga-
nized around topics. The process of creating the
topic document collection (which we refer to as
the topic document method) is actually performed
at the same time as the creation of Topic Reposi-
tory. Any sentence that contains identifiable topics
is appended to the topic document of each topic
it contains. The topic document collection so cre-
ated is central to our Question Answering because
retrieving a topic document (specifically, its topic)
equates to generating an answer candidate for a
given question. Hence, via topic documents, fine-
grained IR can be used to retrieve answers directly.

In order to facilitate such retrieval, however, a
topic document collection needs to be indexed.
In our implemented system (described in Section
5), this is done using the indexing module of the
Lemur Toolkit. For type specific retrieval, three
separate indices corresponding to PERSON, LO-
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CATION and ORGANISATION are created ac-
cording to the base types of the topics identified
at the time of Named Entity Recognition. In ad-
dition, an index for all topic documents regardless
of types, TOTAL, is also created for questions from
which the answer type cannot be determined or for
which their answer types differ from the three base
types. Of note here is that separate indices are
created only for these base types, as we have not
explored separate indexing by fine-grained answer
types. These fine-types are only used for reranking
after the candidate topics have been retrieved from
the base indices.

At the time of retrieval, an appropriate index is
to be chosen depending on the answer type iden-
tified from the question. This is discussed in the
next section.

4 Topic Retrieval and Reranking for QA

The goal is to retrieve a ranked list of topic doc-
uments (indicated by their topics) as answers to a
given question. In order to do this, the query for
the IR operation must be formulated from the ques-
tion, and the specific answer type must be identi-
fied both for retrieval and for any re-ranking of the
retrieved list of topics.

Thus, the first necessary operation is Question
Analysis. Question Analysis identifies the ques-
tion type (eg, definition question, factoid question,
list question, etc); the answer type, and the gues-
tion topics (if any) and produces a shallow parse
of the question text (pos-tagged and chunked) for
query formulation. (Identifying the question type
is a formality since the method only deals with fac-
toid questions.)

The question topic identification is straightfor-
ward: Any proper name present in a particular
question is a question topic. For answer type
identification, we use a simple rule based algo-
rithm that looks at the WH-word (e.g. “Where”
means location), the head noun of a WH-phrase
with “Which” or “What” (e.g. “Which president”
means the answer type is of president), and if the
main verb is a copula, the head of the post-copula
noun phrase (e.g. for “Who is the president ..”,
here again “president” is the answer type.) Word-
Net is used to identify the base type of the an-
swer type identified from the question when it is
not one of the base types (PERSON, LOCATION,
ORGANISATION). For example, “president” is
traced to its base type, “PERSON”.



Next is the retrieval of topics as answer candi-
dates for a given question. This involves: (1) iden-
tifying the appropriate index, (2) formulating the
query, and (3) the actual retrieval operation. An ap-
propriate index is chosen based on the base answer
type. For example, for the question, “Who is the
president of Germany?”, the answer type is iden-
tified as ‘president’. But since the answer type,
‘president’, is not the base type, WordNet is used
to trace from ’president’ to a base type (PERSON)
and the corresponding index is selected (because
separate indices exist only for base types). If none
of the three base types is found by this process, the
total index is used.

Retrieval uses the InQuery retrieval system
within the Lemur Tool Kit (Ogilvie and Callan,
2002). InQuery supports a powerful and flexible
structured query language. Taking advantage of
this, a structured query is formulated from the tar-
get question. So for example, the parsed form of
the question, “Who is the president of Germany?”
is used to generate the following query

\sum(is president of germany
\phrase(president of germany)).

In this example, “president of germany” forms a
phrase, and it is inserted as part of the query el-
ement with the ‘\phrase’ operator. However, the
individual keywords are also included as bag of
words since we have found it to give better perfor-
mance in the trials that we have run. The overall
operator is then enclosed by the ‘\sum’ operator
that gives the overall score of the query with re-
spect to a document. With this query, search is
performed and a ranked list of topics is retrieved.
This ranked list is then run through the following
operations:

1. Filtering the retrieved list of topics to remove
question topics if present.

Re-ranking with respect to topic type, prefer-
ring the topic that matches the fine answer

type.

Choosing the highest ranking topic as the an-
swer to the question.

The question topic, in the above example, “Ger-
many”, is filtered out if it is found in the list of top-
ics retrieved (using topic-name hash table), which
can happen as it is one of the keywords in the
query. For the remaining topics in the list, the types
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of each topic are fetched using the topic-type hash
table and matched up to the specific answer type.
Re-ranking is performed according to the follow-
ing rules:

e Topics whose type precisely matches the an-
swer type are ranked higher than any other
topics whose types do not precisely match the
answer type.

Topics whose type do not precisely match
the answer type but still matches the base
type traced from the answer type are ranked
higher than any other topics whose types do
not match the answer type at all.

Based on these simple rules, the highest-ranking
topic is chosen as the answer. Because of the de-
tailed and precise type information stored for each
topic, we find this simple procedure works well
enough. However, a more sophisticated answer
candidate reranking strategy is conceivable based
on giving different weights to different degree of
match for an answer type.

5 Bi-Topic Indexing

The method described thus far ignores question
topics except for filtering them out during post-
processing. However, we mentioned in Section 2
that related topics can be exploited in answering
questions.

To take advantage of question topics within
Topic Indexing and Retrieval, we have adopted
the solution of constructing bi-topic documents in
contrast to the original topic documents with sin-
gle topics. An example of a bi-topic document is
the following Figure 2, which represents the two
topics (Dolly, Ian Wilmut). Such a bi-topic docu-
ment represents the general relation between two
topics via the context in which they co-occur. (As
already noted, the precise character of the rela-
tion is ignored.) The terms that more frequently
appear in such document characterise the relation
between the two topics in statistical fashion, and
this document would be given a higher score for
retrieval with respect to a question, if the ques-
tion contains such a relatively frequently appear-
ing term. For example, in scoring the bi-topic doc-
ument pertaining to (Dolly, lan Wilmut) bi-topic
document with respect to the question, “Who cre-
ated the first cloned sheep, Dolly?”, the frequently
appearing term in the document, ‘cloned’ would



give a very high mark for this document with re-
spect to this question.

File Edit Tools Syntax Buffers Window Help

TEEB 99 D Y« BES 439

X7_233988 The 1@8-month-old Finn Dorset sheep produced enough wool for a hat ,
jumper and pair of mittens , said a press release from the Roslin Institute ,
Edinburgh , where Ian Wilmut and his colleagues announced the success of Dolly in
February .

X9_248869 Professor Ian Wilmutt , who helped develop the cloning technology
known as nuclear transfer that produced Dolly , said he was hopeful of seeing
cloned piglets later this year or early in the new millennium .

A9 530213 Together , that potential is enhanced dramatically , said Dr. Ian
Wilmut , who created Dolly and will lead the Geron research with collaborator
John Clark .
X8_367989
saying
AD_735437 California-based Geron Bio-Med , which owns exclusive rights to
biotechnology developed by Edinburghs Roslin Institute -- where Dolly was
created -- has decided to cut funding for the work , said Tan Wilmut , leader of
the team that created Dolly , the first clone made from an adult animal .
NO_943070 Dr. Ian Wilmut of the Roslin Institute , credited with creating
Dolly , said in an e-mail comment that the ACT paper 1s very interesting .
N9_1338386 The data are from Dr. Paul Shiels of PPL Therapeutics in Roslin ,
Scotland , and his colleagues , including Dr. Tan Wilmut of the Roslin

Institute , who created Dolly .

N8_1679304 By contrast , the team led by Ian Wilmut at the Roslin Institute in
Scotland reported in 1997 that Dolly was the only surviving clone from 277
embryos that were created .

N8_1679746 1In contrast , when Dolly was created , Dr. Ian Wilmut and his
colleagues at the Roslin Institute in Scotland began with more than 400 eggs ,
ended up with just 29 embryos that they could transfer to surrcgate mothers and
just one live lamb , Dolly .

Ian Wilmut of the Roslin Institute , who cloned Dolly , was quoted as

4,88-90 ALl

(4]

Figure 2: A Bi-Topic Document:
Wilmut)

(Dolly, Ian

We construct a bi-topic document collection
is a recursive application of the topic document
method first on the original documents and then
to the resulting topic documents. So given a single
topic document, e.g. for “Dolly”, the same topic
document generating process is then applied to this
document. This generates a new set of topic doc-
uments that, in addition to having their own top-
ics, e.g. “Ian Wilmut”, will also contain the topic
“Dolly” since the original topic document has the
topic “Dolly” in its every sentence. The result-
ing bi-topic documents would comprise (Dolly, Ian
Wilmut), (Dolly, Bonnie), (Dolly, Roslin), etc., all
as bi-topic documents. These topic documents all
concern the topic “Dolly”, which we call the an-
chor topic, and indexing these amounts to creating
a “Dolly” (anchored) index. Separate indices for
base types as in the case of the single topic doc-
uments need not be created since the number of
bi-topic documents anchored to one topic is some
magnitude smaller compared to the number of to-
tal single topic documents.

QA using a bi-topic document index is essen-
tially the same as for the single topic document in-
dex, except in selecting the appropriate anchored
index using the question topic identified from the
question. So the “Dolly” index is chosen if the
question topic is “Dolly”, as in the question, e.g.
“Who created the fist cloned sheep, Dolly?”. Re-
ranking based on fine-grained answer types can
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still be performed although question topic filtering
is no longer necessary.

This bi-topic method has the draw-back of gen-
erating a lot of documents and corresponding in-
dices since the number of bi-topic documents is
the product of the number of topics with all the
associated topics. This takes a lot of space for stor-
age and time for generating such a collection. For
the evaluation to be described in the next section,
we have created bi-topic documents and indices
that only pertain to questions (ie only for the ques-
tion topics within the test set) due to the limitation
of space. To be able to scale this method gener-
ally, XML information retrieval technique might
be applicable as this supports richer retrieval ele-
ments other than whole documents and therefore
the bi-topic documents pertaining to one anchor
topic could be all embedded within one topic doc-
ument. This is one area we would like to explore
further in the future.

The next section characterises and compares the
performance of single topic and bi-topic document
based methods.

6 Evaluation

6.1 The Evaluation Settings

Evaluation has been carried out to determine
whether Topic Indexing and Retrieval using a sim-
ple and efficient IR technique for direct answer re-
trieval can indeed make for an accurate QA sys-
tem. This has also iluminated those features of the
method that contribute to QA performance.

The questions and the corpus (AQUAINT) used
for the evaluation are taken from the TREC QA
track. 377 questions that have single proper names
as answers (ie, excluding list questions, “other”
questions and questions without answers) were se-
lected from the TREC 2003/2004/2005 questions.
Questions from TREC 2004 and TREC 2005 are
grouped around what are called targets. A tar-
get is basically the question topic, e.g. “When
was he born?” where “he” refers to the target,
e.g. “Fred Durst”. One of the experimental setups
takes account of these targets by employing the Bi-
topic method discussed in Section 5. This retrieval
strategy is also applied to questions from TREC
2003 (that come with no targets), by identifying
the question topic in a question and extracting it
as a target automatically, in order to see whether
it can benefit the QA performance even when the
target is not provided manually.



The actual evaluation of the method consists of
three experiments, each of which tests a different
setting. The common elements for all three are
the core answer retrieval system. The aspects that
differentiate the three settings are: (1) whether or
not a fine-grained answer type is used for rerank-
ing, (2) whether single topic documents or bi-topic
documents are retrieved.

6.2 The Core Evaluation System

The common core system that implements the an-
swer retrieval method comprises (1) a question
analysis module that analyses the question and
produces the question type, answer type, the ques-
tion topics and the shallow parse of the question
text and (2) a retrieval module that generates the
structured query, selects the appropriate index and
retrieves the top 100 topics as answer candidates.
This core system performs the basic retrieval op-
erations, to which we add further operations such
as answer-type based reranking and target specific
retrieval. The addition of some of these features
distinguish different setups for the evaluation.
Setup A involves just the core system on single
topic document indexing of the AQUAINT corpus,
as described in Section 3.2. The resulting topic
documents are divided into the three base types
(PERSON, LOCATION, ORGANISATION), plus
OTHER, as summarised in Table 1. Some ex-
amples of entities belong to type OTHER include
medicines, roller coasters and software.

KIND NUM
PERSON 117370
ORGANISATION | 67559
LOCATION 48194
OTHER 17942
TOTAL 251065

Table 1: Number of Topic Docs per Types

Setup B is basically the same as setup A, ex-
cept for the addition of fine-grained answer type
re-ranking on the one hundred topics retrieved as
answer candidates. That is, elements of this list
are re-ranked depending on whether their fine-
grained answer type matches the fine-grained an-
swer type identified from the question. Note here
that only the coarse answer type (PERSON, LO-
CATION, ORGANISATION, TOTAL) was used
for retrieval, as opposed to the fine-grained type
such as PRESIDENT or COMPANY, due to the
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A@N A B C
1 0.233:88 | 0.340:128 | 0.342:129
2 0.316:119 | 0.406:153 | 0.443:167
3 0.366:138 | 0.438:165 | 0.485:183
4 0.401:151 | 0.467:176 | 0.501:189
5 0.430:162 | 0.491:185 | 0.515:194
10 | 0.472:178 | 0.523:197 | 0.549:207
15 | 0.496:187 | 0.533:201 | 0.560:211
20 | 0.512:193 | 0.541:204 | 0.560:211

ACC 0.233 0.340 0.342

MRR 0.306 0.395 0.413

Table 2: Results for all setups for all questions

fact that separate indices exist only for these coarse
types. The identification of the fine type of a can-
didate topic is done by looking up this information
in the topic-type hash table as mentioned in Sec-
tion 3. Again the resulting top candidate is picked
as the definite answer.

The final setup is setup C. Setup C exploits ques-
tion topics (targets), as described in Section 5. Tar-
gets are explicitly provided in TREC 2004 and
TREC 2005 question set. For the TREC 2003, the
questions, which do not come with explicit targets,
the system automatically extracts a target from the
question using a very simple rule: any proper name
in the question is regarded as a target. The point of
this setup is to test the effectiveness of the bi-topic
method discussed in Section 5. The core retrieval
procedure is the same as in setup B, except that
the index on which the retrieval is performed is se-
lected based on the question topic. In Section 5,
we mentioned that a set of indices were built with
respect to ‘anchor topics’. So the question topic
identified from the question (or provided as de-
fault) acts as the anchor topic and the index that
corresponds to this anchor topic gets chosen. The
rest of the process is the same as setup B, and re-
trieved topics are re-ranked according to the fine-
grained answer type.

6.3 Overall Results

Table 2 summarises the results of the experiments
across all setups and across all the questions eval-
uated. The leftmost column indicates the cut-off
point (ie, 5 indicates the top-5 answer candidates,
10 indicates the top-10 answer candidates, etc.).
The other columns indicate the A@N performance
score data for setup A, setup B and setup C respec-
tively at each cut-off point. Each entry comprises



A@N | B-C | CB | CNnB
1 60 | 61 68
2 61 75 92
3 61 79 104
4 63 76 113
5 66 | 75 119
10 69 79 128
15 68 78 133
20 69 76 135

Table 3: Overlap between B and C

two scores separated by a colon, representing the
ratio of correctly answered questions over all ques-
tions and the number of correctly answered ques-
tions. The last two rows summarise the results by
giving the accuracy (ACC), which is equivalent to
the correctness rate at A@1 and the Mean Recip-
rocal Rank score (MRR).

From this table, it can be seen that both setup B
and setup C produced results that are superior to
setup A in all measures: accuracy, A@N (for N up
to 20) and MRR.

In order to verify whether the differences in
scores indicate statistical significance, we have
performed Wilcoxon Matched Signed Rank Test
(Wilcoxon, 1945) on the test data (the differences
in ranks for all the questions between setups). This
test is suited for testing two related samples when
an underlying distribution cannot be assumed (un-
like t-test) as with the data here. The statistical
test shows that the difference between setup B and
setup A is indeed significant (p = 1.763e — 08,
for P threshold at 0.05) and that the difference
between setup C and setup A is also significant
(p = 4.244e—08). So setup B and setup C perform
significantly better than setup A.

Setup C performs slightly better than setup B,
both in accuracy (0.342 vs. 0.340) and in MRR
(0.413 vs 0.395), but the statistical test shows,
this difference is not statistically significant (p =
0.5729). However, as the Table 3 shows, setup
B and setup C correctly answered different ques-
tions. (Setup B answered most of the questions
that were correctly answered by setup A, as well
as questions that were not correctly answered by
setup A). Thus, a further investigation is needed
to understand performance differences between se-
tups B and C.

The execution time for each question takes less
than one second for both single-topic and bi-topic
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document indices based retrieval on a single CPU
(P4 3.2 Mhz HT) with 512 MB of memory, and
the reranking operation did not add any significant
amount of time to it.

7 Related Work

In this section, we discuss some of the works on
novel indexing techniques for QA that relate to this
work.

In predictive annotation (Prager et al., 1999), the
text of the target corpus is pre-processed in such
a way that phrases that are potential answers are
marked and annotated with respect to their answer
types (or QA-tokens as they call them) including
PERSONS$!, DURATIONS, etc. Then the text is
indexed not only with ordinary terms but also with
these QA-tokens as indexing elements. The main
advantage of this approach is that QA-tokens are
used as part of the query enhancing the passage re-
trieval performance. Our work in this paper uses
the same predictive annotation technique but dif-
fers in that the named entities are indexed as topics
and are retrieved directly as answer candidates.

Similar to our approach, Kim et al. (2001) ap-
plies predictive annotation method to retrieve an-
swers directly rather than supporting text. For ev-
ery potential answer in the corpus, a set of text
spans up to three sentences long (the sentence in
which it appears, plus whatever following sen-
tences that are linked to this sentence via lexical
chain totalling no more than three sentences in
size) is stored and later sued to retrieve a potential
answer. Although similar to our work, the main
difference is in the way the textual evidence is ag-
gregated. In Topic Indexing and Retrieval, all the
evidence (aka textual content) available through-
out the corpus for a possible answer is aggregated,
whereas Kim uses text spans up three sentences
long from a single document connected by a co-
reference chain for each answer candidate. Also,
topic relations are not exploited as in our work (via
Bi-topic documents).

Fleischman et al. (2002) also retrieves answers
directly. In what they call the answer repository
approach to Question Answering, highly precise
relational information is extracted from the text
collection using text mining techniques based on
part of speech patterns. The extracted concept-
instance pairs of person name-title such as (Bill

'In their notation, the Dollar sign at the end indicates that
this is a QA token rather than a term.



Gates, Chairman of Microsoft) are used either
solely or in conjunction with a common QA sys-
tem in producing answers. (Jijkoun et al. (2004)
follows a similar approach.) This basically Infor-
mation Extraction approach taken here can com-
plement our own work for the benefit of increased
precision for select types of questions.

In Clifton and Teahan (2004), their knowledge
framework based QA system, QITEKAT, prestores
possible answers along with their corresponding
question templates based on manual and automatic
regular expression patterns. That the potential
questions are stored as well the answers make this
approach different from our approach.

The bi-topic method in this paper has some sim-
ilarity to Katz and Lin (2000). Here, ternary re-
lations are extracted off-line using manually con-
structed regular expression patterns on a target text
and stored in a database for the use in Question
Answering such as in the START QA system (Katz
et al., 2002). With bi-topic documents in this pa-
per, instead of the precise relations between the
two topics, the aggregate context between two par-
ticular topics are captured by assembling all state-
ments that mention these two topics together in one
file. While this does not give the exact character-
istics of the relations involved, it does give some
statistical characterization between the two topics
to the benefit for QA.

8 Conclusion

In this paper, we have presented the method of
Topic Indexing and Retrieval for QA. The method
effectively turns document retrieval of IR into di-
rect answer retrieval by indexing potential answers
(topics) via topic documents. We claimed that
the method can be applied in answering simple
named-entity questions. The evaluation results in-
deed show that the method is effective for this type
of question, with MRR of 0.413 and accuracy of
0.342 (best run: setup C).
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Abstract

Semantic Role Labeling (SRL) has been
used successfully in several stages of auto-
mated Question Answering (QA) systems
but its inherent slow procedures make it
difficult to use at the indexing stage of the
document retrieval component. In this pa-
per we confirm the intuition that SRL at
indexing stage improves the performance
of QA and propose a simplified technique
named the Question Prediction Language
Model (QPLM), which provides similar in-
formation with a much lower cost. The
methods were tested on four different QA
systems and the results suggest that QPLM
can be used as a good compromise be-
tween speed and accuracy.

Introduction

Diego Molla
Centre for Language Technology
Macquarie University
Sydney, Australia
di ego@ cs. ng. edu. au

relational information in order to transform ques-
tions into information retrieval queries and further
analyze the results to find the answers for natural
language questions. Sun et al. (2005) use a shal-
low semantic parser to create semantic roles in or-
der to match questions and answers. Shen and La-
pata (2007) developed an answer extraction mod-
ule that incorporates FrameNet style semantic role
information. They deal with the semantic role as-
signment as a optimization problem in a bipartite
graph and the answer extraction as a graph match-
ing over the semantic relations.

Most of the studies that use SRL or similar tech-
niques to QA apply semantic relation tools on the
input or output of the Information Retrieval phase
of their system. Our paper investigates the use of
semantic information faindexingdocuments. Our
hypothesis is that allowing Semantic Role infor-
mation at the indexing stage the question analyzer
and subsequent stages of the QA system can obtain

Semantic Role Labeling (SRL) has been impleFligher accuracy by providing an implicit query an-

mented or suggested as a means to aid several Ngltyzer as well as more precise retrieval
ural Language Processing (NLP) tasks such as iﬂ:’ally

Theoret-
the inclusion of this information at index-

formation extraction (Kogan et al., 2005), multi-j, time can also speed up the overall QA process
document summarization (Barzilay et al., 199900 gyntactic rephrasing or re-ranking of docu-
and machine translation (Quantz and Schmitz, s hased on semantic roles would not be nec-
1994). Question Answering (QA) is one task thapgqary  However, SRL techniques are still highly
takes advantage of SRL, and in fact much of the,,jjey and they demand a computational power

research about the application of SRL t0 NLP ig5+ s not yet available to most research groups
related to QA. Thus, Narayanan and Harabag'H/hen working with large corpora. In our experi-

(2004) apply the argument-predicate relationshig, .o the annotation of a 3GB corpus, such as the

from PropB_ank (Palmer et al., 2005) together Wm?l\QUAINT (Graff, 2002), using a semantic role
the semantic frames from FrameNet (Baker et aly,pejer for instance SwiRL from Surdeanu and

1998) to create an inference mechanism to improvﬁero (2005) can take more than one year using
QA. Kaisser and Webber (2007) apply semantig standard PC configuratibn

(© 2008. Licensed under the&reative Commons
Attribution-Noncommercial-Share Alike 3.0 Unporteli
cense (http://creativecommons.org/licenses/by-ng-@&/
Some rights reserved.

In order to efficiently process a corpus with se-
Intel(R) Pentium(R) 4 HT 2.80GHz with 2.0 GB RAM
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mantic relations, we have developed an alterna- [ John o asked ]

tive annotation strategy based on word-to-word re- what

lations instead of noun phrase-to-predicate rela- v -

tions. We define semantic triples based on syn- placed |- school
tactic clues; this approach was also studied by what which
Litkowski (1999) but some major differences with v v

. fl
our work are that we use automatically learned ((fas ) [Levev )

rules to generate the semantic relations, and that
we use different semantic labels than those de- Figure 1: Graph Representation
fined by Litkowski, some more specific and some

more general. .Ol.Jr annotation scheme is named t €hool? where Whowas extracted from the triple
Question Prediction Language Model (QPLM) an ho(ask) — John. The same is valid for other

represents relations between pairs of words us"]%lations such as removing the woehool to ob-
labels such a¥¥hoand When according to how tain the question Where did John ask for a flag

one word com!olement.s the other.. . to be placed? The name Question Prediction
In the following section we provide an overviewq, yhis model is due to its capability of generat-

of the proposed semantic annotation module. Then, o estions regarding the sentence that has been
in Section 3 we detail the information ret”evalmodeled.

framework used that allows the indexing and re- \ye pave developed a process to automatically
trieval of semantic information.  Section 4 de-ynnqta1e QPLM information, the process is rule
scribes the experimental setup and presents the {g;.0y \here the rules are automatically learned
sults. Finally, Section 5 presents the concludlngrom a corpus obtained from mapping PropBank
remarks and some discussion of further work. ., - QPLM instances. The mapping between se-
mantic roles and QPLM is not one-to-one, which
reduces the accuracy of the training corpus. A

QPLM, as described in Pizzato and Molla (2007)S@mple of 40 randomly selected documents was
represents sentences by specifying the semantic fa@nually evaluated showing that nearly 90% of the

lationship among its components using questioQPLM triples obtained were correctly lc(:onverted
words. In this way, we focus on dividing the prob-fr_Om the PropBan.k mapping. PropBap does not
lem of representing a large sentence into smadjive us some relations that we wish to include such

questions that could be asked about its comp@&S OWnershipl hose(car) — Maria) or quan-
nents. QPLM is expressed by triplégs) — o Y (HowMany(country) — twenty)), but it
whered is a question word, is the word that con- does give us the benefits of a large training set cov-
cerns the question worgl anda is the word that €'Ng a variety of different predicates.

answers the relatioi aboutw. For instance the ~Our QPLM annotation tool, like most SRL
relation W ho(eat) — Jack tells us that the per- tools, makes use of a syntactic parser and a named-

son who eats is Jack. The representation of our sg?tty (NE) recognizer.  We are currently using
mantic relations as triple(w) — « is important Connexof for syntactic parsing and LingPipéor

because it allows the representation of sentences/4&ned-entity recognition. _

directed graphs of semantic relations. This repre- An évaluation of our QPLM annotation has
sentation has the capacity of generating questio§§OWN & reasonable precision (50%) with a low
about the sentence being analyzed. Figure 1 shofeall (24%). Both precision and recall seem to

such a representation of the sentendatth asked be connected with the choice of training corpus.
that a flag be placed in every schtol The high precision is influenced by the large train-
ing set and the different variety of predicates. The

ing a possible answet from any relation triple low recall is due to the low amount of connections
it is possible to formulate a complete questioriiat can be mapped from one sentence in Prop-
about this sentence that would requireas an Bank to QPLM._ As we will present in Section 4,
answer. For instance, we can observe that r&PLM helps toimprove results for QA even when

moving the nodeJohn we obtain the question  2n¢¢p: /7 wwv. connexor . com
“Who asked for a flag to be placed in every 3nhttp://alias-i.conllingpipe/

2 Question Prediction Language Model

Having the sentence of Figure 1 and remov
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this training corpus is not optimal. This suggestg

that if a more suitable corpus is used to create th
; | | ID Relation

QPLM rules then' we can improve the already pos 11 Wholkick) — Bill

itive results. An ideal training corpus would con-| | 12 what(kick) — ball

tain all QPLM pairs; not only verbs and head of

noun phrases but also connections among all relg-"verted file representation:

eQPLM representation forBill kicked the ball:

vant words in a sentence. Term  Document Rel. [D Rel. Type Role
Bl 1 11 Who Arg

. . . kick 1 11 Who Pred

3 Indexmg and Retrieving Semantic 1 What Pred
Information ball 1 12 What Arg

A document index that contains information about

semantic relations provides a way of finding docu_Figure 2: Simplified representation of the indexing

ments on the basis of meaningful relations amongf @PLM refations

words instead of simply their co-occurrence or gyery Returns documents that
proximity to each other. A semantic relation index | =(kick) — contain the word kick
allows the retrieval of the same piece of informa-| Who(kick) — « inform that someone kicks

. . . . . Who(x) — Bill inform that Bill does an action
tion when queried using syntactic variations of the| vy po(kick) — Bill  inform that Bill kicks

same query such asBlil kicked the ball or “The _ _ _

ball was kicked by Bill Figure 3: QPLM Queries (asterisk symbol is used
Several strategies can be used to build the indelQ represent a wildcard)

ing structure that includes relational information.

The task of IR requires fast indexing and retrievalation type. The roles that each word plays in a
of information regardless of the amount of datgelation is also included within the same record.
stored and how it is going to be retrieved. FronThe IF is optimized so that redundant information
our experience, the use of relational databasesiisnot represented, as illustrated by the record of
acceptable only if the amount of documents anghe wordkick and the single document number.
speed of indexing and retrieval is not a concern. The framework also provides a way to include
When database systems are used on large IR sygords that have not been explicitly related to other
tems there is always a trade off between the speggbrds in the text just in the same way as a stan-
of indexing and the speed of retrieval as well speedard bag-of-words (BoW) approach. This feature
and storage efficiency. is important even when the text is fully semanti-
The best approach for IR has always been a cusally or syntactically parsed. Many words may not
tom built inverted file structure. In the semantiche associated with the others in a sentence because
role/QPLM case it is important to develop an in-of different reasons such as errors in the parser.
dexing structure that can maintain the annotatiomherefore, even if the query presented to the re-
information. Because it is important to allow dif- trieval component is not a proper natural language
ferent types of information to be indexed, we im-sentence or it fails to be analyzed, the system will
plemented a framework for information retrievalperform as a normal Bow system.
that easily incorporates different linguistic infor- Once the retrieval query is analyzed, it is pos-
mation. The framework allows fast indexing ancsible to perform queries that focus on retrieving
retrieval and the implementation of different rank-all documents where a certain relation occurs as
ing strategies. well as all documents where a certain word plays
With the inclusion of relational information, the a specific role. The example in Figure 3 demon-
framework provides a way to retrieve documentstrates some queries and what documents or sen-
according to a query of semantically connectetences they return.
words. This feature is best used when queries are A document containing the sentendgilt kicked
formed as sentences in natural language. A sinthe ball' would be retrieved for all the queries in
plified representation of the framework index isFigure 3. The framework also allows the formula-
shown in Figure 2 for a QPLM annotated sentenceion of more complex queries such as:
Figure 2 shows that the relation of words are rep-
resented by a common relation identifier and a re- (W ho(kick) — *) A (W hat(kick) — ball)
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Each token is indexed by itself (i.e not togetheSRL based on PropBank. We compared both se-
with the related words) including the informationmantic annotations by using it with IR and under
from the relations it is part of. This is done with noQA evaluation methods.
overhead or redundant information being stored.

This approach makes it possible to keep the stas:1 Configuration of experiments

dard models for document ranking. A normal ) )
calculation of Term Frequency (TF) and Invertec}/ve performed experiments using data resources

Document Frequency (IDF) is performed wher{rom r;[he QA track of the TREC r;:onferelnce_s
taking the terms individually or as BoW, while (Voorhees and Dang, 2006) and the evaluation

only a minimal modification of TF/IDF is required scripts available at their TREC website of years

when a more complex retrieval strategy is neede&’.om’ 2005 and 2006. The retrieval experiments

The ranking strategy is based on a vector spa&éere carried out using only a reduced set of docu-

model. Documents and queries are representg&‘emS from the AQUAINT corpus because the se-

as three different vectors: bag-of-words (BoW—V),mant'C role labelers tested were not able to parse

partial relation (PR-V) and full relation (FR-V). the full set, unlike QPLM which parsed all docu-
The weights of the vector tokens are calculated u&NeNts successiully.

ing the weights of their individual tokens in the The SRL tool SwiRL (Surdeanu and Turmo,
context of the vector being analyzed. In Bow-\v2005) has a good precision and coverage, however
weights are calculated based on words; PR-V usésiS slow and quite unstable when parsing large
individual words and their relation types; FR-vamounts of data. We have assembled a cluster
uses the association of a specific word with anoth&f computers in order to speed up the corpus an-
word. Figure 4 illustrates the contents of these vedlotation, but even when having around ten ded-

tors for the sentencelvhn loves Mary, but Mary icated computers the estimated completion time
likes Brad when used as a query: was larger than one year. The lack of semantic an-

notators that can quickly evaluate large amount of

(ohn:1], floves:1], [Mary:2] data gave us the stimulus needed to use a simplified
BOW-V:likes:1], [Brad:1) y-&h and quicker technique. We used the QPLM anno-
tation tool which takes less than 3 weeks to fully
([3John:ARGO:1], [loves:PRED:1] _
PRV:  [Mary:ARGL:1], [Mary:ARGO-1], annotate the _3GB of dat:_nl from the AQUAINT cor
[likes:PRED:1], [Brad:ARG1:1] pus using a single machine.
Since we wanted to determinate how QPLM
([John:ARGO:loves:1], . . .
_ [Mary:ARGZ:loves:1], compares to SRL, particularly on the basis of its
FR-V. [Mary:ARGO:likes:1], usage for IR and for QA, we performed some
[Brad:ARG1:likes:1] tests using the available amount of data anno-

tated with semantic roles, and the same docu-
Figure 4: Vectors used for document ranking ments with QPLM. The part of the AQUAINT
corpus annotated includes the first 41,116 docu-
The tokens of the above example would havgnents, in chronological order, from the New York
different weights if the same sentence appeared )mes (NYT) newspaper. We used the 1,448 ques-
a document with additional sentences. Because fifns from the QA track of 2004, 2005 and 2006
their lower frequency, it is expected that the comfrom the TREC competition. Since these questions
ponents of FR-V and, in a lesser extent, of PR-V t@re not always self contained and in some cases
have a stronger impact on the calculation of simitOTHER-type questions) not even a proper natu-
Iarity than the Components of BoW-V. With this ral |anguage sentence, we performed some ques-
approach, for queries with relations that are najon modification so that the entire topic text could
indexed, the method is equivalent to a traditionabe included. These modifications include substitu-
BoW approach. tion of key pronouns as well as the inclusion of the
whole topic text when shorter representations were
found. In some extreme cases when no substitution
We have performed a series of experiments usingas possible and the question did not mention the
the techniques described on Section 3 in order topic, we added a phrase containing the topic at the
verify the usefulness of QPLM in comparison tostart of the question. Some examples are presented

4 Experiments and Evaluation

77



Topic:  Gordon Gekko 2004 | p@50 c@50 | r@50
Question: What year was the movie released? BoW 5.85% | 33.33% | 2.92
Modification:  Regarding Gordon Gekko, what year SRL 6.40% 35.33% | 3.20
was the movie released? QPLM 5.58% | 34.47% | 2.79

Question: What was Gekko’s profession? 2005 p@b50 c@50 | r@50
Modification: ~ What was Gordon Gekko’s profession? BoW | 10.03% | 41.13% | 5.02
Question:  Other SRL | 11.00% | 43.77% | 550
Modification:  Tell me more about Gordon Gekko. QPLM | 10.58% | 42.08% | 5.29
Figure 5: Modifications applied to TREC ques- ég\(,)\? ‘7’23& 304@557%/0 ‘”3?652
tions SRL | 873% | 36.33%| 4.37
QPLM 8.31% | 38.45% | 4.16

Table 1: Experimental results of index approaches

in Figure 5. .
F?n TREC questions

Using these questions as queries for our |
framework, we retrieved a set of 50 documents for
every question. We analyzed the impact of the se+.3 Experiments on QA systems

mantic annotation when used on document |nd|ch0 better understand the relation between the re-

by checking the presence of the answer string 'Rieved document sets and guestion answering we
the documents returned. We also obtained a list

: lied the retrieval sets to four question answer-
of 50 documents using solely the BoW approac PP . a
. . , ing systems:
in order to compare what is the gain over standard

retrieval. e Aranea: Developed by Lin (2007), the Aranea

system utilizes the redundancy from the
4.2 Evaluation of retrieval sets World Wide Web using different Web Search

_ _ Engines. The system relies on the text snip-
Table 1 presents the results of the retrieval set using pets to generate candidate answers. It applies
TREC’s QA track from 2004, 2005 and 2006 us- fjjtering techniques based on intuitive rules,

ing the BoW, the SRL and the QPLM approaches.  ,q well as the expected answer classes with
Because we performed the evaluation of these doc- .5 med-entities recognition defined by regular
uments automatically, we consider a document rel- expressions and a fixed list for some special
evant on the only basis of the presence of the
required answer string. We adopted the evalua-

tion metrics for QA documents sets proposed by o openEphyra: Developed by Schiaefer et al.
Roberts and Gaizauskas (2004). We used the fol- (2007), the OpenEphyra framework attempts

cases.

lowing metrics: p@n as the precision at docu- to be a test bench for question answering tech-
ments or percent'agg of documents containing an niques. The system approaches QA in a fairly
answer when retrieving at mostdocuments¢Qn standard way. Using a three-stage QA archi-
as the coverage at documents or percentage of  tecture (Question Analysis, Information Re-
questions that can be answered using up tc- trieval, Answer Extraction), it performed rea-
uments for each question; an@n as the redun- sonably well at the QA Track at TREC 2007
dancy at» document or the average number of an- by using Web Search engines on its IR stage
swers found in the first documents per question. and mapping the answers back into the TREC

As observed in Table 1, the SRL approach gives  corpus.
the best results for all question sets on all evalu-
ation metrics, with the exception @f@50 on the e MetaQA System: Similar to the Aranea QA
2006 question set. In most other retrieval sets system, MetaQA (Pizzato and Molla, 2005)
the baseline performs worse than both QPLM and  makes heavy use of redundancy and the in-
SRL, however for 2004 questions it performed bet-  formation provided by Web Search Engines.
ter than QPLM orp@50 andr@50. It is interesting However it goes a step further by combining
to observe that the QPLM results for the same year different classes of Web Search engines (in-
on c@50 are better than the BoW approach indi-  cluding Web Question Answering Systems)
cating that a larger amount of questions can poten- and assigning different confidence scores to
tially be answered by QPLM. each of the classes.
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e AnswerFinder: Developed by Molla and Van - 528804/ ;ggf/ 22(1)83
Zaanen (2006), the AnswerFinder QA system SRL 6_'10%° 3_'50%0 2:70%

unigue feature is the use of QA graph rules QPLM | 5.00% | 2.50% | 3.50%

learned automatically from a small training _ i
corpus. These graph rules are based ofble 2: Factoid results fo€’@1 on the Aranea

the maximum common subgraph between th&YStem

deep syntqctlc representation of a question 5004 T 2005 | 2006

and a candidate answer sentence. The graphs BoW | 2.50% | 5.10% | 3.00%

were derived from the output of the Connexor SRL | 3.30% | 7.00% | 4.40%
QPLM | 2.80% | 6.20% | 4.20%

dependency-based parser.

bIe 3: Factoid results for@1 on the OpenE-

For most of these systems some modifications %hyra system

the standard system configuration were require
All the systems used, with the exception of An-
swerFinder, make heavy use of web search efherefore, the results shown on Tables 2, 3 and
gines and the redundancy obtained to find thel are product of the same retrieval set and result
answers. For our experiments we had to turn thef the same evaluation procedure. Results of the
Web search off, causing a significant drop in perMetaQA system at Table 4 are presented as cover-
formance when compared to the reported results ige at answer 1Q{@10) since this system has a
the literature. Because AnswerFinder's IR comporon standard approach for QA that is invalidated
nent is performed offline, the integration is seamby the methodology of this test. The results in the
less and only required providing the system witlother tables could be understood as either precision
a list of documents in the same format as TRE®©r coverage at answer 1, we will refer to them as
distributes the ranked list of files per topic. TheC'@Q1.
OpenEphyra framework is well designed and im- We observed that the results from the QA sys-
plemented, however the interaction between item are consistent with the findings from the re-
components still depended on the overall systesults of the retrieval system. The Aranea QA sys-
architecture, which makes the implementation afem results on Table 2 show an average improve-
new modules for the system quite difficult. ment for the SRL approach. QPLM has similar
With the exception of AnswerFinder, all the QAperformance to BoW for 2004 and 2005 questions
systems received a retrieval set as a collection bt outperforms both techniques on 2006 ques-
snippets. This was based on the fact that thesens.
systems are based on Web Retrieval and they ex-The results shown by OpenEphyra in Table 3
pect to receive documents in this format. We exalso demonstrate that semantic annotation can help
tracted for every document the 255 character wirguestion answering when used in the IR stages of a
dow where more question words (non-stopwordspA system. The best results were observed when
were found. The implementation of different rank-SRL was applied. QPLM followed SRL and out-
ing strategies for passage retrieval such as thoperformed BoW on three tests. It is important to
described by Tellex et al. (2003) could improve theoint out that results for the retrieval set alone in
results for individual QA systems. However, a preTable 1 showed BoW outperforming QPLM for
liminary evaluation of the passage retrieval hav€004 questions on both redundancy and precision
shown us that the 255 character window with thenetrics. This might be an indication that OpenE-
current snippet construction method was enougbhyra answer extraction modules are more precise
to achieve near optimal performance on the docuhan the other QA systems and do not heavily rely
ment set used. on redundancy as do the Aranea and the MetaQA
The results obtained by the QA systems wereystems.
processed using the answer regular expressionsBecause of the high dependency on Web
distributed by TREC. The numbers described isources, the MetaQA system performed rather
this study show the factoid score for correct anpoorly. As explained earlier, the results were mea-
swers. We have not used the exact answer bsured using’@10 instead ofC@1. The reason for
cause it required some cleaning of the answer ldiis is that the MetaQA system is meant to be an
files and some modification of some QA systemsaggregator of information sources and its ranking
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2004 | 2005 | 2006 much behind SRL.
BoW | 0.87% | 3.31% | 1.24%

SRL | 2.61% | 3.87% | 1.99% We performed an evaluation using four QA sys-
QPLM | 0.43% | 3.31% | 1.24% tems. These systems are conceptually different

Table 4: Factoid results faf@10 on the MetaQA which gives a broad perspective of the obtained re-
' sults. The results once again show the effective-

system . )
y ness of semantic annotation. Over QA, SRL has
2004 | 2005 | 2006 performed better than the other techniques, but was
BoW | 1.10% | 2.50% | 1.20% closely followed by QPLM. The results obtained

SRL | 1.80% | 2.60% | 2.20%
QPLM | 1.80% | 2.70% | 2.00%

here suggest that QPLM is a cheaper and effective
method of semantic annotation that can help in tun-
Table 5: Factoid results foC@1 on the An- ing the search component of a QA system to find
swerFinder system the correct answers for a question.

The results presented in this work for all QA

mechanisms only work when sufficient evidence isystems are much lower than those reported in
given for certain entities. Not only was the systenthe literature.  This is an undesirable but ex-
not designed for the single-source setup, but it wagected problem that occurred not only because of
not designed to provide a single answer. Neverthéhe modifications carried on the QA systems but
less, even with the non-conformity of the systemmainly because of the reduced number of docu-
it appears to Support that semantic markup can efents used for this evaluation. We are Iooking into
hance the IR results for QA. Not surprisingly themore efficient alternatives for performing the SRL
extra redundancy presented in the 2004 Bow r@nnotation of the AQUAINT corpus.
trieval contributed to better results in this redun- Only recently we have been able to test Koomen
dancy based QA system. et al. (2005) SRL tool. This SRL tool is the top
Results in Table 5 show that AnswerFinder corranking SRL tool at the CoNLL-2005 Shared Task
rectly answered only a few questions for the giverEvaluation and it seems to be much faster than
question set. On the other hand, it provided som8wiRL. Preliminary tests suggest that it is able
consistent results such that the improvements wete perform the annotation of AQUAINT in almost
due to additional correct answers and not to ane full year using a single computer; however,
larger but different set of correct answers. Thehis tool, like SwiRL, is not very stable, crashing
AnswerFinder QA system showed a similar perforseveral times during the experiments. As further
mance for both semantic-based strategies and batlork, we plan to employ several computers and
outperformed the BoW strategy. attempt to parse the whole AQUAINT corpus with
In this section we have shown an evaluation ofhis tool.
different retrieval sets of documents using four dis- ¢ js important to point out that although the tool
tinct QA systems. We have observed that semaniig Koomen et al. seems much faster than SwiRL,
strategies not only ass!st t'he.retrleval of better dObPLM still outperforms both of them on speed by
uments, but also help in finding answers for que§arge. QPLM represents word relations that are
tions when used with QA systems. built using rules from syntactic and NE informa-
tion. This simpler representation, combined with
a smaller number of supporting NLP tools, allow
In this work we propose the use of semantic reQPLM to be faster than current SRL tools. We
lation in QA. We also present QPLM as an alterplan to carry out further work on the QPLM tool
native to SRL. QPLM is a simpler approach to seto increase its performance on both speed and ac-
mantic annotation based on relations between paicsiracy. QPLM'’s precision and recall figures are
of words, which gives a large advantage in speegoing to be improved by using a hand annotated
performance over SRL. We show some comparcorpus. QPLM’s speed suggest that it can be cur-
son of retrieval sets using the questions from theently used on IR tools as a pre-processing engine.
QA track of TREC and conclude that SRL anditis understandable that any delay in the IR phases
QPLM improve the quality of the retrieval set overis undesirable when dealing with large amount of
a standard BoW approach. From these results vaata, therefore optimizing the speed of QPLM is
also observe that QPLM performance does not fatine of our priorities.

5 Concluding Remarks
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