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Modern statistical parsers are trained on large a
notated corpora (treebanks) and their parameter
are estimated to reflect properties of the trainin
data. Therefore, a disambiguation component wi
be successful as long as the treebank it was train%
on is representative for the input the model gets,
However, as soon as the model is applied to an:
otherdomain or text genre(Lease et al., 2006),
accuracy degrades considerably. For example, t
performance of a parser trained on the Wall Stree
Journal (newspaper text) significantly drops whe
evaluated on the more varied Brown (fiction/non
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Abstract

We investigate auxiliary  distribu-
tions (Johnson and Riezler, 2000) for
domain adaptation of a supervised parsing
system of Dutch. To overcome the limited
target domain training data, we exploit an
original and larger out-of-domain model
as auxiliary distribution. However, our
empirical results exhibit that the auxiliary
distribution does not help: even when very
little target training data is available the
incorporation of the out-of-domain model
does not contribute to parsing accuracy on
the target domain; instead, better results
are achieved either without adaptation or
by simple model combination.

I ntroduction

fiction) corpus (Gildea, 2001).
A simple solution to improve performance on2 Background: MaxEnt Models

a new domain is to construct a parser specificallx/I _ Ent (MaxEnt) model el
aximum Entropy (MaxEnt) models are widely
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for that domain. However, this amounts to hand-
labeling a considerable amount of training data
which is clearly very expensive and leads to an un-
satisfactory solution. In alternative, techniques for
domain adaptationalso known agarser adap-
tation (McClosky et al., 2006) omgenre porta-
bility (Lease et al., 2006), try to leverage ei-
ther a small amount of already existing annotated
data (Hara et al., 2005) or unlabeled data (Mc-
Closky et al., 2006) of one domain to parse data
from a different domain. In this study we examine
an approach that assumes a limited amount of al-
ready annotated in-domain data.

We explore auxiliary distributions (Johnson and
Riezler, 2000) for domain adaptation, originally
suggested for the incorporation of lexical selec-
tional preferences into a parsing system. We gauge
the effect of exploiting a more general, out-of-
domain model for parser adaptation to overcome
the limited amount of in-domain training data. The

n-

agproach is examined on two application domains,

or the empirical trials, we use Alpino (van No-
o&d and Malouf, 2005; van Noord, 2006), a ro-
ust computational analyzer for Dutch. Alpino
eémploys a discriminative approach to parse selec-

?uestion answering and spoken data.
I

ion that bases its decision on a Maximum Entropy

[[?almework. Section 3 describes our approach of
exploring auxiliary distributions for domain adap-
thtion. In section 4 the experimental design and

rﬁMaxEnt) model. Section 2 introduces the MaxEnt

empirical results are presented and discussed.

Licensed ‘under thé&reative Commons ysed in Natural Language Processing (Berger et

al., 1996; Ratnaparkhi, 1997; Abney, 1997). In
this framework, a disambiguation model is speci-
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fied by a set of feature functions describing prop- Since the sum in equation 2 ranges over all pos-
erties of the data, together with their associatesdible parse trees’ € 2 admitted by the gram-
weights. The weights are learned during the trairmar, calculating the normalization constant ren-
ing procedure so that their estimated value deteders the estimation process expensive or even in-
mines the contribution of each feature. In the taskactable (Johnson et al., 1999). To tackle this
of parsing, features appearing in correct parses gpeoblem, Johnson et al. (1999) redefine the esti-
given increasing weight, while features in incorrecmation procedure by considering the conditional
parses are given decreasing weight. Once a modelther than the joint probability.
is trained, it can be applied to parse selection that
chooses the parse with the highest sum of feature Py(wls) = Ziqoexpi?:l 0;f5(w) (3)
weights. ¢

During the training procedure, the weights vecWith Zy as in equation 2, but instead, summing
tor is estimated to best fit the training data. IrPverw’ € (s), whereQ(s) is the set of parse
more detail, givenm features with their corre- trees associated with sentenceThus, the proba-
sponding empirical expectatioR;[f;] and a de- bility of a parse tree is estimated by summing only
fault modelq, we seek a mode} that has mini- Over the possible parses of a specific sentence.
mum Kullback-Leibler (KL) divergence from the Still, calculating€(s) is computationally very
default modelgy, subject to the expected-valuexpensive (Osborne, 2000), because the number of
constraints:E, [f;] = E;[f;], wherej € 1,...,m. Parsesisin the worst case exponential with respect

In MaxEnt estimation, the default moday is to sentence length. Therefore, Osborne (2000) pro-

often only implicit (Velldal and Oepen, 2005) andPOS€s a solution based arformative samplesHe

not stated in the model equation, since the mod&hows that is suffices to train on an informative
is assumed to be uniform (e.g. the constant funSubset of available training data to accurately es-
1 is the set of timate the model parameters. Alpino implements

tion & for sentencey, where€(s) :

parse trees associated with Thus, we seek the the Osborne-style approach to Maximum Entropy
model with minimum KL divergence from the uni- P&rsing. The standa_rd version of the Alpino parser
form distribution, which means we search modelS frained on the Alpino newspaper Treebank (van
» with maximum entropy (uncertainty) subject to’N00rd, 2006).

given constraints (Abney, 1997).

In alternative, ifgy is not uniform thenp is
called aminimum divergence modéaccording
to (Berger and Printz, 1998)). In the statisticaB.1 Auxiliary distributions
parsing literature, the default modej that can  Auxiliary distributions (Johnson and Riezler,
be used to incorporate prior knowledge is also rezp00) offer the possibility to incorporate informa-
ferred to as base model (Berger and Printz, 1998jon from additional sources into a MaxEnt Model.
default or reference distribution (Hara et al., 2005 more detail, auxiliary distributions are inte-
Johnson et al., 1999; Velldal and Oepen, 2005). grated by considering the logarithm of the proba-

The solution to the estimation problem of find-hility given by an auxiliary distribution as an addi-
ing distribution p, that satisfies the expected-tional, real-valued feature. More formally, givén
value constraints and minimally diverges fromauxiliary distributionsQ; (w), thenk newauxiliary
qo, has been shown to take a specific parametrfeaturesf,,, 1, ..., fn+ are added such that
form (Berger and Printz, 1998).

fmti(w) = 100Qi (w) (4)

po(w, s) = Ziqoexngllejfj(w) (1) whereQ;(w) do not need to be proper probability
o distributions, however they must strictly be posi-

with m feature functionss being the input sen- tive Vw € 2 (Johnson and Riezler, 2000).
tence,w a corresponding parse tree, adgd the The auxiliary distributions resemble a reference

3 Exploring auxiliary distributions for
domain adaptation

normalization equation: distribution, but instead of considering a single
reference distribution they have the advantage
Z = Z qoexp=i=1 313" 2 that several auxiliary distributions can be inte-

oo grated and weighted against each other. John-
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son establishes the following equivalence betweaetiffers from ours in that they incorporate an origi-

the two (Johnson and Riezler, 2000; Velldal andhal model as a reference distribution, and their es-

Oepen, 2005): timation procedure is based on parse forests (Hara

et al., 2005; van Noord, 2006), rather than infor-

_ mative samples. In this study, we want to gauge

Qw) = H Qi(w)’ms ®)  the effect of auxiliary distributions, which have the
=1 advantage that the contribution of the additional

where Q(w) is the reference distribution and Source is regulated.

Q;(w) is an auxiliary distribution. Hence, the con- More specifically, we extend the target model
tribution of each auxiliary distribution is regulatedto include (besides the original integer-valued fea-
through the estimated feature weight. In generalures) one additional real-valued feature=1)?.

a model that include auxiliary features as given Its value is defined to be the negative logarithm

in equation (4) takes the following form (JohnsorPf the conditional probability given bUT', the
and Riezler, 2000): original, out-of-domain, Alpino model. Hence, the

general model is 'merged’ into a single auxiliary
feature:

k

].f . Omti m
PQ(W‘S) — HZZI QZZ(W) expzjzl ijj(w) (6)

fm+1 = —logPour(w|s) (11)
Due to the equivalence relation in equation (5) _ _
we can restate the equation to explicitly show thathe parameter of the new feature is estimated us-

auxiliary distributions are additional featutes ing the same estimation procedure as for the re-
maining model parameters. Intuitively, our auxil-

iary feature models dispreferences of the general

Po(wls) model for certain parse trees. When the Alpino
_ I feaplmrio)r capsiet %395() model assigns a high probability to a parse candi-
Zo ) date, the auxiliary feature value will be small, close
Lk N to zero. In contrast, a low probability parse tree in
= [ exp/mticrOmtieqp>i=1 %7 (8)  the general model gets a higher feature value. To-
. =1 . gether with the estimated feature weight expected
= Z—eexpzizlfm+i<w>*9m+iexpzle 0315 () to be negative, this has the effect that a low prob-
(9) ability parse in the Alpino model will reduce the
_ ZL cap=Ioit 03 55() probability of a parse in the target domain.
[Z
with f; (w) = logQ(w) form < j < (m + k) 3.3 Mode combination
(10)

In this section we sketch an alternative approach
where we keep only two features under the Max-
Ent framework: one is the log probability assigned

by the out-domain model, the other the log proba-
While (JOhnson and RieZIel‘, 2000, van NOOI‘dbmty assigned by the in-domain model:

2007) focus on incorporating several auxiliary dis-

tributions for lexical selectional preferences, in f; = —logPoyr(wl|s), fo = —logPrn(wls)

this study we explore auxiliary distributions for do-

main adaptation. The contribution of each feature is again scaled
We exploit the information of the more gen-through the estimated feature weighitso,.

eral model, estimated from a larger, out-of-domaiYVe can see this as a simple instantiationmafdel

treebank, for parsing data from a particular tarcombination In alternative,data combinatioris

get domain, where only a small amount of train@ domain adaptation method where IN and OUT-

ing data is available. A related study is Haralomain data is simply concatenated and a new

et al. (2005). While they also assume a limitednodel trained on the union of data. A potential and

amount of in-domain training data, their approachvell known disadvantage of data combination is

- that the usually larger amount of out-domain data
!Note that the step from equation (6) to (7) holds by re-

stating equation (4) a9 (w) = exp’m+i() 20r alternativelyk > 1 (see section 4.3.1).

3.2 Auxiliary distributions for adaptation
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'overwhelms’ the small amount of in-domain datanumber of dependencies in the treebank (reeall
Instead, Model combination interpolates the twd),/D,). As usual, precision and recall can be
modelsin a linear fashion by scaling their contri- combined in a single f-score metric.

bution. Note that if we skip the parameter esti- An alternative similarity score for dependency
mation step and simply assign the two parametegsructures is based on the observation that for a
equal values (equal weights), the method reducegven sentence of words, a parser would be ex-
to Pour(w|s) x Pry(w|s), i.e. just multiplying pected to returm dependencies. In such cases,

the respective model probabilities. we can simply use the percentage of correct de-
. pendencies as a measure of accuracy. Such a la-
4 Experiments and Results beled dependency accuracy is used, for instance,

in the CoNLL shared task on dependency parsing

Th | model is trained on the Alpino T (“labeled attachment score”).

b ekgeneraN mod ezcl)s(,)erame on et p;.no "€ Our evaluation metric is a variant of labeled
van (van Noord, ) (newspaper ext apprO.Xdependency accuracy, in which we do allow for
imately 7,000 sentences). For the domain-specific

. . . ) ome discrepancy between the number of returned
corpora, in the first set of experiments (section 4.33

) . ependencies. Such a discrepancy can occur,
we con5|der'the Alpino CLEF Treebank (queSTor instance, because in the syntactic annotations
tions; approximately 1,800 sentences). In the se

q ¢ tion 4.4 luate th t Alpino (inherited from the CGN) words can
ond part (section 4.4) we evaluate the APPTOACt netimes be dependent on more than a single

on the Spoken Dutch corpus (Qostdilk, 200o%ead (called ‘secondary edges’ in CGN). A fur-
(CGN, "Corpus Gesproken Nederlands’; SpOkeE[‘ner cause is parsing failure, in which case a parser

data; size varies, ranging from 17 to 1,193 sen- ight not produce any dependencies. We argue

tences). The CGN corpus contains a variety %Llsewhere (van Noord, In preparation) that a metric

components/subdomains to account for the VariOLbS

) . ; ased on f-score can be misleading in such cases.
dimensions of language use (Oostdijk, 2000). The resulting metric is callecbncept accuragyin,

4.2 Evaluation metric for instance, Boros et al. (1998).

4.1 Experimental design

The output of the parser is evaluated by comparing D,
the generated dependency structure for a corpus CA= S max(Di, Di)
sentence to the gold standard dependency structure ’ e
in a treebank. For this comparison, we represefthe concept accuracy metric can be characterized
the dependency structure (a directed acyclic graplp the mean of a per-sentence minimum of recall
as a set of named dependency relations. To corand precision. The resulting CA score therefore
pare such sets of dependency relations, we couigttypically slightly lower than the corresponding
the number of dependencies that are identical ifscore, and, for the purposes of this paper, equiv-
the generated parse and the stored structure, whiglent to labeled dependency accuracy.
is expressed traditionally using precision, recall
and f-score (Briscoe et al., 2002). 4.3 Experimentswith the QA data

Let D, be the number of dependencies producegh the first set of experiments we focus on the
by the parser for sentenge Dy, is the number of Question Answering (QA) domain (CLEF corpus).
dependencies in the treebank parse, B¥jds the Besides evaluating our auxiliary based approach

number of correct dependencies produced by thgection 3), we conduct separate baseline experi-
parser. If no superscript is used, we aggregate ovgfents:

all sentences of the test set, i.e.,:

e |In-domain (CLEF): train on CLEF (baseline)
_ 7 _ 7 _ 7
Dy = Z DP Do = Z D, Dy = Z DQ e Out-domain (Alpino): train on Alpino
(2 (2 (2

L e Data Combination (CLEF+Alpino): train a model on
Precision is the total number of correct dependen-  the combination of data, CLEB Alpino
cies returned by the parser, divided by the over——————
: In previous publications and implementations defini-
all number of dependencies returned by the pars%ns were sometimes used that are equivalent to: €A

(precision = D,/D,); recall is the number of mx(gﬁ which is slightly different; in practice the dif-
correct system dependencies divided by the totédrences can be ignored.
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Dataset In-dom. | Out-dom. | Data Combination| Aux.distribution Model Combination

size (#sents) CLEF Alpino CLEF+Alpino CLEF+Alpino.aux | CLEF.aux+Alpinaaux | equal weights
CLEF 2003 (446) | 97.01 94.02 97.21 97.01 97.14 97.46
CLEF 2004 (700) | 96.60 89.88 95.14 96.60 97.12 97.23
CLEF 2005 (200) | 97.65 87.98 93.62 97.72 97.99 98.19
CLEF 2006 (200) | 97.06 88.92 95.16 97.06 97.00 96.45
CLEF 2007 (200) | 96.20 92.48 97.30 96.33 96.33 96.46

Table 1: Results on the CLEF test data; underlined scorésaitedresults> in-domain baseline (CLEF)

e Auxiliary distribution (CLEF+Alpino.aux): adding Examining possible causes One possible point
the original Alpino model as auxiliary feature to CLEF ¢ failure could be that the auxiliary feature was
o simply ignored. If the estimated weight would be
¢ Model - Combination: = keep only two features . nqe 14 zerg the feature would indeed not con-
Pour(w|s) and Pry(w|s). Two variants: i) estimate . . .
the parameters);,d; (CLEF aux+Alpinoaux); ii) tribute to the disambiguation task. Therefore, we
give them equal values, i.6:=6,=—1 (equal weights)  examined the estimated weights for that feature.
From that analysis we saw that, compared to the

We assess the performance of all of these mo@ther features, the auxiliary feature got a weight
els on the CLEF data by using 5-fold crossrelatively far from zero. It got on average a weight
validation. The results are given in table 1. of —0.0905 in our datasets and as such is among

The CLEF model performs significantly bettertn® mostinflgential_ Weights, suggesting itto be im-
than the out-of-domain (Alpino) model, despite ofPOrtant for disambiguation.
the smaller size of the in-domain training data. Another question that needs to be asked, how-
In contrast, the simple data combination result§ver, is whether the feature is modeling properly
in a model (CLEF+Alpino) whose performance isthe original Alpino model. For this sanity check,
somewhere in between. It is able to contribute if/e create a model that contains only the single

some cases to disambiguate questions, while lea@uxiliary feature and no other features. The fea-

for our auxiliary based approachThe resulting model’s performance is assessed on

However,
(CLEF+Alpina.aux) with its regulated contribu- (e complete CLEF data. The resulgS4{ column

tion of the general model, the results show thah table 3) show that the auxiliary feature is indeed

adding the feature does not help. On most datasdi&oPerly modeling the general Alpino model, as
the same performance was achieved as by the i€ Wo resultin identical performance.
domain model, while on only two datasets (CLEF

4.3.1 Featuretemplate class modes
2005, 2007) the use of the auxiliary feature results P

in an insignificant improvement. In the experiments so far the general model was
In contrast, simple model combination worksPacked’ into a single feature value. To check

surprisingly well. On two datasets (CLEF 2004yvhether. the feature alone is to'o' Weal.<, we exam-
and 2005) this simple technique reaches a sule the inclusion of several auxiliary distributions
stantial improvement oveall other models. on (¥ > 1). Each auxiliary feature we add represents

only one dataset (CLEF 2006) it falls slightly off & 'submodel’ corresponding to an actual feature

the in-domain baseline, but still considerably out!€MPIate class used in the original model. The fea-

performs data combination. This is true for botht_ure’s_value iS_ the negative log-probability as de-
model combination methods, with estimated anHnecj n quaﬂon _11’ wher@UT' corresponds to
equal weights. In general, the results show thépe respective A'P'”O sgbquel. _
model combination usually outperforms data com- 1he current Disambiguation Model of Alpino
bination (with the exception of one dataset, CLEfSES the 21 feature templates (van Noord and Mal-
2007), where, interestingly, the simplest modePuf, 2005). Out of this given feature templates,

combination (equal weights) often performs best.W€ Create two models that vary in the number of

Contrary to expectations, the auxiliary based apc_lasses used. In the first model ('5 class’), we cre-

proach performs poorly and could often not evefc I'(\)’?_ q{e:cl5)s ?eur)s(lI:)afrzegltstrr:ebglrinTafggre'?ﬂgndalre
come close to the results obtained by simple modéf9 *© V€ ¢l u plates. They
C-Ombmatlon' In the-followmg we will explore pos- 4Alternatively, we may estimate its weight, but as it does
sible reasons for this result. not have competing features we are safe to assume it constant
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defined manually and correspond to submodels for Varying amount of training data (CLEF 2004)
Part-of-Speech, dependencies, grammar rule ap-9s , , , , ,
plications, bilexical preferences and the remaining
Alpino features. In the second model ('21 class’),
we simply take every single feature template as its 4, |
own cluster g = 21).

We test the two models and compare them %o 92
our baseline. The results of this experiment are
given in table 2. We see that both the 5 class and o7

96

the 21 class model do not achieve any considerable gg | AUK disr. (CLEFTAp 2 ||

! . Out-dom (Alping) -
Impr(')vement ‘O'Ver the baseline (CLE.F)’ nor over 86 : \ Mod.Comb. (CLEF au><+'$|pirgo pauX3 e
the single auxiliary model (CLEF+Alpinaux). 0 " - - 2 2 )

% training data

Dataset (#sents) | 5class  21class| CLEF+Alpino.aux | CLEF

CLEF2003 (446) | 97.01 97.04 97.01 97.01

CLEF2004 (700) | 96.57 96.60 96.60 96.60 i . iNn- i ini _
CLEF2005 (300) | 9799 9772 P P Figure 1. Amount of in dc_Jm_aln t_ralnlng data ver
CLEF2006 (200) | 97.06  97.06 97.06 97.06 sus concept accuracy (Similar figures result from
CLEF2007 (200) | 96.20 96.27 96.33 96.20

the other CLEF datasets) - note that we depict only
Table 2: Results on CLEF including several auxilaux.distr. as its performance is nearly indistin-
iary features corresponding to Alpino submodels guishable from the in-domain (CLEF) baseline

4.3.2 Varying amount of training data results in a model whose performance lies dven

Our expectation is that the auxiliary feature is atow the original Alpino model accuracy, for up to a
least helpful in the case very little in-domain train-certain percentage of training data (varying on the
ing data is available. Therefore, we evaluate théataset from 1% up to 10%).
approach with smaller amounts of training data.  In contrast, simple model combination is much

We sample (without replacement) a specifignore beneficial. It is able to outperform almost
amount of training instances from the original QAconstantly the in-domain baseline (CLEF) and
data files and train models on the reduced trairPur auxiliary based approach (CLEF+Alpimix).
ing data. The resulting models are tested with andurthermore, in contrast to the auxiliary based ap-
without the additional feature as well as modeproach, model combination never falls below the
combination on the complete data set by usingut-of-domain (Alpino) baseline, not even in the
cross validation. Table 3 reports the results of theg@se a tiny amount of training data is available.
experiments for models trained on a proportion of his is true for both model combinations (esti-
up to 10% CLEF data. Figure 1 illustrates the overmated versus equal weights).
all change in performance. We would have expected the auxiliary feature to

Obviously, an increasing amount of in-domainoe useful at least when very little in-domain train-
training data improves the accuracy of the models$ng data is available. However, the empirical re-
However, for our auxiliary feature, the results insults reveal the contraty We believe the reason
table 3 show that the models with and without thédor this drop in performance is the amount of avail-
auxiliary feature result in an overall almost iden-able in-domain training data and the corresponding
tical performance (thus in figure 1 we depict onlyscaling of the auxiliary feature’s weight. When
one of the lines). Hence, the inclusion of the auxlittle training data is available, the weight cannot
iliary feature does not help in this case either. Thie estimated reliably and hence is not contributing
models achieve similar performance even indepe@nough compared to the other features (exempli-
dently of the available amount of in-domain train-fied in the drop of performance from 0% to 1%
ing data. ; ; ; med by a reviewer, the (non-auxiliary) features

ThU.S, ev_ep on models trained on Ve_ry_ little In-may overwhelm the single auxili'ary feature, such that possi
domain training data (e.g. 1% CLEF training dataple improvements by increasing the feature space on such a

the auxiliary based approach does not work. |gmall scale might be invisible. We believe this is not theecas
hurt f ie d di th Qther studies have shown that including just a few features
even hurts perrormance, 1.€. depending on the SpﬁTght indeed help (Johnson and Riezler, 2000; van Noord,

cific dataset, the inclusion of the auxiliary feature2007). (e.g., the former just added 3 features).
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0% 1% 5% 10%

Dataset no aux = Alp. no aux —+aux m.c. eq.w.| noaux —+aux m.c. eq.w.| no aux —+aux m.c. eq.Ww.
CLEF2003 | 94.02 94.02| 91.93 91.03 0559 03.65| 9383 9383 0574 9517 | 9480 9477 9572 95.72
CLEF2004 | 89.88 89.88| 8659 8659 90.97 91.06 | 93.62 93.62 09342 929§ 9479 94.82 096.26 95.85
95.90 9590 _97.92 97.52 | 96.31 96.37 98.19 97.25

CLEF2005 | 87.98 87.98 87.34 87.41 9135 89.15
CLEF2006 | 88.92 88.92 89.64 89.64 _92.16 91.17 92.77 9277 _94.98 94.55 95.04 95.04 95.04 _95.47%
CLEF2007 92.48 92.48 91.07 91.13 9544 93.32 9460 9460 95.63 95.69 9421 9421 95.95 95.43

Table 3: Results on the CLEF data with varying amount of ingimlata

training data in table 3). In such cases it is morand Riezler, 2000; van Noord, 2007), our empir-
beneficial to just apply the original Alpino modelical results show that integrating a more general

or the simple model combination technique. into a domain-specific model through the auxil-
_ _ iary feature approach does not help. The auxil-
4.4 Experimentswith CGN iary approach needs training data to estimate the

One might argue that the question domain igeight(s) of the auxiliary feature(s). When little

rather 'easy’, given the already high baseline peitraining data is available, the weight cannot be es-
formance and the fact that few hand-annotatetimated appropriately and hence is not contributing
questions are enough to obtain a reasonab@hough compared to the other features. This re-
model. Therefore, we examine our approach ofultwas confirmed on both examined domains. We
CGN (Oostdijk, 2000). conclude that the auxiliary feature approach is not

The empirical results of testing using crossappropriate for integrating information of a more
validation within a subset of CGN subdomainggeneral model to leverage limited in-domain data.
are given in table 4. The baseline accuracieBetter results were achieved either without adapta-
are much lower on this more heterogeneous, sp8on or by simple model combination.
ken, data, |ea\/ing more room for potentia| im-Future work will consist in investigating other pos-
provements over the in-domain model. Howsibilities for parser adaptation, especiatgmi-
ever, the results show that the auxiliary based aguperviseddomain adaptation, where no labeled
proach does not work on the CGN subdomains eff-domain data is available.
ther. The approach is not able to improve even on
datasets where very little training data is availablefer ences
(e.g. comp-l), thus confirming our previous find- ) .
. . . Abney, Steven P. 1997. Stochastic attribute-value grammar
ing. Moreover, in some cases the auxiliary fea- computational Linguistice23:597-618.
ture rather, although only slightlgdegradesperfor- _ _ o
mance (indicated in italic in table 4) and performsBerger, A. and H. Printz. 1998. A comparison of criteria

. for maximum entropy / minimum divergence feature selec-
worse than the counterpart model without the ad- tion. InIn Proceedings of the 3nd Conference on Empir-

ditional feature. ical Methods in Natural Language Processing (EMNLP)
Depending on the different characteristics of P29es 97-106, Granada, Spain.

data/domain and its size, the best model adaptgerger, Adam, Stephen Della Pietra, and Vincent Della Rietr
tion method varies on CGN. On some subdomains 1996. A maximum entropy approach to natural language
simple model combination performs best, while on ProcessingComputational Linguistics22(1):39-72.

others it is more beneficial to just apply the origi-Boros, M., W. Eckert, F. Gallwitz, G. Gérz, G. Hanriedergdan
nal. out-of-domain AIpino model. H. Niemann. 1996. Towards understanding spontaneous

lud del binati hi . speech: Word accuracy vs. concept accuracy. Pio-
To conclude, model combination achieves in most ceedings of the Fourth International Conference on Spoken

cases a modest improvement, while we have Language Processing (ICSLP 9®hiladelphia.
shown empirically th"?‘t_ our_do_ma|'n adapta"[lor\isriscoe, Ted, John Carroll, Jonathan Graham, and Ann
method based on auxiliary distributions performs  copestake. 2002. Relational evaluation scheme®rdn

just similar to a model trained on in-domain data. ceedings of the Beyond PARSEVAL Workshop at the 3rd In-
ternational Conference on Language Resources and Eval-

. uation, pages 4-8, Las Palmas, Gran Canaria.
5 Conclusions " pag

) . o Gildea, Daniel. 2001. Corpus variation and parser perfor-
We examined auxiliary distributions (Johnson and mance. InProceedings of the 2001 Conference on Empir-

Riezler, 2000) for domain adaptation. While ical Methods in Natural Language Processing (EMNLP).
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comp-a (1,193) - Spontaneous conversations (‘face-®)ac comp-b (525) - Interviews with teachers of Dutch
DataSet noaux +auX Alpino | Mod.Comb. Mod.Comb. | Dataset noaux +auy Alpino | Mod.Comb. Mod.Comb
eq.weights eq.weights
fn000250 63.20 63.28 62.90 63.91 63.99 fn000081 66.20 66.39 66.45 67.26 66.85
fn000252 64.74 64.74) 64.06 64.87 64.96 fn000089 62.41 62.41 63.88 64.35 64.01
fn000254 66.03 66.00 | 65.78 66.39 66.44 fn000086 62.60 62.76| 63.17 63.59 63.77
comp-l (116) - Commentaries/columns/reviews (broadcast) comp-m (267) - Ceremonious speeches/sermons
DataSet noaux +auf Alpino | Mod.Comb. Model.Comb.| Dataset noaux +auX Alpino | Mod.Comb. Mod.Comb
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fn000017 64.51 64.33 66.42 66.30 65.74 fn000298 70.33 70.19 74.55 74.83 72.70
fn000021 61.54 61.54 64.30 64.10 63.24 fn000781 72.26 72.37| 7355 73.55 73.04

Table 4: Excerpt of results on various CGN subdomains (# mtesees in parenthesis).

parser to a new domain. IRroceedings of the Interna- van Noord, Gertjan. 2007. Using self-trained bilexical
tional Joint Conference on Natural Language Processing preferences to improve disambiguation accuracyPrior
ceedings of the Tenth International Conference on Parsing

Johnson, Mark and Stefan Riezler. 2000. Exploiting au>y'|ia Technologies. IWPT 2007, Pragupages 1-10, Prague.

distributions in stochastic unification-based grammans.

Proceedings of the first conference on North AmencaP{an Noord, Gertjan. In preparation. Learning efficient pars

chapter of the Association for Computational Linguistics ing.

pages 154-161, San Francisco, CA, USA. Morgan Kauf-

mann Publishers Inc. Velldal, E. and S. Oepen. 2005. Maximum entropy mod-

els for realization ranking. IRProceedings of MT-Summit

.. .. Phuket, Thailand.
Johnson, Mark, Stuart Geman, Stephen Canon, Zhiyi Chi, uket, Thailand

and Stefan Riezler. 1999. Estimators for stochastic
“unification-based” grammars. Rroceedings of the 37th
Annual Meeting of the ACL

Lease, Matthew, Eugene Charniak, Mark Johnson, and David
McClosky. 2006. A look at parsing and its applications.
In Proceedings of the Twenty-First National Conference on
Artificial Intelligence (AAAI-06)Boston, Massachusetts,
16—20 July.

McClosky, David, Eugene Charniak, and Mark Johnson.
2006. Effective self-training for parsing. IRroceed-
ings of the Human Language Technology Conference of
the NAACL, Main Conferenc@ages 152—159, New York
City, USA, June. Association for Computational Linguis-
tics.

Oostdijk, Nelleke. 2000. The Spoken Dutch Corpus:
Overview and first evaluation. IRroceedings of Sec-
ond International Conference on Language Resources and
Evaluation (LREC)pages 887—894.

Osborne, Miles. 2000. Estimation of stochastic attribute-
value grammars using an informative samplePioceed-
ings of the Eighteenth International Conference on Com-
putational Linguistics (COLING 2000)

Ratnaparkhi, A. 1997. A simple introduction to maximum
entropy models for natural language processing. Technical
report, Institute for Research in Cognitive Science, Unive
sity of Pennsylvania.

van Noord, Gertjan and Robert Malouf. 2005. Wide coverage
parsing with stochastic attribute value grammars. Draft
available from http://www.let.rug.nl/"vannoord. A pireH
inary version of this paper was published in the Proceed-
ings of the IJCNLP workshop Beyond Shallow Analyses,
Hainan China, 2004.

van Noord, Gertjan. 2006. At Last Parsing Is Now
Operational. INTALN 2006 Verbum Ex Machina, Actes
De La 13e Conference sur Le Traitement Automatique des
Langues naturellepages 20—42, Leuven.

16



