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Abstract

Sense inventories for polysemous predicates
are often comprised by a number of related

senses. In this paper, we examine different
types of relations within sense inventories and

give a qualitative analysis of the effects they

have on decisions made by the annotators and
annotator error. We also discuss some common
traps and pitfalls in design of sense inventories.
We use the data set developed specifically for
the task of annotating sense distinctions depen-
dent predominantly on semantics of the argu-

ments and only to a lesser extent on syntactic
frame.
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2005; Kilgarriff, 1997). It is often resolved on an ad-
hoc basis, resulting in numerous cases of “overlapping
senses”, i.e. instances when the same occurrence may
fall under more than one sense category simultaneously.
This problem has also been the subject of extensive
study in lexical semantics, addressing questions such
as when the context selects a distinct sense and when
it merely modulates the meaning, what is the regular
relationship between related senses, and what composi-
tional processes are involved in sense selection (Puste-
jovsky, 1995; Cruse, 1995; Apresjan, 1973). A num-
ber of syntactic and semantic tests are traditionally ap-
plied for sense identification, such as examining syn-
onym series, compatible syntactic environments, coor-
dination tests such asoss-understandingr zeugma

test (Cruse, 2000). None of these tests are conclu-
sive and normally a combination of factors is used.
At the recent Senseval competitions (Mihalcea et al.,
Lexical ambiguity is pervasive in natural language, ang004; Snyder and Palmer, 2004; Preiss and Yarowsky,
its resolution has been used to improve performance 9b01), the choice of sense inventories frequently pre-
a number of natural language processing (NLP) applsented problems, spurring the efforts to create coarser-
cations, such as statistical machine translation (Chajtained sense inventories (Hovy et al., 2006; Palmer et
et al., 2007; Carpuat and Wu, 2007), cross-languagg., 2007; Navigli, 2006).
information retrieval and question answering (Resnik, part of the reason for such difficulties in establish-
2006). Sense differentiation for the predicates depenq:f,g a set of senses available to a lexical item is that
on a number of factors, including syntactic frame, sege meaning of a polysemous verb is often determined
mantics of the arguments and adjuncts, contextual clugs composition and depends to the same extent on se-
from the wider context, text domain identification, etc. nantics of the particular arguments as it does on the
Preparing sense-tagged data for training and evalugase meaning of the verb itself. A number of system-
tion of word sense disambiguation (WSD) systems inatic relations often holds between different senses of a
volves two stages: (1) creating a sense inventory argblysemous verb. Depending on the kind of ambiguity
(2) applying it in annotation. Creating sense inventomyolved in each case, some senses are easier to dis-
ries for polysemous words is a task that is notoriouslyinguish than others. Sense-tagged data (e.g. SemCor
difficult to formalize. For polysemous verbs especially(Landes et al., 1998), PropBank (Palmer et al., 2005),
constellations of related meanings make this task evetntoNotes (Hovy et al., 2006)) typically provides no
more difficult. In lexicography, “lumping and splitting” way to differentiate between sense distinctions moti-
senses during dictionary construction — i.e. decidingated by different factors. Treating different disam-
when to describe a set of usages as a separate sefgfiation factors separately would allow one to exam-
— is a well-known problem (Hanks and Pustejovskyine the contribution of each factor, as well as the success

_ , of a given algorithm in identifying the corresponding
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disambiguation. The latter is often more subtle andination of surface textual clues and argument specifi-
hence complex. Our goal in the present study was to tacations. A lexicographer creates a set of patterns by
get sense distinctions motivated strongly or exclusivelgorting a concordance for the target predicate according
by differences in argument semantics. We base the the context features. In the present study, we use a
present discussion on the sense-tagged data set we dmdification of the CPA technique in the way explained
veloped for 20 polysemous verbs. We argue below that Section 3.

cases which can not be reliably disambiguated by hu- In CPA, syntactic and textual clues include argu-
mans introduce noise into the data and therefore shoutdent structure and minor syntactic categories such as
be kept out, a principle adhered to in the design of thilbcatives and adjuncts; collocates from wider context;
data set. subphrasal cues such as genitives, partitives, bare plu-

The choice of argument semantics as the target disal/determiner, infinitivals, negatives, etc. Semantics
ambiguation factor was motivated by several considenf the arguments is represented either through a set of
ations. In automatic sense detection systems, argumesttallow semantic types corresponding to basic seman-
semantics is often represented using external resourdesfeatures (e.g. Person, Location, PhysObj, Abstract,
such as thesauri or shallow ontologies. Sense inductidvent, etc.) or extensionally througgxical setswhich
systems using distributional information often do notre effectively collections of lexical itenis.
take into account the possible implications of induced Several CPA patterns may correspond to a single
word clusters for sense disambiguation. Our goal wasense. The patterns vary in syntactic structure or the en-
to analyze differences in argument semantics that coseding of semantic roles relative to the described event.
tribute to disambiguation. For example, for the vertreat, DOCTORtreating R -

In this paper, we discuss different kinds of systematiciIENT and DocToORtreating DSEASEboth correspond
relations observed between senses of polysemous pred-the medical sense ofeat Knowing which seman-
icates and examine the effects they have on decisiotis role is expressed by a particular argument is often
made by the annotators. We also examine sense iaseful for performing inference. For instance, treating
ventories for other factors that influence inter-annotata disease eliminates the disease, but not the patient. In
agreement rates and lead to annotation error. In Sectithe present annotation task, each pattern is viewed as
2, we discuss some of the factors that influence consense in constructiorand labeled as a separate sense.
pilation of sense inventories and the methodology ink the rest of the paper, we will use the term “sense” to
volved. In Section 3, we describe briefly the data setefer also to such microsenses.
and the annotation task. In Sections 4 and 5, we discussFor the cases where sense differentiation depends
the relations observed between different senses with#irongly on differences in semantics of the arguments,
sense inventories in our data set, their effect on decseveral factors further complicate creating a sense in-
sions made by the annotators, and the related annotatigentory. Prototypicality as a general principle of cat-

errors. egory organization seems to play an important role in
o defining both the boundaries of senses and the corre-
2 Defining A Sense Inventory sponding argument groupings. The same sense of the

edicate is often activated by a number of semantically

. . r
fSever?I cutLrent resoclijrce-ofr |_ednteg p.r01ects ungertake E‘R/erse arguments. Such argument sets are frequently
ormalize the procedure of identifying a wor Ser‘Se()rganized around a core of typical members that are

FrameNet (Ruppenhofer et al., 2006) attempts to orgg- sgood fit" with respect to semantic requirements of

nize lexical information in terms of script-like semantic, | corresponding sense of the target. The relevant se-

frames, with semantic and syntactic combinatorial PO%hantic feature is prominent for them, while other, more

&blhﬂ;as specmgq for ez;ch frartﬁe-e\/forr;ng lexical utmt[)eripheral members of the argument set, merely allow
(word/sense palrlpg). ,eman ICS of the arguments ipe relevant interpretation (see Rumshisky (2008) for
represented by Fillmore’s case roldsmfne elemenjs

hich derived d-hoc basis hf discussion). For example, the vembsorbhas a sense
which are derived on ad-hoc basis for ach frame. involving absorbing a substancand the typical mem-

In OntoNotes project, annotators use small-scale CO%ers of the corresponding argument set would be actual

pus analysis to create sense inventories derived @Gbstances, such ai, oxygen, water, air, saletc. But

groupmg togethgr WordNet _senses. The procedure odness, dirt, flavor, moisturgould also activate the
restricted to maintain 90% inter-annotator agreeme me sense

(Hovy etal., 2006). Each decision to split a sense and make another cat-

Corpus Pattern Analysis (CPA) (Hanks and IDus’teégory is to a certain extent an arbitrary decision. For

jovsky, 2005; Pustejovsky et al., 2004) attempts to Cate'xample, for the verlabsorh one can separatagsorb-

alog _prptotyp|cal_ norms of usage for individual Words,mg a substancéoil, oxygen, water, air, saitfrom ab-
specifying them in terms of context patterns. As a cor-

. . . S forbing energyradiation, heat, sound, energy The
pus analysis technique, CPA has its origins in the anal o sense may or may not be separated fatsorb-

ysis of large corpora for lexicographic purposes, of the

kind that was used for compiling the Cobuild dictionary  1see Rumshisky et al. (2006) and Pustejovsky et al. (2004)
(Sinclair and Hanks, 1987). Each pattern gives a conier more detail.
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ing impact(blow, shock, stre§sBut it is a marked con- Eventnouns such aattackandassaultare coerced into
tinuum, i.e. certain points in the continuum are more propositional reading, as are relational nouns such as
prominent, with necessity of a given concept reflectedignificanceandimportance
in the frequency of use. Interestingly, as we have noted before (Rumshisky
When several senses are postulated based on argti-al., 2006), each predicate imposes its own gradation
ment distinctions, there are almost alwaysundary with respect to prototypicality of elements of the ar-
casesthat can be seen to belong to both categoriegument set. As a result, even though basic semantic
Consider, for example, two senses defined for the vetypes such asHysOBJ, ANIMATE, EVENT, are used
launchand the corresponding direct objects in (1):  uniformly by many predicates, argument sets, while se-
(1) a. Physically propel an object into the air or water mantically simila_r, typically_ differ b_e_tween pre_dicates.
missile, rocket, torpedo, satellite, shuttle, craft For examplefall in the subject position andutin the
b. Begin or initiate an endeavor direct object position select for things that can be de-
campaign, initiative, investigation, expedition, drive,creased:
competition, crusade, attack, assault, inquiry
(5) a.cut (dobj) reduce or lessen
The senses seem to be very clearly separated, yet ex-  price, inflation, profits, cost, emission, spending,

amples likelaunch a shipclearly fall on the bound- ?eﬂdtvtv]‘c’fages overhead, production, consumption,
AT . : : ees, sta

ary: Whlleghlpsare_ physical ijects propelled into wa b. fall (Subj): decrease

ter, Iaurlchlng a shm;gn be virtually synonymous with price, inflation, profits, attendance, turnover, temper-

launching an expeditian ature, membership, import, demand, level

Similarly, for the verbconclude two senses below _ _ _
which are linked to nominal complements are clearlyVhile there is a clear commonality between these argu-

separated: ment sets, the overlap is only partial. To give another
o example, considemNFORMATION-selecting predicates
(2) a.finish explain (subj)grasp (dobjandknow (dobj) The nouns

meeting, debate, investigation, visit, tour, discussion; : . o .
letter, chapter, novel bookandnoteoccur in the subject position @xplain

b. reach an agreement answeroccurs both as the subject efplainand direct
treaty, agreement, deal, contract, truce, alliancepbject ofknow howevergraspaccepts neither of these
ceasefire, sale nouns as direct object. Thus, the actual selectional be-

o havior of the predicates does not seem to be well de-

However,conclude negotiations clearly a boundary . . ; .
. ) . scribed in terms of a fixed set of types, which is what

case where both interpretations are equally possible, . ; .
L . . IS typically assumed by many ontologies used in auto-
(negotiations may be concluded without reaching an _-.
. matic WSD.

agreement). In fact, the two annotators chose different

senses for this exampfe: .
P 3 Task Description

(3) We were able to operate under a lease agreement until
purchase negotiations were concluded. We were interested specifically in those cases where

annoA finish disambiguation needs to be made without relying on
annoB reach an agreement syntactic frame, and the main source of disambiguation

In many cases, postulating a separate sense for a dd-Semantics of the arguments. Such cases are harder
herent set of nominal complements is not justified, a identify formally in the development of sense inven-
there are regular semantic processes that allow the coffries and harder for the annotators to determlne. For
plements to satisfy selectional requirements of the ver§X@Mmple, phrasal verbs or idiomatic constructions that
For example, the verbonclude in the finish sense ac- help identify a particular sense were intentionally ex-
ceptsEVENT complements. Therefore, nouns such a§luded from our data set. Thus, for the ver, one of
letter, chapter, noveh (2) must be coerced into eventsth€ Senses involves cutting out a shape or a form (e.g.
corresponding to the activity that typically brings themCUt @ Suij, but the sentences with the corresponding
about, that is, re-interpreted as events of writing (theiPhrasal formcut outwere thrown out.

Agentive quale, cf. Pustejovsky (1995)). Similarly, the _Eve_n so, syntactic clues that con_tribute to _disam-
verbdenyin the first sensestate or maintain that some- biguation in some cases overrule the interpretation sug-

thing is untrug accepts RoPosiTIoNcomplements; ~ gested by the argument. For example, for the ienfy
o o in deny the attackthe direct object strongly suggests
4) a sltiate ‘i_f maintain tltvatsometh:ng is U_’f’_” ue a propositional interpretation fateny(that the attack
allegations, reports, rumour; significance, Impor- . ) H e _
tance, difference; attack, assault, involvement dldnt_happen_). Hovyever, the use of ditransitive con
b. refuse to grant something struction (indicated in the example below by the past
access, visa, approval, funding, license participle) overrules this interpretation, and we get the

_— refuse to gransense:

2All examples are taken from the annotated data set.
In some cases, sentence structure was slightly modified f¢8) Astorre,deniedhis attack had stayed in camp, uneasily
brevity. brooding.
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In fact, during the actual annotation, one of the annasentences for each verb. Each sentence was pre-parsed
tators did not recognize the use of past participle, andith RASP (Briscoe and Carroll, 2002), and the head
erroneously assigned tlséate or maintain something to of the target argument phrase was identified. Misparses
be untruesense to this sentence. were manually corrected in post-processing.

3.1 Data set 3.2 Defining the task for the annotators

The data set was developed using the British Nationg@ata set creation for a WSD task is notoriously hard (cf.
Corpus (BNC), which is more balanced than the moregimer et al. (2007)), as the annotators are frequently
commonly annotated Wall Street Journal data. We S¢qrced to perform disambiguation on sentences where
lected 20 polysemous verbs with sense distinctions thgt, disambiguation can really be performed. This is the
were judged to depend for disambiguation on semarsse, for example, for overlapping senses, where more
tics of the argument in several argument positions, iNthan one sense is activated simultaneously (Rumshisky,
cluding direct objectdobj), subject gubj), or indirect 2npg: Pustejovsky and Boguraev, 1993). The goal was
object within a prepositional phrase governedvith 1 create, for each target word, a set of instances where
(iobj-with): humans had no trouble disambiguating between differ-
dobj: absorb, acquire, admit, assume, claim, concludegnt senses.

cut, deny, dictate, drive, edit, enjoy, fire, grasp, know, Two undergraduate linguistics majors served as an-

launch notators. The annotators were instructed to mark each
subj: explain, fall, lead sentence with the most fitting sense. The annotators
iobj_with: meet were allowed to mark the sentence as “N/A" and were

. . . instructed to do so if (i) the sense inventory was missing
We used the Sketch Engine (Kilgarriff et al., 2004)the relevant sense, (i) more than one sense seemed to

both tq select .the verbs and to a'q th? creatllon of thﬁt, or (iii) the sense was impossible to determine from
sense inventories. The Sketch Engine is a Iexmographme context

tool that lists collocates that co-occur with a given target With respect to metaphoric senses, instructions were

word in the specified grammatical relation. The collo-, . .
, o : to throw out cases of creative use where the interpreta-
cates are sorted by their association score with the t

get Fon was difficult or not immediately clear. The cases

. where the target grammatical relation was actually ab-
A set of senses was created for each verb using a N1 A
e : . sent from the sentence also had to be marked as “N/A
modification of the CPA technique (Pustejovsky et al. ' . . .
: ) e.g. forfire, sentences without direct object, e.g.
2004). A set of complements was examined in th )
. . Stolen car was fired upgn The annotators were also
Sketch Engine. If a clear division was observed be- - . :
. . . “instructed to mark idiomatic expressions and phrasal
tween semantically different groups of collocates in a WD AP i
: . verbs as “N/A’, e.g. for the verkall: fall from favor,
certain argument position, the verb was selected. FQr : .
. - all through, fall in, fall back, fall silent, fall short, f&
semantically distinct groups of collocates, a separate love

) I
sense was added to the sense inventory for the targé‘{'Disa reements between the annotators were resolved
For example, for the veracquire a separate sense was. 9

added for each of the following sets of direct objects: in adjudication by the co-authors. The average inter-
annotator agreement (ITA) for our data set was com-

(7) a. Take on certain characteristics . ~ puted as a macro-average of the percentage of instances
shape, meaning, color, form, dimension, reality, sigthat were annotated with the same sense by both anno-
nificance, identity, appearance, characteristic, flavor 15145 tg the total number of instances retained in the

b. Purchase or become the owner of property f h b. The i h ked
land, stock, business, property, wealth, subsidiary, e§lata set for each verb. The instances that were marke
tate, stake as “N/A’ by one of the annotators (or thrown out during

the adjudication) were not included in the computation.
The sense inventory for each verb was cross-checkqthe |TA value for our data set was 95%. However, as
against several resources, including WordNet, Propge will see below, the ITA values do not always reflect

Bank, Merriam-Webster and Oxford English dictionarthe actual accuracy of annotation, due to some common

ies, and existing correspondences in FrameNet (Ruproblems with sense inventories.

penhofer et al., 2006; Hiroaki, 2003), OntoNotes (Hovy

et al., 2006) and CPA patterns (Hanks and Puste3.3 Glossing a sense

jovsky, 2005; Rumshisky and Pustejovsky,

_ 2006; Pusteg very common problem with glossing a sense in-
jovsky et al., 2004).

. . .volves the situation where a sense inventory includes
We performed test annotation on 100 instances, wit Lo .
wo senses one of which is an extension of the other.

the sense inventory additionally modified upon EXaMyp e derived sense may be related to the primary sense

ing te resuts ofth annoaton. This sense et G e 0SS ol LG S
y P ' 9 mer taking on a semantically less specific interpreta-

33ense inventories released for the 65 verbs made avaion. The problem with creating glosses in this situa-
able for SemEval-2007. tion is that the words used may have sense distinctions
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parallel to the ones in the target verb being describedr PHYSOBJ giving rise to three distinct senses: @p-
This leaves the annotators free to choose either senszate a vehicle controlling its motipfi) travel in a ve-
This seems to be the case, for example, with OntoNotéscle a certain distancand (iii) transport something or
sense inventory fdiire, whereignite or become ignited someone Similarly, for the verbfire, PROJECTILEOr
is the gloss under which very divergent examples ard/EAPON in direct object position give rise to two re-
grouped: oil fired the furnace(literal, primary sense) lated senses: (3hoot, discharge a weapdji) shoot,
and curiosity fired my imaginatiofimetaphoric exten- propel a projectile
sion). Clearly, annotators were having a problem with 2. The distinction between propositional and non-
this sense due to the fact that the veghite has sense propositional complements, as for the vedabnitand
distinctions which are based on the same metapirer ( denyin (9) and (10):
= /nsplr@ and therefore are very similar to those of the(g) a. admit defeat, inconsistency, offense
verbfire. (acknowledge the truth or reality pf

In case of semantic underspecification, annotators b, admit patients, students
may be left free to choose the more generic sense, (grant entry or allow into a community
which contaminates the data set while not being re- . .
flected in the inter-annotator agreement values. For e>(<l—0) a.deny reports, importance, allegations

(state or maintain to be untrjie

ample, in our sense inventory facquire the gloss for b. deny visa, access
acquire a new customdras to be very generic. We (refuse to grant
used the gloss “become associated with something, of-

ten newly brought into being”. However, that led the

annotators to overuse this gloss and select this sensedfization features of the complements in different ar-

cases where a more specific gloss was more appropfUment positions. For example, thednimate] subject
ate? may combine with specific complements not available

for [—animate], as for the two senses aquire (i)
(8) By this treaty, Russiacquireda Black Seaoastline learnand (ii) take on certain characteristic€ompare
annoA become associated with something, often ”eWIWPsubj [-animate] acquire NP,.,; (language, man-

brought into being . [_ani i
annoB become associated with something, ... ners, knowledge, sKjlls. NPu; [-—animatejacquire

correct purchase or become the owner of property ~ NPaob; (importance, significanc)e Similarly, for ab-
sorb, compare NB,;; [fanimateJabsorbNP,;; (Sub-

For a more detailed analysis of this phenomenon, setancé and NR,;; [+animate]absorbNPy.; (skill,

3. There is a mutual dependency between subcate-

Section 5. informatior). Note that, as one would expect, such de-
pendencies are inevitable even despite the fact that our
4 Relations Between Senses data set was developed specifically to target sense dis-

. . _ o tinctions dependent on a single argument position.
In this section, we discuss linguistic processes underly-

ing relations between senses within a single sense iA-2 Event structure modification

ventory. We believe that a detailed analysis of thesgyent structure modifications (i.e. operations affecting
processes should help to account for the annotatorgspectual properties of the predicate) are another source
ability to perform disambiguation. Some sense distinCof sense differentiation. Two cases appear most promi-
tions appear more striking to the annotators, dependinggnt:

on the type of relation involved. 1. The event structure is modified along with the

In line with existing approaches to sense relationgharacteristics of the arguments. For example gfor
we will look at both the linguistic structures involved joy, compareenjoy skiing, vacatiofbDYNAMIC EVENT)
in sense modification and the productive processes agfith enjoying a statugSTATE). Similarly, for lead,
ing on linguistic structures. For the purposes of ougomparea person leads smb somewhé&oCES$vs.
present discussion, we interpret the literal (physical, dig road (PATH) leads somewher&sTATE); for explain
rect) senses to be primary, with respect to more abstraggmparesomething or somebody explains sifstit/ar-
or metaphorical senses. ifies, describes, makes comprehensiblROCES$ vs.
somethindg —inanimate +abstractlexplains something
(= is a reason for somethingTATE); for fall, compare
Some of the most striking differences between th&HYSOBJ falls (TRANSITION Oor ACCOMPLISHMENT)
senses are related to the argument structure alternatiods: a case falls into a certain categofg TATE).

1. Different case roles (frame elements) may be ex- 2. The aspectual nature of the predicate is the only
pressed in the same argument position (in this case, giemantically relevant feature that remains unchanged
rect object), corresponding to different perspectives offter consecutive sense modifications. For example, the
the same event. For example, direct object position dfgressive meaning of ‘beginning something’ is pre-

the verbdrive may be filled by \EHICLE, DisTaNCE,  Served in shifting from the physical sense of the verb
launchin launch a missilgo launch a campaigrand
“We will refer to annotators A and B asnoAandannoB  launch a product

4.1 Argument structure alternations
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4.3 Lexical semantic features tion, which are in a clear contiguity relationship.

Sense distinctions often involve deeper semantic char- On€ of the effects of the metaphorization and pro-
acteristics of the verbs which could be accounted for b§ressive emptying of the primary (physical, concrete)
means of lexical semantic features such as qualia strugenses is the distinction between generic and specific
ture roles in Generative Lexicon (Pustejovsky, 1995): Senses. For example, compaeguire land, business

1. Consider how the meaning component ‘manndiSPecific sense) tacquire an infection, a boyfriend, a

of motion’ (typically associated with the agentive role)following, which refers to some extremely light generic
gets transformed in the different senseglgfe. It is association. Similar process is observed for the seman-

obviously present in the physical usesdsive (such tigally weak sense dfll, be'associated with or get as-
asoperate a vehicldransport something or somebody s_lgned to a person or location or for event to fall onto a
etc.), but is completely lost imotivate the progress lMe:

of (as indrive the economy, drive the market forward 12y Birthdays, lunches, celebratioiadi on a certain date or

etc.). The value of the agentive role dfive becomes time

underspecified or semantically weak, so that the overall ~ Stress or emphasiall on a given topic or a syllable
meaning ofdrive is transformed t@ause something to Responsibility, luck, suspiciofall on or to a person
move

. . . . The specificity often involves specialization within a
2. Information about semantic type contained N-ertain domain:

qualia structure allows apparently diverse elements to
activate the same sense of the verb. For instance, tt&8) a.concludeasfinish vs. concludeasreach an agree-
verb absorbin the sensdearn or incorporate skill or ment(Law, Politics) o .
information occurs with direct objects such malues, b. fire asshoot a weapon or a projecti#s. fire askick

. . . . or pass an object of play in spofSport)
atmosphere, information, idea, words, lesson, attitudes,
culture The requisite semantic component is realizedhus, when concluding pactor anagreementa cer-
differently for each of these words. Some of them argain EveNT is also being finished (negotiation of that
complex type$with INFORMATION as one of the con- agreement), necessarily with a positive outcome.
stituent types:words (ACOUSTICVISUAL ENTITY e In the following section, we will try to show how dif-
INFO), lesson(EVENT e INFO). Others, such alea  ferent kinds of relations between senses influence dis-
are polysemous, with one of the senses beMEOR-  ambiguation carried out by the annotators. In particular,
MATION. Cases likeculture andvaluesare more diffi-  we look at different sources of disagreement and anno-
cult, but since they refer to knowledge, theeFORMA-  tator error as determined in adjudication.
TION component is clearly present. Consequently, the
annotators are able to identify the corresponding senge  Analysis of Annotation Decisions

of absorbwith a high degree of agreement.
As we have seen above, in many cases disambigua-

4.4 Metaphor and metonymy tion is impossible due to the nature of compositional-

The processes causing the mentioned meaning trar®. Also, as there are no clear answers to a number of
formations in our corpus often involve metaphor andluestions concerning sense identification, the annota-
metonymy. Below are some of the conventionalized exors deal with sense inventories that are imperfect. Re-

tensions with metaphorical flavor: sults of the disambiguation task carried out by the an-
. . notators reflect all these defects.
(11) a.grasp objecys. grasp meaning In cases when a specific meaning from the data set

b. launch objectvs. launch an event (campaign, as- . tincluded into th . t due to it
sault)or launch a product (newspaper, collection) is not included into the sense inventory (e.g. due to its

c. meet with a persoms. meet with success, resistance!OW frequency or extreme fine-grainedness) the annota-
d. lead somebody somewhew lead to a consequence tors may use a more general meaning or pick the clos-
) ] ) est meaning available. For example, within the sense
Note that these met:?lphorlcal _extensmns involve at?hventory forfire, there was no separate gloss fioe an
stract or continuous objectmganing, assault, SUCCeSS, gngine Annotator A in our experiment chose the clos-

consequengewhich in turn cause event structure mod-ggt gpecific meaning available, and Annotator B marked
ifications (eadas a process vdeadas a state). Thus, i with a more generic sense:

the processes and structures we are dealing with are
clearly interrelated. (14) Engineers successfulfired thrusters to boost the re-
The metonymical process can be exemplifieceHit search satellite to an altitude of 507 km.

. . annoA shoot, propel a projectile
asmake changes to the teahd assupervise publica- annoB apply fire to

SWe will use the terminology from Generative Lexicon : : : :
(Pustejovsky, 1995; Pustejovsky, 2007) to discuss lexical Sés mentioned in Section 3.3, even when the appropriate

mantic properties, such agialia roles complexand func- specific sense is available, annotators frequently chose
tional types and so on. the more generic sense in its place, as in (15), (16) and

éComplex typés a term used for concepts that inherently(17), and also in (8).
refer to more than one semantic type.
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(15) Severateferrals fellinto thiscategory

biguation (cf. Section 4.1 para 3) is illustrated in (23).

annoA be associated with or get assigned to a person

or location or for event to fall onto a time
annoB be categorized as or fall into a range

(16) The terriblesilencehadfallen.

(23) The reggae tourist can easdisorbthe current reggae
vibe
annoA absorb energy or impact
annoB learn or incorporate skill or information

annoA be associated with or get assigned to a person

or location or for event to fall onto a time

Both interpretations chosen hewborb energy or im-

annoB for a state (such as darkness or silence) to comgactandlearn or incorporate skill or informatiorvere

to commence

(17) Heacquiredatastefor performing in public.

possible due to the animacy of the subject, which acti-

vates two different subcategorization frames and subse-

annoA become associated with something, ofterjuently two different senses.

newly brought into being
annoB become associated with something, ...
correct learn

Typically, cases whergemantic typeof the relevant
arguments (cf. Section 4.3 para 2) is not clear result in
annotator disagreement;

Note that in (8) this decision was probably motivated b)(24) The AAA launchededucatiorprograms

the annotators’ uncertainty about the semantic ascrip-

tion of the relevant argumentdgastlineis not a proto-

annoA begin or initiate an endeav@QEVENT)
annoB begin to produce or distribute; start a company

typical owned property). The generic sense seems to be
the safest option to take for the annotators, as compargzb)
to taking a chance with a specific meaning. Due to its

(PRODUCT)

France plans ttauncha remote-sensingehiclecalled
Spot.

annoA physically propel into the air, water or space

low degree of semantic specification, the generic sense

. . . (PHYSOBJY)
IS pot_entlally able t.o embrace almost every possible use_. annoB begin to produce or distribute; start a company
This is not a desirable outcome because the generic (PRODUCT)

senses are introduced in the inventory to account only

for semantically underspecified cases. For instabee, = The two cases above are interesting in that lpoth
come associated with something, often newly brouglgram and vehicleare ambiguous and can be analyzed
into beingis appropriate foacquire a grandchildbut semantically as members of different semantic classes.
not foracquire a taster acquire a proficiency This is what the annotators in fact do, and as a result,

Remarkable variation is also observed with respect t@scribe them to different sensé&ogramcan be cate-
non-literal usesas discussed in Section 4.4. For examgorized as KENT (‘series of steps’) or asNTELLEC-
ple, in (18) and (19) abstract NPanicandimbalance TUAL ACTIVITY PRODUCT (‘document or system of
of forcesare equated witlenergy or impacby one an- projects’). It is a complex type, i.e. it is an inherently
notator and witrsubstancéy the other. polysemous word that represents at least two different
semantic types.Vehicle in turn, is a functional type:
on the one hand, it represents an entity with certain for-
mal properties (RYsOBJ interpretation), on the other
hand, it is an artifact, with a prominent practical pur-
pose (RODUCT interpretation).

In fact, most problems the annotators had with the
task are due to the inherent semantic complexity of
words such agehicleandprogramin (24) and (25) and

In some cases, the literal and the metaphoric sensgsthe existence of boundary cases, where the relevant
are activated simultaneously resulting in ambiguity (cfnoun does not properly belong to one or another seman-
Cruse (2000)): tic category. This is the case wiffanic, imbalanceor
reggae vibdn (18), (19), and (23), and also witaste

(20) For over 300 years this waterfall has provided the en L.
ergy todrive thewheelsof industry. andcoastlinein (17) and (7).

annoA motivate the progress of In some of these cases, other contextual clues may
annoB provide power for or physically move a mech- come into play and tip the balance in favor of one or an-
anism other sense. Note that disambiguation was influenced
by awider context even despite the intentionally re-
strictive task design (targeting a particular syntactic re
lation for each verb). For instance, in (2@)pmain-

(18) Herpanicwasabsorbedy his warmth.
annoA absorb energy or impact
annoB absorb substance

(19) Alternativelyimbalanceof forces can babsorbednto
the body.
annoA absorb energy or impact

annoB absorb substance

(21) Butfashion changed and the shekirt fell — literally —
from favour and started skimming the ankles.

annoA lose power or suffer a defeat

annoB N/A . . . ;
. . specific cluegeferring to war or military conflict (such
(22) IShe was delighted when tetory of Hankfell into her  gsrebel contro) could have motivated Annotator B’s
ap.

. . : decision to ascribe it to the senkmse power or suffer
annoA be associated with or get assigned to a person

or location or for event to fall onto a time a defeat(even though a road is not typically an entity
annoB physically drop; move or extend downward that can lose pOWEr), while the other annotator chose a
more generic meaning:

Impact of subcategorization featureson disam-
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(26) Theroad fellinto rebel control. detection systems. Appropriate semantic annotation
annoA be associated with or get assigned to a persothat would allow one to determine which sense dis-
or location or for event to fall onto a time tinctions can be detected better by automatic systems
annoB lose power or suffer a defeat - o .

does not need to be highly specific and unnecessarily

Other pragmatic and discourse-oriented clues play€®mplex, but requires development of robust general-
a role, in particular, positive and negative connotatiofzations about sense relations.
of the senses and the relevant arguments, as well asOne obvious conclusion is that data sets need to be
the temporal organization of discourse. For example, igxplicitly restricted to the instances where humans have
(27) and (28), positive or neutral interpretationvdve N0 trouble disambiguating between different senses.
of immigrantsandchangecould have led to the choice Thus, prototypical cases can be accounted for reliably,
of take in or assimilatandlearn or incorporate skill or €nsuring the clarity of annotated sense distinctions. At
informationsenses, while the negatively-colored interface value, imposing such restrictions may appear to
pretation might explain the choice of tiear the cost negatively influence usability of the resulting data set

of sense. in particular applications requiring WSD, such as ma-
o chine translation or information retrieval. However, this
(27) ..helpabsorbthe latestvave of immigrants decision impacts most strongly those boundary cases

annoA bear the cost of; take on an expense
annoB take in or assimilate, making part of a whole or
a group

which are not reliably disambiguated by human anno-
tators, and which rather introduce noise into the data

set.
(28) For senior management an important lesson was the
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