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Abstract

The GREC Task atREG' 08 required partici-
pating systems to select coreference chains to
the main subject of short encyclopaedic texts
collected from Wikipedia. Three teams sub-
mitted a total of 6 systems, and we addition-
ally created four baseline systems. Systems
were tested automatically using a range of ex-
isting intrinsic metrics. We also evaluated
systems extrinsically by applying coreference
resolution tools to the outputs and measuring
the success of the tools. In addition, systems
were tested in a reading/comprehension exper-
iment involving human subjects. This report
describes thesrRec Task and the evaluation
methods, gives brief descriptions of the par-
ticipating systems, and presents the evaluation
results.

I ntroduction

by regenerating referring expressions in summaries.
There has recently been a small flurry of work in
this area (Steinberger et al., 2007; Nenkova, 2008).
In the longer term, theRECTask is intended to be a
step in the direction of the more general task of gen-
erating referential expressions in discourse context.

The GREC Task Corpus is an extension GREC
1.0 which had about 1,000 texts in the subdomains
of cities, countries, rivers and people (Belz and
Varges, 2007a). for the purpose of thec 08 GREC
Task, we obtained an additional 1,000 texts in the
new subdomain of mountain texts and developed a
newxmML annotation scheme (Section 2.2).

Five teams from four countries registered for the
GRECTask, of which three teams eventually submit-
ted 6 systems. We also used the corpus texts them-
selves as ‘system’ outputs, and created four base-
line systems. We evaluated the resulting 10 sys-
tems using a range of intrinsic and extrinsic evalu-
ation methods. This report presents the results of all

The GREC task is about how to generate approprievaluations (Section 6), along with descriptions of
ate references to an entity in the context of a piecge GREC data and task (Section 2), test sets (Sec-
of discourse longer than a sentence. Rather thaion 3), evaluation methods (Section 4), and partici-
requiring participants to generate referring expregating systems (Section 5).

sions from scratch, theREC data provides sets of

possible referring expressions for selection. As thid Dataand Task

Is a new referring expression generati®&¢) task, The grec Corpus (version 2.0) consists of about
the shared task definition was kept fairly simple; 5o texts in total, all collected from introductory
and the aim for participating systems was {0 seledeciions in Wikipedia articles, in five different do-
the appropriatelype of referring expression (More maing (cities, countries, rivers, people and moun-
specifically, itsREG08- TYPE, full details below).  (3ing) In each text, three broad categories of Main

The immediatenotivating application contexor Subject ReferencevisRr)! have been annotated, re-
the GREC Task is the improvement of referential ——

clarity and coherence in extractive summarlsatloge The main subject of a Wikipedia article is simply taken to

given by its title, e.g. in the cities domain the main subject
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sulting in a total of about 13,000 annotategs. 2.2 XML format

The corpus was randomly divided into 90% traingjgyre 1 is one of the texts distributed in tb@ec
ing data (of which 10% were randomly selected ag,iq sample for th&ec Challenge. TheREF el-
development data) and 10% test data. Participantent indicates a reference, in the sense of ‘an
used the training data in developing their systeM$ysiance of referring’ (which could, in principle,
and (as a minimum requirement) reported results gk, realised by gesture or graphically, as well as
the development data. Participants had 48 hours gg, a string of words, or a combination of these).
submit outputs for the (previously unseen) test dat@gers have three attributes! D, a unique refer-

ence identifier;SEMCAT, the semantic category of

) ) ] ] the referent, ranging overi ty, country, river,
Three broad categories of main subject referring e>§)-elr son, mount ai n; andSYNCAT, the syntactic cat-

pression KSREs) are annotated in th&rRECcorpus egory required of referential expressions for the ref-

— subjectnps, objeciNps, and genitiveips and pro- erent in this discourse context- obj , np- subj ,
nouns which function as subject-determiners Withilgubj _det). A REF is composed of onBEFEX el-

their matrix NP. These categories of referring €x-gment (the ‘selected’ referential expression for the
pression RE) are relatively straightforward to iden- given reference; in the corpus texts it is simply

tify and achieve high inter-annotator agreement Ofpo refarential expression found in the corpus) and
(complete agreement among four annotators in 86%he ALT- REFEX element which in turn is a list of

of MSRs), and account for most cases of overt maipereys which are alternative referential expressions
subject referencemsr) in the GRECtexts. The an- ,paineq by other means (see following section).

notators were asked to identify subject, object and perey alements have four attributes.  The
genitive subject-determiners and decide whether QEAD attribute has the possible valuesni nal ,
not they refer to the main subject of the text. Morepronoun, andr el - pron; the CASE attribute has
detail is provided in Belz and Varges (2007b). e possible valuesoni nat i ve, accusat i ve and

In addition to the above, relative pronouns in SUPgeni t i ve for pronouns, ang! ai n andgeni t i ve
plementary relative clauses (as opposed to integratedl ,ominals. The binary-value@VPHATI C at-

relative clauses, Huddleston and Pullum, 2002, Ry te indicates whether thee is emphatic; in the
1058) were annotated, €.g.: present version of theREC corpus, the only type of
(1) Stoichkov isba fo?tt?‘a”BmlanaQer atf?d fOIf;ner Sttrri]‘%WhO RE that has this attribute is one which incorporates
e e o o o reflexve pronoun used emphatcally (dia
self). TheRE®)8- TYPE attribute indicates basikEe

We also annotated ‘non-realised’ subjetsRES  type as required for theEG08 GREC task defini-
in a restricted set of cases wb coordination where tion. The choice of types is motivated by the hy_
anMsREis the subject of the coordinategrs, €.9.:  pothesis that one of the most basic decisions to be
(2) He stated the first version of the Law of conservation of taken INRE selection for named entities is whether to

mass, _introduced the Metric system, and helpedto  ;se arrRE that includes a name, such ®dern In-
reform chemical nomenclature. dia (the correspondingEG08- TYPE value isnane);

The motivation for annotating the approximatewhether to go for a common-noure, i.e. with a
place where the subjectr would be if it were re- category noun likecountry as the headcnmon);
alised (the gap-like underscores above) is that fromvhether to pronominalise thee (pr onoun); or
a generation perspective there is a choice to be madgether it can be left unrealisednfpt y).
about whether to realise the subjeetin the second
and third coordinates or not.

2.1 Typesof referential expression annotated

2.3 TheREG’'08 GREC Task

(and title) of one text i¢.ondon The task for participating systems was to develop
2In terminology and view of grammar the annotations relya method for selecting one of tHREFEXs in the
heavily on Huddleston and Pullum (2002). ALT- REFEX list, for eachREF in eachTEXT in the

test sets. The test data inputs were identical to the
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<?xm version="1.0" encodi ng="utf-8"?>
<! DOCTYPE TEXT SYSTEM "reg08-grec. dtd">
<TEXT | D="36">
<TI TLE>Jean Baudril | ard</ Tl TLE>
<PARAGRAPH>
<REF | D="36. 1" SEMCAT="person" SYNCAT="np-subj">
<REFEX RE®)8- TYPE="nane" EMPHATI C="no" HEAD="noni nal " CASE="pl ai n">Jean Baudri | | ar d</ REFEX>
<ALT- REFEX>
<REFEX REQ®)8- TYPE="nane" EMPHATI C="no" HEAD="noni nal " CASE="pl ai n">Jean Baudri | | ar d</ REFEX>
<REFEX REQ@8- TYPE="nanme" EMPHATI C="yes" HEAD="nomi nal " CASE="pl ai n">Jean Baudrillard hi nsel f </ REFEX>
<REFEX RE®08- TYPE="enpty">_</ REFEX>
<REFEX REQ®)8- TYPE="pronoun" EMPHATI C="no" HEAD="pronoun" CASE="noni nati ve">he</ REFEX>
<REFEX REQ®)8- TYPE="pronoun" EMPHATI C="yes" HEAD="pronoun" CASE="nom native">he hi nsel f </ REFEX>
<REFEX REQ®)8- TYPE="pronoun" EMPHATI C="no" HEAD="rel - pron" CASE="nom nati ve" >who</ REFEX>
<REFEX REQ®)8- TYPE="pronoun" EMPHATI C="yes" HEAD="rel - pron" CASE="nom native">who hi nsel f </ REFEX>
</ ALT- REFEX>
</ REF>
(born June 20, 1929) is a cultural theorist, philosopher, political comrentator,
soci ol ogi st, and phot ographer.
<REF | D="36. 2" SEMCAT="person" SYNCAT="subj-det">
<REFEX REQ®)8- TYPE="pronoun" EMPHATI C="no" HEAD="pronoun" CASE="genitive">H s</ REFEX>
<ALT- REFEX>
<REFEX REQ®)8- TYPE="nane" EMPHATI C="no" HEAD="nomi nal " CASE="genitive">Jean Baudrill ard’ s</ REFEX>
<REFEX REQ®)8- TYPE="pronoun" EMPHATI C="no" HEAD="pronoun" CASE="genitive">hi s</ REFEX>
<REFEX REQ®)8- TYPE="pronoun" EMPHATI C="no" HEAD="rel - pron" CASE="genitive">whose</ REFEX>
</ ALT- REFEX>
</ REF>
work is frequently associated with postnoderni smand post-structuralism
</ PARAGRAPH>
</ TEXT>

Figure 1: Example text frorREG 08 Training Data.

training/development data, except tREF elements pating systems in theReG' 08 GREC Task made se-

contained only amLT- REFEX list, not the preced- lections® We obtained three versions of each text,
ing ‘selected’REFEX. ALT- REFEX lists are gener- where in each version alisrRes were selected by

ated for each text by an automatic method whickhe same person. The motivation for creating this
collects all the (manually annotatedysREs in atext version of Test Set C was firstly that having sev-
including the title and adds several defaults: proeral human-produced chains mERES to compare

nouns and reflexive pronouns in all subdomains; arttie outputs of participating (‘peer’) systems against
category nouns (e.ghe river), in all subdomains is more reliable than having one only; and secondly
except people. The main objective in tReG'08 that Wikipedia texts are edited by multiple authors
GREC Task was to get thBEQ)8- TYPE attribute of and somMSR chains may sometimes be adversely af-
REFEXs right. fected by this; we wanted to have additional refer-

ence texts without this characteristic.
3 Test Data

3. GREC Test Set L: 74 Wikipedia introductory

1. GREC Test Set -1 arandomly selected 10% 45 from the subdomain of lakes; participants did
subset (183 texts) of teRECCorpus (with the same 4 1oy what this subdomain was until they re-

proportions of texts in the 5 subdomains as in th@gjyeq the test data (there were no lake texts in the
training/testing data). training/development set).

_2' gRlE_ChTeSt Set $2C 2the szn;e subset ?;éem 4%. GREC Test Set P; 31 short encyclopaedic texts
In C-1; however, for C-2 we did not use tSRES 1, 1o same 5 subdomains as in thREC corpus,

in the corpus, but replaced each of them with thre% approximately the same proportions as in the

human-selected alternatives. These were Obtamedtﬁining/testing data, but from a source other than

an online experiment as described in Belz & Varges
(2007a) where subjects select@dREs in a setting %The experiment can be tried out here: http://Awww.nltg.

that duplicated the conditions in which the partici-2"9hton-ac.uk/nome/Anja. BeESTORIVE/
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Wikipedia. We transcribed these texts from printeatost of 1. We also used the version of string-edit
encyclopaedias published in the 1980s which ardistance described by Bangalore et al. (2000) which
not available in electronic form, and this provenancaormalises for length. This version is denots@ g
was not revealed to participants. The texts in this séelow. For the singl&e test sets, the global score
are much shorter and more homogeneous than tiesimply the average of ale-level scores. For Test
Wikipedia texts, and the sequencesmsRrs follow Set C-2, we used an approach analogous to that de-
very similar patterns. It seems likely that it is thesescribed above forREGO8-Type Accuracy. We first
properties that have resulted in better scores overabmputed the best string-edit distance at the text
for Test Set P (see Section 6). level (here, just the sum @iE-level distances) and
Each test set was designed to test peer systems fben obtained the global distance by dividing the
a different aspect of generalisation. Test Set C tesssim of best text-level distances by the number of
for generalisation to unseen material from the samiEFs in all the texts.
corpus and the same subdomains as the training setOther metrics. BLEU is a precision metric from
Test Set L tests for generalisation to unseen materimlt that assesses the quality of a peer translation
from the same corpus but different subdomain; anith terms of the proportion of its worch-grams
Test Set P tests generalisation to a different corpia < 4 is standard) that it shares with several ref-

but same subdomains. erence translations. We usedeu-3 rather than

] the more standardLEU-4 because mostes in the
4 Evaluation methods corpus are less than 4 tokens long. We also used
41 Automaticintrinsic evaluations the NIST version ofBLEU which weights in favour

of less frequent n-grams, as well RSUGE2 and
ROUGE-SU4 (the two official automatic scores from
the bDuc summarisation competitions). In all cases,
we assessed just tivesRES selected by peer systems
(leaving out the surrounding text), and computed
scores globally (rather than averaging orerlevel

Accuracy of REG08-Type: when computed against
the singlerE test sets (C-1, L and PREGO8-Type
Accuracy is the proportion dqREFEXs selected by a
participating system that haveREG08- TYPE value
identical to the one in the corpus.

When computed against the tr|p1Etest_set (C- scores), as this is standard for these metrics.
2), first the number of correGEQ8- Types is com-

ted at the text level f h of the th BLEU, NIST and ROUGE are designed to work
puted at the text level Tor each ot the three Ve .y, aither one or multiple reference texts, so we did
sions of a corpus text and the maximum of thes

) . ) fot need to use a different method for Test Set C-2.
is determined; then the maximum text-level num-

bers are summed and divided by the total number @2 Human extrinsic evaluation

REFs in all the texts, which gives the globREGO8-  \ye gesigned a reading/comprehension experiment
Type Accuracy score. The rationale behind comg, \hich the task for subjects was to read texts

puting therReGO8-Type Accuracy scores in this way 5o sentence at a time and then to answer three

for mUIt'ple'RE test _setg _(maX|m|s_|ng SCOTes | pjef multiple-choice comprehension questions after
chains rather than individustes) is that anRE IS o4 4ing each text. The basic idea was that it seemed
not good or bad in its own right, but depends on thgy o\, that hadly chosemsr reference chains would
othermsRs in the same text. adversely affect ease of comprehension, and that this

String Accuracy:  This is defined just like \niont in turn affect reading speed and accuracy in
REGO8-Type Accuracy, except here what is deter:

. e ) ; answering comprehension questions.
mined is identity betweeREFEX word strings (the We used a randomly selected subset of 21 texts
MSRES themselves), not betwe®&EQ08- Types.

_ e ; : -2+ from Test Set C, and recruited 21 subjects from
String-edit distance metrics. String-edit dis-

- X At among the staff, faculty and students of Brighton
tance @g) is straightforward Levenshtein distance,y g ssex universities. We used a Repeated Latin

with a substitution cost of 2 and insertion/deletionsquares design in which each combination of text

“This definition is also slightly different from the one given and system was allocated three trials. During the
in the Participants’ Pack. experiment we recordeSBRTime the time subjects
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took to read sentences (from the point when the senation metric in the coreference resolution commu-
tence appeared on the screen to the point at whictity, so we opted to use thremuc-6 (Vilain et al.,
the subject requested the next sentence). 1995),ceEAF (Luo, 2005), anas-cuUBED (Bagga and
We also recorded the speed and accuracy witBaldwin, 1998), which seem to be the most widely
which subjects answered the questions at the @ad (accepted metrics.
Timeand Q-Acg. The role of the comprehension All three metrics compute Recall, Precision and
guestions was to encourage subjects to read the teksScores on aligned gold-standard and resolver-tool
properly, rather than skimming through them, andoreference chains. They differ in how the align-
we did not necessarily expect any significant resultsient is obtained and what components of corefer-
from the associated measures. ence chains are counted for calculating scores. Re-
The questions were designed to be of varying desults for the automatic extrinsic evaluations are re-
grees of difficulty and predictability. There was onegorted below in terms of the F-Scores from these
set of three questions (each with five possible arthree metrics, as well as in terms of their average.
swers) associated with each text, and questions fol-
lowed the same pattern across the texts: the firgt Systems

guestion was always about the subdomain of a teEase-rand, Base-freq, Base-1¢t, Base-name:  We
the second about the location of the main subject; ﬂlﬁeated four baseline systems3ase-randselects
third question was designed not to be predictable. ;e of theREFEXs at random. Base-fregselects
The order of the answers was randomised for eaGRe RerEX that is the overall most frequent given
question and each subject. The order of texts (Withhe sYNCAT and SEMCAT of the reference. Base-
associated questions) was randomised for each sufy always selects th®EFEX which appears first
ject. We used th@mDXx package for presentation j, the Jist of REFEXs; andBase-nameselects the

of sentences and measuring reading times and qU&$irtesREFEX with attributeSREGOS- TYPE=n ane,
tion answering accuracy (Forster and Forster, 2003=ap-normi nal andEMPHATI C=no .6

Subjects did the experiment in a quiet room, under

supervision. CNTSTypeg, CNTS-Prop-s. The CNTS sys-
_ o _ tems are trained using memory-based learning with
4.3 Automatic extrinsic evaluation automatic parameter optimisation. They use a set of

As a new and highly experimental method, we tried4 features obtained by various kinds of syntactic
out an automatic approach to extrinsic evaluatiorpreprocessing and named-entity recognition as well
The basic idea was similar to that in the humanas from the corpus annotationSEMCAT, SYNCAT,
based experiments described above: badly chospasition ofRE in text, neighbouring words arebs
reference chains seem likely to affect the reader@gs, distance to previous mentioBYNCATs of
ability to resolverEs. In the automatic version, the three precedindREFEXs, binary feature indicating
role of the reader is played by an automatic corewhether the most recent named entity was the main
erence resolution tool and the expectation is that trsibject 41s), main verb of the sentence. Fdype-
tool performs worse (are less able to identify corefd, a single classifier was trained to predict just the
erence chains correctly) with worsesr reference REG08- TYPE property ofREFEXs. ForProp-s four
chains. classifiers were trained, one for each subdomain, to

To counteract the potential problem of results bepredict all four properties dREFEXs (rather than just
ing a function of a specific coreference resolutiorREG08- TYPE).

algorithm or tool, we decided to use three differ-

. R OSU-b-all, OSU-b-nonRE, OSU-n-nonRE: The
ent resolvers—those included in LingPipaavaRap OSU-2 systems are maximum-entropy classifiers

(Qiu et al., 2004) and OpenNLP (Morton, 2005)_trained on a range of features obtained by prepro-
and to average results.

There does not appear to be a single standard eval-°Attributes are tried in this order. If for one attribute, the

- right value is not found, the process ignores that attribute and
Shttp://alias-i.conlingpipel moves on the next one.
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System - REGO%‘TVPE Accuracy for Development Set_| - reports elsewhere in this volume. Systems are or-
ities | Coun | Riv | Peop | Moun . .
CNTS-Type-g | 76.52 | 64.65 | 75 65 | 8537 | 75.42 dered in terms of their overaFItEGO8-Type Accu-
CNTs-Prop-s | 73.93 | 65.66 | 69.57 | 70 | 79.51| 7458 | racy (column 1), and scores for each subdomain are
IS-G 66 545 | 64 80 | 66.8 | 65 . )
osun-nome | 6250 | 5354 | 63.04| 65 | 6732 | 6167 | @lso shovyn. Scores are hlghly consistent across the
osu-b-all 58.54 | 53.54 | 57.61| 75 | 65.85| 49.58 | subdomains, except for the river subdomain which
osub-norRe | 51.07 | 51.52 | 5326 | 40 | 57.07] 4583 | \yag the smallest set (containing only 4 texts), and
Table 1: Self-reporte@Ec08-Type Accuracy scores for results for it may be idiosyncratic for this reason.
development set. Corresponding results for the (unseen) test set C-1
are shown in column 2 of Table 2. As would be ex-
pected, results are slightly worse than for the (seen)
development set (although some systems managed
_ to improve over their development set scores). Also
cessing the text, as well as from the corpus anngncjyded in this table are results for the four base-
tations: SEMCAT, SYNCAT, position of RE in text, |ine systems, and it is clear that selecting the most
presence of contrasting discourse entity, distance bFF‘equentREG)S- Type given SEMCAT and SYNCAT

tween current and preceding reference to 8 (a5 done by the Base-freq system) provides a strong
string similarity measures betwe®EFEXs and ti- paseline.

tle of text. OSU-b-allandOSU-b-nonREare binary  other columns in Table 2 contain results for test

classifiers which give the likelihood of selecting asets | and P. Again as expected, results for Test Set

given REFEX vs. not selecting it, wherea®SU-n- | are |ower than for Test Set C-1, because in ad-
nonREis a 4-class classifier giving the likelihoodsgition to consisting of unseen texts (like C-1), Test
of selecting each of the folREGD8- TYPES. OSU-  get | js also from an unseen subdomain (unlike C-

b-all also uses th@EFEX attributes as features. 1). The results for Test Set P are higher and on a par
ISG: The Is-G system is a multi-layer percep- with those for the development set, probably for the
tron which uses four features obtained by preprd€asons discussed at the end of Section 3.

cessing texts as well as from the corpus annota- FO €ach test set in Table 2 we carried out a uni-
tions: SYNCAT, distance between current and preYa/ialeANOVA with System as the fixed factor. We

ceding reference to the's, position ofRE in text, found significant main effects at < .001 in all
REGD8- TYPE of preceding reference to thes, fea- three cases (C-1" = 95.426; L. F' = 63.758;
ture indicating whether the precedimgr is in the P+ £ = 21.188). The columns containing capital

same sentence. letters in Table 2 show the homogeneous subsets of
systems as determined by post-hoc Tukey com-
6 Results parisons of means. Systems whess08-Type Ac-

) i curacy scores are not significantly different (at the
This section presents the results of all the evalua0

. hods described in Section 4. Wi : h'5 level) share a letter.
tion methods described In Section 4. We start With g reqits foREGO8-Type Accuracy computed
REGO8-Type Accuracy, an intrinsic automatic met-

against the tripleRe Test Set C-2 are shown in Ta-

ric which participating teams were told was gOIngole 3. These should be considered as the chief results

to be the chief evaluation method, followed by Oth%f theGREC Task evaluations, as stated in the guide-

intrinsic automatic metrics (Section 6.2), the extring s Here too we performed a univariatsiova

sic humz?ln eva}luapon (SSec'_uon66.f) and the extrinsic.. System as the fixed factor arREGO8-Type
automatic evaluation (Section 6.4). as the dependent variable. Having established by
6.1 REGO08-TypeAccuracy ANOVA that there was a significant main effect of

i Syste = 86.946, .001), we compared th
Participants compute®EG08-Type Accuracy for ystem { 869 6, p < .001), w mpar ©
. _mean scores with Tukeyissb. As can be seen from
the development set (97 texts) themselves, using

. R resulting homogeneous subsets, there is no sig-
tool provided by us. These scores are shown in... .
. . - nificant difference between the corpus texts (C-1)

Table 1, and are also included in the participants . .
and systencNTS-Type-g, but also there is no sig-
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singlerRE Test Set C-1 Test Set L Test Set P
CNTSType-g | 68.15| A CNTSType-g | 62.06 | A CNTSType-g | 75.31 | A
CNTS-Prop-s | 67.04 | A CNTS-Prop-s | 62.06 | A CNTS-Prop-s | 7284 | A | B
I1S-G 66.48 | A I1S-G 60.93 | A I1S-G 6790 A | B | C
OSU-N-nOrRE | 63.69 | A OSU-n-norrRe | 41.80 B OSU-n-norrRE | 66.67 | A | B | C
osub-norre | 53.11 B OSu-b-norre | 39.23 B osu-b-all 57.41 B|C|D
osu-b-all 52.39 B osu-b-all 37.62 B|C osu-b-norre | 56.17 cC|D
Base-freq 43.47 C Base-freq 35.53 B | C Base-freq 44.44 D|F
Base-name 39.49 C Base-rand 23.63 cC| D Base-rand 33.95 F
Base-1st 39.17 C Base-name 23.63 D Base-name 32.10 F
Base-rand 32.72 D Base-1st 29.74 D Base-rand 32.10 F

Table 2: REGO8-Type Accuracy scores and homogeneous subsets (Hd®yalpha = .05) for singlerE test sets.
Systems that do not share a letter are significantly different.

REGO8-Type Accuracy for multipleRe Test Set C-2

System All Cities | Countries | Rivers | People | Mountains
Corpus 7858 | A 70.92 77.49 85.29 | 84.67 75.81
CNTS-Type-g | 7261 | A | B 65.96 71.73 7353 | 77.64 70.73
CNTS-Prop-s | 71.34 B 64.54 67.02 70.59 | 75.38 71.75
IS-G 70.78 B 69.50 65.45 76.47 | 76.88 67.89
OSU-n-nonRE| 69.82 B 65.25 64.92 79.41 | 78.14 65.65
OSU-b-nonRE| 58.76 C 52.48 60.73 50.00 | 59.80 59.55
OSU-b-all 57.48 Cc 53.90 58.64 47.06 | 59.05 57.52
Base-name 50.00 D 53.19 54.45 35.29 | 43.22 53.86
Base-1st 49.28 D 53.19 49.21 38.24 | 43.22 53.86
Base-freq 48.17 D 43.97 42.41 55.88 | 56.78 44.11
Base-rand 41.24 E | 41.84 36.13 32.35 | 44.47 41.06

Table 3:REG08-Type Accuracy scores against Test Set C-2 for complete set and for subdomains; homogeneous subsets
(TukeyHsD, alpha = .05) for complete set only (systems that do not share a letter are significantly different).

nificant difference between the latter and systemafficients between all automatic intrinsic evaluation
CNTS-Prop-s,is-G and osu-n-nonRE. In this anal- measures we used. All pairwise correlations were
ysis, all systems outperform the random baselinejgnificant at the .01 level (using a two-tailed test).
all peer systems outperform all of the baselines; andne of the strongest correlation8q1) was between
the four best peer systems outperform the remainirgeG08-Type Accuracy and String Accuracy, imply-
two. ing that gettingREGO8-Type right gets you some
o ) way towards getting the acturk right.
6.2 Other automatic intrinsic metrics
In addition to the chief evaluation measure reportef-3 Human-based extrinsc measures
on in the preceding section, we computed the strings a result of the experiment described in Sec-
similarity metrics described in Section 4.1 for alltion 4.2 we had SRTime measures (sentence reading
four test sets. Results were very similar to thosémes) for each sentence in each of the 21 texts that
for REGO8-Type Accuracy, so we are reporting onlywere included in the experiment. Table 5 shows the
scores for Test Set C-2 (Table 4). The corpus textesulting SRTimes in milliseconds averaged per sys-
again receive the best scores across the baads( tem. None of the differences were statistically sig-
the odd one out, because here lower scores are brificant. We also analysed SRTimes normalised by
ter). Ranks for peer systems are very similar to theentence length; SRTimes only from sentences that
results reported in the last section. containedvrss; and SRTimes normalised for sub-
We performed amNovAa (F = 138.159, p < ject reading speed. There were no significant differ-
.001) and TukeyHsD post-hoc analysis for String ences under any of these analyses.
Accuracy. The resulting homogeneous subsets (Ta-Much of the variance in SRTimes was due to sub-
ble 4, columns 3-8) reveal significant differencegects’ very different average reading speeds: means
similar to those foREG08-Type Accuracy. We also of SRTime normalised for sentence length ranged
computed Pearson product-moment correlation cérom 188.45ms to 426.10ms for individual subjects.
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Word string similarity for TripleRe Test Set C-2

System -
String Accuracy BLEU-3 NIST ROUGE2 | ROUGESU4 SE SEB

Corpus 7118 | A 0.7792 | 7.5080 | 0.66102 0.70991 0.7229 | 0.5136
CNTS-Type-g | 65.61| A | B 0.7377 | 6.1288 | 0.60280 0.64998 0.8838 | 0.3627
CNTS-Prop-s | 65.29 | A | B 0.6760 | 5.9338 | 0.60103 0.64963 0.9068 | 0.3835
OSU-n-nonRE| 63.85 B|C 0.6715 | 5.7745| 0.53395 0.57459 0.9666 | 0.0164
I1S-G 58.20 C 0.5107 | 5.6102 | 0.50270 0.57052 1.1616 | 0.1818
OSU-b-nonRE| 51.11 D 0.4964 | 5.5363 | 0.38255 0.42969 1.2834 | 0.0247
OSU-b-all 50.72 D 0.5050 | 5.6058 | 0.35133 0.39570 1.2994 | 0.3402
Base-freq 41.32 E 0.2684 | 3.0155 | 0.27727 0.33007 1.54299 | -0.3250
Base-name 39.41 E 0.4641 | 5.9372 | 0.20730 0.25379 1.5175 | -0.1912
Base-1st 39.09 E 0.3932 | 5.1597 | 0.21443 0.24037 1.6449 | -0.0751
Base-rand 17.99 F | 0.2182 | 2.9327 | 0.36056 0.41847 2.3217 | -0.7937

Table 4: String Accuracy, BLEU, NIST, ROUGE and string-edibiees, computed on singke and tripleRE test
sets (systems in order of String Accuracy); homogeneous subsets (fakeglpha = .05) for String Accuracy only
(systems that do not share a letter are significantly different).

Mean SRTime (msecs Question 1 Q2| Q3
CNTS-Prop-s 6305.8551 Corpus 1.00| A .78 | .63
IS-G 6340.5131 CNTS-Type-g | 1.00 | A 83| .71
OSU-n-nonRE 6422.5073 CNTS-Prop-s 98| A | B .86 | .75
CNTS-Type-g 6435.6574 OSU-b-nonRE| .97 | A | B || .83 | .67
OSU-b-all 6451.7624 OSU-b-all 95| A | B || .75 .62
OSU-b-nonRE 6454.6749 IS-G 95| A | B || .81 .63
Corpus 6548.2734 OSU-n-nonRE| .90 B 76 | .76

Table 5: Mean SRTimes for each system. Table 6: Question types 1-3, proportions correct; homo-

geneous subsets for Q1 (Tukegb, alpha = .05).

There was also variance from Text, i.e. some of the
texts appear to be harder to read than others. tem as well as the corpus texts through the three
The other two measures from the taskcoreference resolvers, and computed average,
performance experiment were Q-Acc (questiolfEAF andB-CUBED F-Scores as described in Sec-
answering accuracy) and Q-Time (question answetion 4.3. The second column Table 7 shows the av-
ing speed). ANOVAS revealed no significant main erage of these three F-Scores, to give a single over-
effect of System on Q-Time. For Q-Acc, we lookedall result for this evaluation method. A univariate
at each of the three question types Q1, Q2, Q8NOVA with the average F-Score (column 2) as the
(see Section 4.2) separatelyaNOVAs showed no dependent variable and System as the single fixed
significant effect of System on Q-Acc for Q2 andfactor revealed a significant main effect of System
Q3; there was a slight effecF(= 2.193, p < .05) on average F-Scoref( = 5.051,p < .001). A
of System on Q-Acc for Q1 (the easiest of thePost-hoc comparison of the means (Tukeyp, al-
questions which simply asked for the subdomaifha = .05) found the significant differences indi-
of a text). Table 6 shows Q-Acc for Q1 and Q2cated by the homogeneous subsets in columns 3—
and the results of a post-hoc analysis (Tukesp) 5 (Table 7). The numbers shown in the last three
which revealed two homogeneous subsets with a I60lumns are the separateC, CEAF andB-CUBED

of overlap (columns 2 and 3). F-Scores for each system, averaged over the three
Table 6 shows the results of this analysis: thergesolver tools. ANOVAs revealed the following ef-
was fects of System: orteAF F' = 9.984,p < .001;
on muc: F = 10.07,p < .001; on B-CUBED:
6.4 Automatic extrinsic measures F = 8.446,p < .001.

We used the same 21 texts as in the human extrin- The three F-Score measuresuC, CEAF andB-
sic experiments, fed the outputs of each peer sysUBED) are all strongly and highly significantly cor-
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related: Pearson’s correlation coefficientdd7 for ~ Acknowledgments
B-CUBED and CEAF, .917 for B-CUBED and MUC,
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IS-G 4805 | A | B 43.25 | 46.24 | 54.66 | selection experiment.

CNTS-Prop-s | 4635 | A | B 42.82 | 43.36 | 52.88

Corpus 4332 | A | B 37.89 | 41.6 | 50.47
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Base-rand 35.13 C | 2124 3560 | 4855 | References

A. Bagga and B. Baldwin. 1998. Algorithms for scoring
coreference chains. IRroceedings of the Linguistic
Coreference Workshop at LREC'98ages 563-566.

S. Bangalore, O. Rambow, and S. Whittaker. 2000.
Evaluation metrics for generation. Proceedings of

Table 7:Mmuc, CEAF andB-CUBED F-Scores for all sys-
tems; homogeneous subsets (Tukep), alpha = .05,
for average of F-Scores.

7 Concluding Remarks INLG00, pages 1-8. _
A. Belz and S. Varges. 2007a. Generation of repeated
The GREC Task is a new task not only for am.G references to discourse entities. Mmoceedings of

shared-task challenge, but also as a research task ifENLG'07, pages 9-16.

general (improving referential clarity in extractiveA. Belzand S. Varges. 2007b. The GREC corpus: Main
summaries seems to be just taking off as a researchsubject referen_ce in context. Technical Report NLTG-
subfield). It was therefore not unexpected that only 07-01, University of Brighton.

- . . I. Forster and J. C. Forster. 2003. DMDX: A win-
three teams were able to participate in this task. . oL
. .\ dows display program with millisecond accura8e-
We continued the traditions of thesGrREO7

) ) havior Research Methods, Instruments, & Compuyters
Challenge in that we used a wide range of evalu- 35(1):116-124.

ation metrics to obtain a well-rounded view of ther. Huddleston and G. Pullum. 2002The Cambridge
quality of the participating systems. It had been our Grammar of the English Language. Cambridge Uni-
intention to use evaluation methods in all four possi- versity Press.

ble extrinsic/intrinsic and automatic/human combiX. Luo. 2005. On coreference resolution performance
nations. However, the combination intrinsic/human Metrics.Proc. of HLT-EMNLFE pages 25-32.

is missing from this report and will have to be left to!- MOrton. 2005.Using Semantic Relations to Improve
Information Retrieval Ph.D. thesis, University of Pen-
future research.

e sylvania.
There was no indication in the human task perforA_ Nenkova. 2008. Entity-driven rewrite for multi-

mance experiment that the different reference chains yocyment summarization.  IRroceedings of 13C-
selected by different systems had any impact on sub- NLP’08.

jects’ reading speeds, and the evidence that there Qiu, M. Kan, and T.-S. Chua. 2004. A public ref-
is an effect on comprehension was scant. This erence implementation of the rap anaphora resolution
means that we will need to investigate alternative algorithm. InProceedings of LREC'Q4pages 291-

task-performance measures. Because of the lack 0f294-

significant results from the human extrinsic experi?: Steinberger, M. Poesio, M. Kabadjov, and K. Jezek.
2007. Two uses of anaphora resolution in summariza-

meqt, We Were_also unab.le to_ validate the aqtoma_ltlc tion. Information Processing and Management: Spe-
extrinsic experiment against it, and so at this point 5| issue on Summarization3(6):1663-1680.
we do not really know how useful it is (despite som&y vjlain, J. Burger, J. Aberdeen, D. Connolly, and

correlation with intrinsic measures), something we L. Hirschman. 1995. A model-theoretic coreference
will seek to establish in future research. scoring schemeRroceedings of MUC-fages 45-52.

191





