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Abstract

This paper presents a method and implemen-
tation of parsing German V2 word order by
means of constraints that reside in lexical
heads. It first describes the design of the
underlying parsing engine: the head-corner
chart parsing that incorporates a procedure
that dynamically enforces word order con-
straints. While the parser could potentially
generate all the permutations of terminal sym-
bols, constraint checking is conductedally

in an efficient manner. The paper then shows
how this parser can adequately cover a variety
of V2 word order patterns with sets of lexi-
cally encoded constraints, including non-local
preposing of an embedded argument or an ad-
verbial.

main benefit of a linearisation approach is that syn-
tactic constituency becomes independent (to a de-
gree) of its surface realisation and hence discour-
ages constituency manipulation for the sake of word
order. In line of this spirit | will largely adopt the
simple constituency construal that faithfully corre-
spond to its semantics. However, | distance myself
from the more or less standard version of linearisa-
tion grammar where potentially non-local LP con-
ditions are permitted (Reape, 1993) or word order
patterns are imposed at the clause level (as in ‘topo-
logical field’ model of Kathol (2000)).

The crux of the proposal consists in employing
a head-corner parsing in which the set of word or-
der constraints are incorporated into a VP’s lexical
head (i.e. common or auxiliary verb). For a V2 pro-

jection, its head verb contains the constraints to the
effect that only one of its arguments can be fronted
immediately before the verb itself. To enable this,

_ _ potential discontinuity and obligatory adjacency in
This paper presents a method of parsing V2 worflart of a phrase is included in the repertoire of word

order manifested in a variety of German matrix sefgrger constraints in addition to the standard LP (lin-
tences in a lexicalised and locality-respecting mansay precedence) constraints.

ner: lexicalised, as the V2 pattern is licensed ulti-
mately encoded inerbs, in the form of constraints
that hold amongst its arguments and itself; locality2 The data
respecting, because (a) no constraint that operates on
constituents from different subcategorisation frameshe V2 constructions to be dealt with in this paper
is invoked and (b) the matrix verb and the preverare as follows (I will use as an example the tertiary
bal constituent, however ‘distant’ its origin is, aréyerb gebengive or its past particip|e gegebengi\/en
ordered in the same projection via the slash-basefroughout):
mechanism.

The underlying grammar is loosely linearisation-
based, in the sense that word order is dissoci-1. The ‘basic’ case where dependency between
ated from the syntactic structure in a discontinuity-  the preverbal constituent and the matrix verb is
allowing manner, as presented in Sato (2008). The strictly local, e.g:

1 Introduction
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Ein Buch geben die Eltern dem Sohn. 1) Clause(=VP)
abook give the parentsthe son
\% NP NP NP

‘A book the parents give the son’ ‘ ‘
geben ‘ dem Sohn ‘
die Eltern ein Buch

2. The case where an argument of the lower verb (2)&(5)
is fronted across the higher auxiliary verb:

A“JX Clause
Ein Buch haben die Eltern dem Sohn gegeben. haben e Sein Buch gegeben
abook have the parentsthe son given (3)
‘A book the parents have given the son’ _—
NP \ cP
. |
3. The long-distance dependency case: ein Freundgigt c Clause
. . . das:
Ein Buch, sagt ein Freund, dass er glaubt, dass die NP V cP
Eltern dem Sohn geben. or |
glaubt C Clause
‘A book, a friend says that he thinks that the parents d‘
. y aSS ¢ E.-em SeinBuch geben
give the son
@
4. Adjunct fronting ATX Chuse
Heimlich haben die Eltern dem Sohn ein Buch gegeben. haben  aAdy
- Clause
secretly have the parentsthe son abook given [
‘Secretly the parents have given the son a book.’ heimlich

-e E. -em S. ein Buch gegeben

5. Partial VP fronting 3 Theparser

Ein Buch dem Sohn gegeben haben die Eltern. i
Ein Buch gegeben haben die Eltern dem Sohn. 31 Coredesign
The design of the parser employed here can be
As stated, our approach adopts a linearisation apalled constrained free word order parsing. First,
proach in which constituency does not determine thie allows for completely free word order at default.
surface realisation, which is handled instead by worthe core algorithm for the parse engine is what
order conditions encoded in lexical heads. My conReape (1991) presents as a generalised permutation-
tention here is not so much plausibility as a grammatomplete parser, which in turn is based on the pre-
as neutrality to particular phrase structures, whichceding proposal of Johnson (1985). Details apart,
linearisation promotes. Therefore | take a rathewhile using context-free production rules (no multi-
simplified position to use an entirely uniform phrasele left-hand side non-terminal symbols), this algo-
structure for the verb-argument structure for comrithm only checks for theresence of all the right-
mon verbs, namely the flat construal where all theand side constituents, wherever in the string they
arguments as well as the head project onto a clausecur, potentially discontinuously,effectively li-
(‘'VP’) as mutual sisters, although | hasten to ad@ensing all the permutations of the given terminal
our constraint enforcement could equally apply tgymbols (e.g.3! = 6 permutations for the string
configurational analyses. In fact we take an auxileonsisting ofring, up and John including up John
iary verb to subcategorise for a clause rather thating etc.). This ‘directionless’ parsing is rendered
the complex verb analysis, and adopt the traditionglossible by Johnson’s ‘bitvector’ representation of
binary iteration analysis for adjunct-head phrases, {gartial string coverage. In the aboup John ring
see how our parser fares with configurational analytring, the coverage of theng and up combina-
Ses. IMore precisely, it searches foon-overlapping combina-

I'sum up the assumed constituency of the abovt%ns, excluding the same word being counted more than once

examples graphically as trees (though this has littlg; more than one word counting towards the same rule in the
impact on word order): same search path.



tion, which materially constitutes a complex verbsponding production rule, retrievable from the head,
is represented as [1,0,1]. This is then then mergethich is always processed first in our head-corner
with the bitvector oflohn, [0,1,0] into [1,1,1]. Sec- algorithm? Also, as we are adopting the bitvector
ond, however, this rather promiscuous (and expemepresentation of coverage, an edge contains its cor-
sive) parsing is dynamically restricted by word orresponding bitvector. The completer operation in-
der constraints that obtain in individual languagesolves merger of two bitvectors, so the check can be
With sufficient constraints applied during the parse;conducted at this stage:

the above combinations witting, up andJohn are

restricted taing up John andring John up. Let A andB be symbolsp, 3 and~y be arbi-

I do not claim for originality in this basic design. trary stringsV, andVs be bitvectors and’™
Daniels (2005) for example describes an implemen-  pe their merge, then:

tation of an _algorithm th_at fal_ls precisely in such If the chart contains an active ed¢jé, A— o
style of parsing. The main points of the proposal ¢ B 3) and a passive edg#,, B— v e ), run
lie in lexicalisation and localisation, which contrast the CHECK-ORDER procedure. If it succeeds,
with the general trend to introduce phrasal and non- add edggV™, A— aB e (3) to the chart ifl;
local constraint processing for German processing, andV; are mergeable. If it fails, do nothing.
of which Daniels’ work is an example. All the word
order constraints are stored in lexicon, more Spedf\iﬂlise comparison of bitvectors. It picks out the

cally in IeX|caI_ head;. ) i . bitvectors of the categories in question and checks
To adapt this design to a practical lexically drlver'the compliance of the newly found category with re-

parsing, the author .implenjented a rend_ering Oépect to the relevant constraints. If for examfplé&3
head-corner ghart parsmg. It is head-corner in the andC had been found at [0,1,0,0,0], [0,0,1,0,1] and
sense dgscrlbed e.g. invan Noord (1991), Wheﬁ,O,O,l,O] respectively, this would validate < B
f[he parsing 9“ a production rule always _starts fron[')ut notA < C. Thus the edges for string combina-
its head. This is necessary for our design becaugg s 4t violate the word order constraints would

the parser first retrieves the word order informatio%Ot be created, eliminating wasteful search paths
from the head. Furthermore, it requires the words As we will shortly see, the constraint type that

to be processed first by preterminal rules since Witr}fhecks continuity of a phrase is also introduced.

out proczssmg lexical he?fdf] the whc;le rﬁcogfn't'o?herefore the phrase (dis)continuity can also be as-
process does not come off the ground. Therefore, & ainedocally, which is a major advantage over a
che_lrt parsing algorithm th"_"t mvpkes lexical 'n't'a_“'parsing that relies largely on concatenation. Thus,
sation is utilised (as descrlbgd in Gazdar & M?”'Sr{he cost of constraint checking remains very small
(1989) rather than the classical top-down parsing cgespite the capability of processing discontindity.

Earley (1970)). Note however that by locality is meant subcat-
egorisation locality (or ‘selection’ locality as de-
scribed in Sag (2007)): whatever is in the same

Since no non-local word order constraints are 'ntroéubcategorisation frame of a lexical head is consid-

duced in our parsing, they can be fully enforced 8t |ocal. Depending on the adopted analysis, con-
each application of a production rule. More speCifir ents ‘local’ in this sense may of course occur

ically, the checking of constraint compliance is cary, gifferent trees. Constraints on such ‘non-local’
_”ed3 out at thecompleter operation of chart pars- _j, the tree sense but not in the subcategorisation
ing.> The data structure of an edge is suitably modsgnge_ constituents are still enforceable in the im-

ified. In addition to the dotted production rule, it jemented parser. The unused constraints at a node,
needs to carry the constraint setrelevanttothecorre-—
- “This retrieval of word order information is carried out at the

2A foregoing implementation by Eller (2004) also em- predictor stage of chart parsing.

Completer in constrained parsing

The CHECK-ORDER procedure consists in a bit-

3.2 Constraint checking and propagation

ploys bitvector-based linearisation approach. 5It is worth mentioning that the bitvector checking is con-
3The equivalent operation is called the ‘fundamental rule’ iucted over the whole string, the effect of applied constraints
Gazdar & Mellish (1989). will be never lost.



for example some constraint applicable to the verb Constraintsfor V2
and its subject at the VP node in the configurational
(subjectless-VP) analysis, is made to propagate opt General setup
to the upper node. Thus it is no problem to enforceo enforce the V2 word order pattern lexically, | pro-
a constraint over ‘different trees’, as long as it is appose to use a combination of two word order sub-
plied to ‘local’ constituents in our sene. types: dislocating-verb (disl-v) and matrix-v2-verb
(mtrx-v2-v). The former type represents a verb one
of whose arguments is to be ‘dislocated’. A verb of
4 Possible constraints and subtyping this type can thus be characterised as ‘contributing’
the dislocated (preverbal) element. The latter, on the
It is crucial, if the computational properties of theOFher hand, is th? type that is projected opto amar
. . . trix sentence. This type should be constrained such
parser is to be transparent in constrained free woré . .
. . . : that one dislocated constituent must —and only one
order parsing, to identify the kind of word order con- . .
: ; ) . . . may— precede and be adjacent to the verb itself. It
straints admitted into lexical heads. We will remain

. T . may be characterised as a verb that provides a locus
relatively conservative, in introducing only two op-

erators for constraint encoding. We first invoke the,. immediately before itseli— of, or ‘receives’ the

. ) . ) dislocated element.
binary LP operator<) in a conventional sense: the . o .
whole (or, equivalently, right-periphery) of a string . Dlslocatlop is handled by a _constralnt perc_ola—
for categoryA needs to precede the whole (or left-tON mechqnlsm. | assume the dlslocateq constituent
periphery) of a string for catego to satisfy A ~ is pushed into a stprage that then participates in a
B (I will use the shorthand! < (B, C) to express slash style percolation, although the storage content

(A < B) A (A < C). Crucially, the contiguity op- would still need to be ordered by lexicalised con-
erator () is added It.takessat 0]1 constituents as its straints rather than by the percolation mechanism it-

operand and requires the constituents in it to be coﬁr—ilf’ ashthei/] arlf_ the sole resc;)urcr:]e fg_r \I/vord c:j?der.
tiguous, regardless of their order. Thysi, B,C'} us the checking as regards the dislocated con-

encodes the requirement fdr B andC asawhole stituent is conducted at each projection in the per-
' olation path, hence locally, while the percolation

forming a contiguous string. For example, the strin% ) ' ) | .
| ring John up does not satisfyring, up} but does echanism gives some ‘global’ control over disloca-
’ tion. Not just the positioning of the dislocated con-

satisty{ring, John, up}. stituent at the left-periphery of the whole sentence,
Also important is how to succinctly generalisepyt the assurance ofglobal singularity restriction
on the word order patterns now encoded in lexicadf dislocation —not just one constituent per clause
items, as one would certainly want to avoid a tei multiple embeddings— becomes thus possible.
dious task of writing them all individually, if they | gt args be the set of the arguments ofi-v,
allow for broader classification. For example the Engig| pe that of the dislocated one asitli be that of

glish transitive verb generally follows its subject aripe remaining arguments, i.edisl C args where
gument and precedes its object argument, and ONfisl| = 1 andsitu = {z|z € args Az ¢ disl}.

would naturally want to lump these verbs under ongpen the typedis-v can be characterised as having
umbrella. For such a cluster of lexical heads, we willhe following constraint:

introduce aword order (sub)type. More pertinently,

the German verbs may be classified inteverb, v2- did-v: disl < situ (disl — dislg)

verb andvf-verb according to the positions of their ] o

arguments in their projection. We will also allow SIMPly put, this says that the arguments are divided

multiple inheritance that becomes standard in thelNt© o parts, the dislocated and in-situ parts, the

typed feature system (cf. Pollard and Sag (1987)).former of which precedes the latter. We assume, as
"The adopted mechanism is close to Penn (1999), though

he invokes potentially non-local topology-based constraints and
See Sato (2006) for details. removes the filler and gapped head entirely.



in the standard treatment, there is only one disloFo adapt this type to our verlgeben, where we rep-
cated constituent, until we consider the VP frontingresent its arguments aslP (subject NP)joNP (in-
The notation with an arrow on the right indicates thiglirect object NP) andioNP (direct object NP), we
singleton set is pushed into the storage that is propbtain, for the case whes®P is preposed:
agated upwards. | {sNP < (ioNP, doNP),

The mtrx-v2-v type is then characterised as fol- sNP < geben, (sNP, geben)}

lows:
where the constraints on the first line is inher-

mtrx-v2-v: dislg; < verb, {dislg,verb} ited from disloc-v while those on the second from

matrix-v2-v. This corresponds to the sentences (a)

This simply says the dislocated constituent (storegnol (b) above. The followings are the cases where

in a lower nodg and percolated) |mme_d|ately P'€5NP anddoNp are preposed, corresponding to (c,d)
cedes the matrix verb. (For the following presen

) . : >~ "and (e,f), respectively.
tation, the storage-related notations will be omitted (.0 P Y
ioNP < (sNP,doNP), ioNP < geben, (ioNP, geben)}

and |m.pI|C|tIy_ assumed upless necessary. Also, th doNP < (NP, ioNP). doNP < geben, (doNP. geben)}
set variableslisl andargs will be used with the same
meaning.) These possible sets are enforced in the manner of

Thus the combination of the two types gives, foeXclusive disjunction, that is, only one of the above
example wherargs = {4, B,C}, disl = {A} and three sets actually obtains. This does not mean, how-

the matrix verb is/, the following constraint set; ~ €ver, each set must be explicitly stated in the verb
and processed blindly. Only the abstract form of
{A=(B,0), A=V, {AV}} the constraint, as described under the type specifi-

which essentially says that the dislocatédnmedi- _cation above, is written in the Iexicon._ During pars-
ately precedes the matrix veib and precedes (not iNg, then, one of the sets, as dynamically found to

necessarily immediately) the in-sifiandC'. match the input string, is computed and applied. In
the subsequent discussion, therefore, only the direct-
5.2 Local case object fronting case is considered as a representative

To begin with, let us see a case where dependen%‘g/(ample for each construction.

between the preverbal constituent and the matrg3 Argument fronting across auxi“ary
verb is strictly local, taking (1) as an example. Not

! ) . . %e now consider the cases where the dependency is
first that there are six possible variants: P y

not local, starting with an auxiliary-involving case.
The dependency between an auxiliary and an ar-
gument of its lower verb is, according to the Aux-

b. Die Eltern geben ein Buch dem Sohn. Clause constr_ual adopteq here, is not local. We can
¢. Dem Sohn geben die Eltern ein Buch however succinctly specify such non-local V2 ren-
d. Dem Sohn geben ein Buch die Eltern. derings as a case where the above two types are in-
e

f.

(1)

a. Die Eltern geben dem Sohn ein Buch.

. Ein Buch geben die Eltern dem Sohn. stantiated separately in two verbs. The example is
Ein Buch geben dem Sohn die Eltern. reproduced below:

In this casegeben is both a matrix (argument- (2) Ein Buch haben die Eltern dem Sohn gegeben.

receiving_) and dislocating (argument-contributing) e argument-contributing gegebengiven is, as
verb. This means that the two subtypes should bn?efore, assigned theisl-v type, but is further sub-

overloaded. Let us call this overloaded sub—speciQ§ped and inherits the constraints also frefv (v-
dls:[I.—mtrx—VZ—v: which is given the following specifi- | verb), reflecting the fact that it occurs head-
cation:

finally.
digl-mtrx-v2-v: gegeben (type didl-vi-v):
disl < situ, disl < verb, {disl, verb} {doNP < (sNP,ioNP),



(sNP,doNP,ioNP) < gegeben} Finally, amtrx-v2-v, in our casesagt, takes care of

The dislocatecioNP climbs up the tree ((2) in ]E);?glirsgeltpe dislocated constituent immediately be-

Section 2) in the storage, which is then subject to
the constraints of matrikaben at the top node. This  Sagt (type mtrx-v2-v):1!
argument-receiving auxiliarjiaben is, as before,  {doNP. < sagt, (doNP;,sagt)}

given themtrx-v2-v status’®. _ .
5.5 Adjunct fronting
haben (type mtrx-v2-v): o - _
{doNP,; < haben, (doNP,;, haben)} | declared at the beginning to use the traditional bi-

i : i nary adjunction analysis for adjunct-head phrages.
Thus the dlslqcatean Buch is duly .pla(.:ed at thg In order to achieve this, I first propose a fundamental
Ieft-penphery In-a manner Fhat forbids InterVem'onconceptual shift, given the iterability and optionality
between itself and the matrix verb. of adjuncts. In the traditional concept of adjunct-
head phrases, it is the adjunct that selects for the
head it modifies rather than the other way round.
Having dealt with an argument fronting of the auxil-a|so semantically, the adjunct is considered the ‘se-
iary construction as a non-local case, we could nowantic head’ that works as a functor. In light of
extend the same treatment to long-distance depetfis background, it is not implausible to take the
dency. Our example is: adjunct as the ‘parsing head’ equipped with word
_ _ order constraints. In fact, the opposite option —
(3)  Ein Buch, sagt ein Freund, dass er glaubt, dassy inping the syntactic head with its relative word
die Eltern dem Sohn geben. order with adjuncts— is not as feasible in our lexi-
(‘A book, a friend says that he thinks that thecal head-corner parsing. The iterability of adjuncts
parents give the son’) means that the head would have to be equipped with
an infinite number of adjuncts as its ‘arguments’,
In fact, it suffices to endow exactly the same typ&vhich would lead to various uninstantiation prob-
asgegeben, i.e. disl-vf-v, to the occurrence ajeben lems. Therefore, | swap the statuses and treat, in

5.4 Long-Distance Dependency

in a subordinate clause. terms of parsing, the adjunct as a functor with word
geben (in subord. clause, typdisl-vi-v): order constraints incorporated relative to its modi-
{doNP < (sNP,ioNP), fiee.
(sNP, doNP, ioNP) < geben} Thus, the word order constraints are now given

hi hat the dis] q to the lexical adjuncts also. | will take as an ex-
This ensures that the dislocated argument goeé?nple adverb$® Adverbs are now the potential lo-

bro gressively up towar(_:ls tt?e top no,de. To prevent s of word order patterns relative to its modifiee
this argument from being ‘dropped’ the half W‘Ely(clause/VP), but are not given any specific constraint

:[_hrough, _howsever, the non-matrix CP-ta_king Verbf‘n German generally, because one can appear either
in the middle’ that should be bypassed, in our Ca8S&fter or inside a clause. Our focus is solely on the

grl]aub_t ,Ineeds tol POSSESS Lhelcf(:nsft_rainl';_that puSh583sibility of putting onebefore the clause it modi-
the dislocated element to the left of itself: fies, when it is subject to the V2 constraint. This is

glaubt (in subord. clause, typeriddie-v’): 0 handled simply by saying, for such a type, which we
{doNPg; < glaubt} call dig-adverb, it dislocates itself, in the manner of
8More precisely this also involvesben< VP(gapped) 1| ikewise: sagt < CP(gapped) omitted.

®This means that, given the identical morphological form, ?That is against the temptation for a constituency change
gegeben is type-ambiguous between the matrix and subordinatéhat renders adjuncts sisters on par with arguments (cf. Bouma
occurrences. This does not add too much to parsing complexitgt al (2001)), in which case V2 would simply fall out from the
however, as this ‘ambiguity’ is quickly resolved when one of itsforegoing word order types.

argument is encountered. 13The same treatment can be extended to prepositional ad-
*The constraints applicable to the usual finite verb is omitjuncts (remember the unused constraints will percolate up to
ted, i.e.sNP < glaubt andglaubt < CP(gapped). the maximal projection).



‘head movement’ which is widely used in German Fourthly, to make the matter worse, allowing mul-
syntax (Kiss and Wesche, 1991; Netter, 1992). tiple frontings and dropping LP requirements does
disl-adverb: adv (adv—s disl.;) not solve the problem, as ordering of the preverbal

constituents is constrained, as shown in the follow-
This specification ensures the adverb itself goggg data:

onto the extraction path, to be placed at the Ieft-(G)

periphery, triggered by thetrx-v2-v type. The sin- _ _
. : . *Gegeben dem Sohn haben die Eltern ein Buch.

gularity of the adverbials at the prerverbal position , _
*Dem Sohn gegeben ein Buch haben die Eltern.

is ensured by means of percolation storage control. o
It is a great challenge for any syntactician to pro-

6 Verbal Fronting vide a unified account for such complex behaviour,
and | confine myself here to offering the ‘solution’

Our last challenge concerns fronting of verb or V€lSets of constraints that adequately generate the de-

ballprOJectlons. From the. preceding dlscussmn,. Alred string. What | offer is this: allowing multiple
option that suggests itself is to treat the verb frontm%islocations only for the verbal fronting cases via a

as the case of verb dislocating itself. | will in- Law word order subtype, while retaining the verb-

deed propose a stra_lt(_agy along this Ilne_, bl_Jt this ihal LP conditions for these dislocated constituents.
enue proves more difficult due to complications spe- For this new type we first relax the singularity

]cc:mc f[o vgr?—rgla;ed frr?ntlng_. Firstly, gefnelrally Sl\"/?condition for dislocation. To allow multiple dislo-
ronting is limited to the environment of a lower cations, it would suffice to drop thdisl| = 1 condi-

govebrned byfa hlgr;]erfvlclerb _SUCh as an.auX|I|ary, &on, but an unrestricted application @il C args
can be seen from the following contrast: would lead to overgeneration, due to two further

(4) constraints applicable: (1) nall arguments can and
. _ (2) the subject argument cannot be fronted along
a. Gegeben haben die Eltern dem Sohn ein Buch. with the verb (as in (a) and (b) below, respectively):
b. *Geben, sagt ein Freund, dass die Eltern dem Sohn eirf7)
Buch.

a. *Die Eltern dem Sohn ein Buch gegeben haben.

Second, the type we used fgegeben in Section
5.3, namelydid-vf-v, clearly does not work, as the
verb does not occur phrase-finally (but in fact ini-
tially) relative to its sisters in (4a). Some relaxationl herefore we add the conditions to exlude the above,

b. *Die Eltern gegeben haben dem Sohn ein Buch.
*Die Eltern ein Buch gegeben haben dem Sohn.

of LP constraints seem to be in order. along with the the verb-final constraint applicable
Thirdly, German displays a variety of ways tothe dislocated constituents to exclude (6). Let us call
front part of a VP: this typefrontable-v. The constraint specification is
as follows:
(5) ,
gegeben (frontable-v):

Gegeben haben die Eltern dem Sohn ein Buch.
Dem Sohn gegeben haben die Eltern ein Buch.

Ein Buch gegeben haben die Eltern dem Sohn. _ _ _
Dem Sohn ein Buch gegeben haben die Eltern. The proposed constraint set might strike as rather

ad hoc. It would clearly be better to treat both the

This raises the question of whether this fits in the V&onted and non-fronted occurrencesgafieben as
pattern at all, coupled with the ongoing debate on theharing some common word order type, and what is
status of the preverbal string. Quite apart from theneant by ‘applying the constraints amongst the dis-
theoretical debate, however, how best to adequatdlycated constituents’ needs to be fleshed out. Thus
generate these patterns is an acute parsing issue. iMs may not be an elegant solution, but nevertheless
are assuming the flat clause=VP anaylsis, so relais an generatively adequate solution. More impor-
ing the singularity condition seems unavoidable. tantly it serves as a good example for the flexibility

disl = {gegeben} U ptargs, ptargs < gegeben
whereptargs C args andsNP ¢ ptargs
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' ' Syntax and Semantics. CSLI.

_COUId impose such a controll n non—Ie>.(|ca.I|§ed Parike Reape. 1991. Parsing bounded discontinuous con-
Ing. Th'e a('tlvantage.truly unique to lexicalising WOF'd stituents: Generalisation of some common algorithms.
order lies in rendering the parser and grammar in- p|ANA Report, Edinburgh University.

dependent of surface realisation and hence re-usalpliéke Reape. 1993.A Formal Theory of Word Order.
across languages. In short, it promotes modularity. Ph.D. thesis, Edinburgh University.

As we have seen, though the parser needs to cddan Sag. 2007. Remarks on locality. In StefaflMdr,
form to a certain strategy, the word order component €ditor, Proceedings of HPSG07. CSLI.

is fairly independent, as a separate procedure whicfp Sato. 2006. A proposed lexicalised linearisation
can be modified if for example more types of word grammar: a monostratal alternative. In Stefaallgr,

editor, Proceedings of HPSG06. CSLI.
order operators are needed. The grammar could al§s9 ¢.. . 5008 Implementing Head-Driven Linearisa-

be kept more compact and cross-linguistically appli- tion Grammar. Ph.D. thesis, King’s College London.
cable, because word order is abstracted away frofjiver Suhre. 1999. Computational Aspects of a Gram-
constituency. Therefore, paradoxically, an advan- mar Formalism for Languages with Freer Word Order.
tage of lexicalising German parsing is to enable the Diplomarbeit, Eberhard-Karls-UniveraitTubingen.
same parser/grammar to be used in other languagésrtjan van Noord. 1991. Head corner parsing for dis-

too, even if it is not naturally suited to the language. continuous constituency. IRroceedings of the 29th
annual meeting on ACL, pages 114-121.

7 Concluding Remarks
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