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Introduction

The Second Workshop on Syntax and Structure in Statistical Translation (SSST-2) was held on 20
June 2008 following the ACL-08: HLT conference hosted by Ohio State University in Columbus, Ohio.
Like the first SSST workshop in 2007, it aimed to bring together researchers from different communities
working in the rapidly growing field of statistical, tree-structured models of natural language translation.

We selected eleven papers for this year’s workshop. There was a strong emphasis this year on the
use of explicit syntactic information: constituent structures (Yamamoto, Okuma and Sumita; Zhou,
Xiang, Zhu and Gao; Elming; Clark, Frederking and Levin; Lavie, Parlikar and Ambati), dependency
structures (Nikoulina and Dymetman; Ma, Ozdowska, Sun and Way), part-of-speech tags (Tillmann),
and combinations thereof (Ge, Ittycheriah and Papineni). These papers applied syntactic information
to grammar-based models as well as to phrase-based and word-based models. The program was
rounded out by papers describing new decoding techniques (Li and Khudanpur) and machine-learning
techniques (Subotin) for grammar-based translation models.

We would like to thank our authors and our Program Committee for making this year’s SSST workshop
another success.

David Chiang and Dekai Wu1

1This work was supported in part by the Defense Advanced Research Projects Agency (DARPA) under GALE Contract
Nos. HR0011-06-C-0023, subcontract SRI International (Dekai Wu) and HR0011-06-C-0022, subcontract BBN Technologies
9500008412 (David Chiang). Any opinions, findings and conclusions or recommendations expressed in this material are those
of the author(s) and do not necessarily reflect the views of the Defense Advanced Research Projects Agency.
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Abstract

In current statistical machine translation
(SMT), erroneous word reordering is one of
the most serious problems. To resolve this
problem, many word-reordering constraint
techniques have been proposed. The inver-
sion transduction grammar (ITG) is one of
these constraints. In ITG constraints, target-
side word order is obtained by rotating nodes
of the source-side binary tree. In these node
rotations, the source binary tree instance is
not considered. Therefore, stronger con-
straints for word reordering can be obtained
by imposing further constraints derived from
the source tree on the ITG constraints. For
example, for the source word sequence { a
b c d }, ITG constraints allow a total of
twenty-two target word orderings. How-
ever, when the source binary tree instance ((a
b) (c d)) is given, our proposed ”imposing
source tree on ITG” (IST-ITG) constraints
allow only eight word orderings. The re-
duction in the number of word-order permu-
tations by our proposed stronger constraints
efficiently suppresses erroneous word order-
ings. In our experiments with IST-ITG using
the NIST MT08 English-to-Chinese transla-
tion track’s data, the proposed method re-
sulted in a 1.8-points improvement in char-
acter BLEU-4 (35.2 to 37.0) and a 6.2%
lower CER (74.1 to 67.9%) compared with
our baseline condition.

1 Introduction

Statistical methods are widely used for machine
translation. One of the popular statistical machine

translation paradigms is the phrase-based model
(PBSMT) (Marcu et al., 2002; Koehn et al., 2003;
Och et al., 2004). In PBSMT, errors in word re-
ordering, especially in global reordering, are one of
the most serious problems. Approaches used to re-
solve this problem are categorized into two types.
The first type is linguistically syntax-based. In this
approach, source (Quirk et al., 2005; Liu et al., 2006;
Huang et al., 2006), target (Yamada et al., 2000; Gal-
ley et al., 2006; Marcu et al., 2006), or both side
(Melamed 2004; Ding et al., 2005) tree structures
are used for model training. The second type is for-
mal constraints on word permutations. IBM con-
straints (Berger et al., 1996), lexical word reordering
model (Tillmann, 2004), and inversion transduction
grammar (ITG) constraints (Wu, 1995; Wu, 1997)
belong to this type of approach. Our approach is an
extension of ITG constraints and is a hybrid of the
first and second type of approach.

We propose ”imposing source tree on ITG” (IST-
ITG) constraints for directly introducing source sen-
tence structure into our set of constraints. In IST-
ITG, ITG constraints under the given source sen-
tence tree structure are used as stronger constraints
than the original ITG. For example, IST-ITG allows
only eight word orderings for a four-word sentence,
even though twenty-two word orderings are possible
with respect of in the original ITG constraints.

In Section 2, we present the proposed IST-ITG
for word-based translation. In Section 3, the pro-
posed method is extended to phrase-based transla-
tion. In Section 4, we present a real-time decoding
algorithm for IST-ITG constraints. In Section 5, we
give details of the experiments and present the re-
sults. Finally, in Section 6, we offer a summary and
some concluding remarks.
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2 Imposing the Source Tree on ITG
Constraints

First, we introduce three previous studies on word
reordering constraints: IBM constraints; lexical re-
ordering model; and ITG constraints. Here, we con-
sider one-to-one word-aligned source and target lan-
guage sentence pairs as the simplest cases.

2.1 IBM constraints

In this constraint, a distortion penalty is given in ac-
cordance with the gap between the previously and
the currently translated words, which is represented
as the following equation.

pD = exp(−
∑

i

di) (1)

where di for each i is defined as:

di = abs(position(ei−1) + 1 − position(ei)) (2)

where ei represents the translated word from the ith
source word fi, position(w) represents the position
of the word w. Sometimes, a limit is set for di

for similar language pairs such as French and En-
glish. However, for dissimilar language pairs, such
as Japanese and English or Chinese and English,
limiting di is not beneficial.

2.2 Lexical Reordering Model

In the lexical reordering model, reordering proba-
bilities are assigned to each word pair {fi, ei}. Re-
ordering positions are categorized into three types,
monotone, swap, and discontinuous. The probabil-
ity is assigned to left and right sides as ps(t|fi, ei),
where, s is left (l) or right (r), t is monotone (m),
swap (s), or discontinuous (d). Therefore, a total of
six probabilities are assigned to each word pair. For
the source word sub-sequence fi−1, fi, probabilities
of target sub-sequences are calculated as follows:

• p(ei−1, ei) = pr(m|fi−1, ei−1)pl(m|fi, ei)

• p(ei, ei−1) = pr(s|fi−1, ei−1)pl(s|fi, ei)

• p(otherwise) = pr(d|fi−1, ei−1)pl(d|fi, ei)

2.3 ITG Constraints

In one-to-one word-alignment, the source word fi is
translated into the target word ei. The source sen-
tence [f1, f2, ..., fN ] is translated into a reordered
sequence of word [e1, e2, ..., eN ]. The number of re-
orderings is N !. When ITG is introduced, this com-
bination N ! can be reduced in accordance with the
following constraints.

• All possible binary tree structures are generated
from the source word sequence.

• The target sentence is obtained by rotating any
node of the binary trees.

When N = 4, the ITG constraints can re-
duce the number of combinations from 4! =
24 to 22 by rejecting combinations [e3, e1, e4, e2]
and [e2, e4, e1, e3]. For a 4-word sentence,
the search space is reduced to 92%(22/24), but
for 10-word sentence, the search space is only
6%(206,098/3,628,800) of the original full space.

2.4 Imposing Source Tree Constraints

In ITG constraints, the source-side binary tree
instance is not considered. Therefore, if the
source sentence binary tree is utilized, stronger
constraints than the original ITG can be created.
By parsing the source sentence, a parse tree is
obtained. After parsing, a bracketed sentence is
obtained by removing the node labels, and this
bracketed sentence can be converted to a binary
tree. For example, the parse tree, (S1 (S (NP (DT
This)) (VP (AUX is) (NP (DT a) (NN pen))))),
is obtained from the source sentence ”This is a
pen”. By removing the node labels, a bracketed
sentence ((This) ((is) ((a) (pen)))) is obtained. Such
a bracketed sentence (equivalent to a binary tree)
can be used to produce constraints. If IST-ITG is
applied, the number of word orderings in N = 4 is
reduced to 8, down from 22 with ITG. For example,
for the source-side bracketed tree ((f1 f2)(f3 f4)),
eight target sequences [e1, e2, e3, e4], [e2, e1, e3, e4],
[e1, e2, e4, e3], [e2, e1, e4, e3], [e3, e4, e1, e2],
[e3, e4, e2, e1], [e4, e3, e1, e2], and [e4, e3, e2, e1]
are accepted. For the source-side bracketed tree
(((f1 f2)f3)f4), eight sequences [e1, e2, e3, e4],
[e2, e1, e3, e4], [e3, e1, e2, e4], [e3, e1, e2, e4],
[e4, e1, e2, e3], [e4, e2, e1, e3], [e4, e3, e1, e2], and
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[e4, e3, e2, e1] are accepted. Generally, the number
of word orderings is reduced to 2N−1. Table 1
shows the number of word orderings in a target
word sequence for each N with ITG, IST-ITG, and
no constraints.

Table 1: Number of word orderings in each type of
constraint

N IST-ITG ITG No Constraint
1 1 1 1
2 2 2 2
3 4 6 6
4 8 22 24
5 16 90 120
6 32 394 720
7 64 1806 5040
8 128 8558 40320
9 256 41586 362880

10 512 206098 3628800
15 16384 745387038 1307674368000

2.5 Extension to Non-binary Tree

In the above subsection, a source binary tree was as-
sumed in order to perform IST-ITG. However, pars-
ing results sometimes are not binary trees. In this
case, some tree nodes have more than two branches.
For a non-binary node, any reordering of branches is
allowed. In a non-binary tree (f1(f2 f3 f4)), twelve
target-side sequences [e1, e2, e3, e4], [e1, e2, e4, e3],
[e1, e3, e2, e4], [e1, e3, e4, e2], [e1, e4, e2, e3],
[e1, e4, e3, e2], [e2, e3, e4, e1], [e2, e4, e3, e1],
[e3, e2, e4, e1], [e3, e4, e2, e1], [e4, e2, e3, e1], and
[e4, e3, e2, e1] are allowed. For nodes that have more
than three branches, the original ITG constraints
are locally applied. Therefore, for a non-binary tree
(f1(f2 f3 f4 f5)), 22 × 2 = 44 word orderings are
allowed in the target-side and represented by the
following formula.

n∏

i=1

(SBi) (3)

where Sk represents the number of combinations
from the original ITG constraints for N = k and Bi

represents the number of branches at the ith node.

3 IST-ITG in Phrase-based SMT

In the above section, we described each constraint
in the case of a one-to-one word-alignment. In this
section, we consider phrase-based models. When
a phrase-based model is used, each constraint must
be extended. For IBM constraints, equation (2) is
rewritten using phrase Pen instead of word en as
follows:

di = abs(last position(Pei−1) + 1

−first position(Pei)) (4)

where last position(Pen) represents the posi-
tion of the last word in nth phrase, and
first position(Pen) represents the position of the
first word in nth phrase. The lexical reordering
model and ITG constraints can be extended by
changing the model (or constraint) unit from ”word”
to ”phrase”. However, in IST-ITG, ”word” must be
used for the constraint unit since the parse (brack-
eted tree) unit is in ”words”. To absorb different
units between translation models and IST-ITG con-
straints, we investigated a new limitation for word
ordering as follows.

• Word ordering that destroys a phrase is not al-
lowed.

When this limitation is applied, the translated word
ordering is obtained from the bracketed source sen-
tence tree by reordering the nodes in the tree, the
same as for one-to-one word-alignment. According
to this limitation, the following nodes cannot be re-
ordered. If a sub-tree with root node X includes part
of a phrase ph, node X cannot be reordered. Con-
sider the source bracketed source tree ( ( ea eb ec )
( ( ed ee ) ( ef eg ) ) ), in which eb ec, and ed form
a phrase eph as in Figure 1. Node 1 cannot be re-
ordered since part of the phrase eb ec is included in
node 1’s sub-tree. For the same reason, node 2 and 4
cannot be reordered. Node 3 can be reordered since
the sub-tree does not include the phrase (target se-
quence [fafphfefgff ] is obtained by rotating node
3). Node 5 also can be reordered since it includes
the whole phrase (target sequence [fgfffefphfa] is
obtained by rotating node 5). If node 2 is reordered,
phrase ph is split into two parts, and translated in
two parts in the target sentence. It is inconsistent
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with the condition that phrase-to-phrase alignment
is one-to-one. As a result, only the target sequences
[fafphfefffg], [fafphfefgff ], [fgfffefphfa], and
[fffgfefphfa] are allowed. Here, fph represents an
equivalent phrase in the translation for eph.

e e ee

1 2 3

5

e
e e

4

e
a ph e f g

b c d

Figure 1: Example sentence tree with a phrase

4 Decoding with IST-ITG Constraints

In this section, we describe a one-pass decoding
algorithm that uses IST-ITG constraints in the de-
coder. The translation target sentence is sequen-
tially generated from left (sentence head) to right
(sentence tail). To introduce the IST-ITG constraints
into a decoder, the target candidate must be checked
whether it satisfies the IST-ITG constraints or not
whenever a new phrase is selected to extend a target
candidate.

To explain this checking algorithm, we catego-
rized source sub-trees into four types UNTRANS-
LATED, TRANSLATED, TRANSLATING, and
NG (no good) as follows:

• If a sub-tree consists of only leaf word nodes,
and all leaf words are not yet translated, this
sub-tree is defined as UNTRANSLATED.

• If a sub-tree consists of only UNTRANS-
LATED sub-trees, this sub-tree is also UN-
TRANSLATED.

• If a sub-tree consists of only leaf word nodes,
and all leaf words are already translated, this
sub-tree is defined as TRANSLATED.

• If a sub-tree consists of only TRANSLATED
sub-trees, this sub-tree is also TRANSLATED.

• If a sub-tree consists of only leaf word nodes
with both translated and untranslated words,
this sub-tree is defined as TRANSLATING.

• If a sub-tree consists of both TRANSLATED
and UNTRANSLATED sub-trees, this sub-
tree is TRANSLATING.

• If a sub-tree includes only one TRANSLAT-
ING sub-tree and any number (including zero)
of TRANSLATED and UNTRANSLATED
sub-trees, this sub-tree is TRANSLATING.

• If a sub-tree includes more than one TRANS-
LATING sub-tree, this sub-tree is NG.

• If a sub-tree includes NG sub-tree, this sub-tree
is also NG.

If a translation candidate includes TRANSLAT-
ING sub-tree t, t must become TRANSLATED
before anything else can happen. Given sub-tree
((ab)c), a is translated, b and c are not yet trans-
lated. In this case, b must be translated before c.
If c is translated before b, the target word order be-
comes ACB. This word order does not satisfy the
IST-ITG constraints. For the same reason, a can-
didate that includes an NG sub-tree does not satisfy
the IST-ITG constraints. The checking algorithm for
IST-ITG constraints is as follows.

1. For old translation candidates, the smallest
TRANSLATING sub-tree t and its untrans-
lated part u are calculated.

2. When a new target phrase fph is generated, the
source phrase eph and untranslated part u cal-
culated in above step are compared. If eph does
not include and is not included in u, the new
candidate is rejected. For example, in Figure
1, only source word ea is already translated.
The smallest TRANSLATING sub-tree is 1
and its untranslated part u is [ebec]. In this case,
phrases containing [eb], [ec], or [ebec] are ac-
cepted since these are included in u. Phrases
[ebeced] or [ebecedee] are also accepted since
these include u.

3. If a new candidate includes NG sub-trees, this
candidate is rejected.

4



5 Experiments

5.1 Evaluation Measures

We evaluated the proposed method using four eval-
uation measures, BLEU (Papineni et al., 2002),
NIST (Doddington 2002), WER(word error rate),
and PER(position independent word error rate). Be-
fore discussing the evaluation, the characteristics of
each one are analyzed.

• BLEU: This evaluation measure takes
into account middle range word order,
but does not take into account global
word order. When the translation result is
[w1, w2, ..., wj−1, X,wj+1, ..., wn] for refer-
ence translation [w1, w2, ..., wn], both WER
and BLEU scores will be high. For a transla-
tion result [wj+1, ..., wn, X,w1, w2, ..., wj−1],
the BLEU score will be the same as the
previous result since BLEU only takes into
account 4grams. However, the WER score will
be zero since global word positions are taken
into account. Therefore, the effectiveness of
the proposed method using BLEU is less than
that of using WER.

• NIST: This evaluation measure only takes into
account n-grams like BLEU. However, impor-
tance of higher order n-grams are less than
BLEU. Therefore, the effectiveness of the pro-
posed method using NIST will be less than that
of using BLEU.

• WER: This evaluation measure takes into ac-
count not only local but also global word or-
der, and is the most suitable for evaluating our
method.

• PER: With this evaluation measure, we are
almost incapable of considering word order.
Therefore, our proposed method would seem to
offer no improvement in this evaluation mea-
sure.

5.2 English and Japanese Patent Corpus
Experiments

First, we conducted experiments on English and
Japanese patent translations. Details of the experi-
mental corpus are shown in Table 2. This corpus is

created by automatic sentence alignment (Uchiyama
2003). The first nine hundred sentence pairs with the
best alignment scores were used as the evaluation
data (single reference) and the next thousand sen-
tence pairs were used as the development data. This
corpus is a subset of the training corpus that will be
used in the NTCIR-7 Workshop patent translation
track.

Table 2: E-J patent corpus

# of sent. Total words # of entries
E/J Train 1.8M 60M/64M 188K/118K
E/J Dev 916 30K/32K 4,072/3,646
E/J Eval 899 29K/32K 3,967/3,682

5.2.1 English-to-Japanese Translation

The translation direction of the first experiment
was English-to-Japanese (E-J). For phrase-based
translation model training, we used the GIZA++
toolkit (Och et al., 2003). For language model train-
ing, the SRI language model tool kit (Stolcke 2002)
was used. The language model type was word 5-
gram smoothed by Kneser-Ney discounting (Kneser
1995). For tuning of decoder parameters, we con-
ducted minimum error training (Och 2003) with re-
spect to the BLEU score using 916 development
sentence pairs. For extraction of source sentence
tree structure, we used the Charniak parser (Char-
niak 2000). We used Chasen for segmentation of the
Japanese. The numbers of entries in the language
models were 0.1 M, 2.1 M, 4.3 M, 6.2 M, and 6.9 M
for 1, 2, 3, 4, and 5grams respectively. The number
of entries in the phrase-table was 76 M. For decod-
ing, we used an in-house decoder that is a close rel-
ative to the Moses decoder. The performance of this
decoder was configured to be the same as Moses.
Another conditions are the same as the default con-
ditions of Moses decoder.

In the previous work (Zens et al., 2003, 2004),
an IBM constraints and an ITG constraints are com-
pared. In these experiments, a lexical reordering
model, the proposed IST-ITC, and combinations of
these are added as comparison targets. The combi-
nation of constraints in these experiments is as fol-
lows.

5



1. Monotone: Monotone translation (no reorder-
ing).

2. No constraints: There were no constraints for
word reordering. Any word order was allowed
without penalty.

3. IBM: IBM constraints without distortion limit.

4. ITG: ITG constraints.

5. IBM+ITG: Both IBM and ITG constraints were
used at the same time.

6. IBM+LR: Both IBM constraints and lexical re-
ordering model.

7. IST: Only the proposed IST-ITC constraints.

8. IBM+IST: Both IBM and IST-ITC constraints.

9. IBM+LR+IST: IBM constraints, Lexical re-
ordering model, and IST-ITG constraints were
used at the same time.

Table 3 shows the following experimental results.
In comparing the original ITG constraints (ITG)
with the proposed IST-ITG (IST) method, the im-
provement in BLEU was 2.67 points, and in WER
was 5.39%. WER had the largest improvement, next
was BLEU. This particular improvement order was
the same as in the previous subsection. The large im-
provement of WER helped us confirm the effective-
ness of the proposed method for global word order-
ing. When IBM constraints were used at the same
time (IBM+ITG and IBM+IST), the BLEU score
improved by 1.57 points and WER improved by
4.63%. When the lexical reordering model was used
at the same time (IBM+LR and IBM+LR+IST),
BLEU improved by 1.03 points and WER improved
by 5.12%. The lexical reordering model fixed phrase
position for the monotone and swap categories, but
did not fix phrase position for the discontinuous cat-
egory. IST-ITG fixed phrase position for the dis-
continuous category, even though it did not assign
a probability. Combinations of the lexical reorder-
ing model and IST-ITG resulted in a better WER
than with both IBM+LR and IBM+IST since both
position and probability could be assigned for the
discontinuous category.

Table 3: Evaluation results in E-J patent translation

BLEU NIST WER PER
Monotone 24.91 6.95 79.97 42.02

No constraint 26.83 7.19 81.10 39.52
IBM 28.35 7.29 78.35 39.25
ITG 27.59 7.26 80.29 39.15

IBM+ITG 28.50 7.30 78.01 39.29
IBM+LR 31.17 7.50 76.30 38.61

IST 30.26 7.41 74.90 38.93
IBM+IST 30.07 7.41 73.38 39.05

IBM+LR+IST 32.20 7.61 71.18 38.15

5.2.2 Japanese-to-English Translation

Next, we conducted J-E translation experiments
using the same corpus. The numbers of entries in
the language models were 0.2 M, 3.1 M, 4.1 M, 5.7
M, and 5.9 M for 1, 2, 3, 4, and 5grams The im-
provement. The number of entries in the phrase-
table was 76 M. For parsing of Japanese, we used
the dependency structure analyzer CaboCha. From
the dependency structure, Japanese bracketed trees
were generated. The combination of constraints in
these experiments was the same as those of the E-J
translation experiments.

Table 4 shows the translation results of sentence
evaluation with the top five alignment scores. In
comparing the original ITG constraints (ITG) with
the proposed IST-ITG (IST), BLEU was improved
by 1.21 points, and by in 3.81% in WER. The
largest improvement was in WER, and BLEU had
the next largest. This particular improvement order
of these evaluation measures was the same as that
of the E-J translation experiments. When IBM con-
straints were used at the same time (IBM+ITG and
IBM+IST), there was no improvement in BLEU, but
WER improved by 3.89%. When the lexical reorder-
ing model was used at the same time (IBM+LR and
IBM+LR+IST), there was also no improvement in
BLEU, but WER improved by 4.47%. One pos-
sible reason for the small (or no) improvement in
BLEU is the lower parsing accuracy of Japanese
compared with that of the English. However, better
the WER figure indicates that using IST-ITC con-
straints leads to better word order. In the Appendix,
differences in the translation results for the first five
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evaluation sentences between IBM+LR (Baseline:)
and IBM+LR+IST (Proposed:) are shown.

Table 4: Evaluation results in J-E patent translation

BLEU NIST WER PER
Monotone 26.29 7.25 76.42 40.85

No constraint 26.20 7.18 81.41 40.76
IBM 27.87 7.34 78.16 39.94
ITG 27.01 7.24 80.43 40.50

IBM+ITG 28.16 7.35 78.04 40.07
IBM+LR 29.93 7.54 77.27 39.12

IST 28.32 7.31 76.62 40.67
IBM+IST 28.14 7.32 74.13 40.40

IBM+LR+IST 29.77 7.50 72.80 39.73

5.3 NIST MT08 English-to-Chinese
Translation Experiments

Next, we conducted English-to-Chinese (E-C) news-
paper translation experiments for different language
pairs. The training and evaluation corpora were used
in the NIST MT08 evaluation campaign English-to-
Chinese translation track. For the translation model
training, we used 6.2M bilingual sentences. For the
language model training, we used 20.1M sentences.
A development set with 1,664 sentences was used
as evaluation data in the Chinese-to-English transla-
tion track in the NIST MT07 evaluation campaign.
A single reference was used in the development
set. The evaluation set with 1,859 sentences is the
same as MT08’s evaluation data, with 4 references.
Model training and decoding conditions were the
same as those in the E-J experiments. In both base-
line and proposed condition, IBM constraints and
lexical reordering model were used at the same time.
Therefore, the baseline conditions correspond to the
IBM+LR condition in the J-E experiments, the pro-
posed conditions correspond to the IBM+LR+IST in
the J-E experiments.

The evaluation unit was both the Chinese char-
acter and word as defined by the PKU corpus. As
in the E-J experiments, the improvements in WER
and CER (character error rate) were large. The im-
provements in WER, CER, word BLEU, and charac-
ter BLEU were 5.3% (from 75.0% to 69.7%), 6.2%
(from 74.1% to 67.9%), 2.2-points (from 21.0 to

23.2), and 1.8-points (from 35.2 to 37.0) respec-
tively. We again demonstrated that the proposed
method is effective (especially in WER) for multi-
ple language pairs.

6 Conclusion

We proposed new word reordering constraints for
PBSMT using source tree structure. The proposed
IST-ITG constraints are extensions of the ITG con-
straints. In ITG constraints, the instance of the
source-side tree is not taken into account. On the
other hand, in IST-ITG constraints, the tree that
is obtained by source sentence parsing is imposed
on the decoding process. Therefore, IST-ITG con-
straints are stronger than those of the original ITG.
For example, for four-word source sentences, IST-
ITG constraints allow eight word orderings in a tar-
get sentence compared with twenty-two orderings
under the original ITG constraints. IST-ITG con-
straints can be applied to a common decoder to de-
termine a target sentence from one-pass without re-
scoring. In our E-J patent translation experiments,
the proposed method resulted in a 2.7-point im-
provement in BLEU and a 5.7% improvement in
WER compared with those of the original ITG con-
straints. In this paper we have argued the WER is
the most appropriate measure to gauge the effective-
ness of our approach since it gives importance to the
global word order. Our approach gave rise to con-
siderable gains in term of WER in all of our experi-
ments, indicating that a respectable improvement in
global word order was achieved. The improvement
could clearly be seen from visual inspection of the
output, a few examples of which are presented in
the following Appendix.

A Samples from the Translation of
Japanese Patent into English

A.1 Sentence 1

Source:
���������
	���
��
���
��	���
������

����� �!�#"�$&%'�#(�)�*�+
,�-.	 /�01*�+
,
-2	&�43.57698.��:;)=<>,�?;@�A&B�CED�F

Reference: and, the kinetic energy of the liquid filled
between the rotor 16 and stator 15 is converted into
thermal energy to thereby produce a brake torque.
Baseline: then, the rotor 16 and the kinetic energy is
converted to thermal energy braking torque is gener-
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ated between the liquid filled in the stator 15.
Proposed: then, the rotor 16 and between the stator
15, the liquid filling the kinetic energy is converted
to thermal energy braking torque is generated.

A.2 Sentence 2

Source: ������� ,��
	���
>�������������;���� ��� , ���
)���,
�
� ���� "! @$#�%�"�& �'	�&D�F
Reference: a sealant 7, which serves as a seal for
cutting gas 9, also serves as a guide for the moving
holder 3.
Baseline: the seal and movement of the holder 3 also
serves as a guide for the seal member 7 is a work gas
9.
Proposed: 7 denotes a seal material, which also
serves as a guide for the working gas 9 described
later seal and movement of the holder 3.

A.3 Sentence 3

Source: ( � �*)�+�,�-E�/.*0�1E�32�4�5�/768	�9
 �9(*:<; � 2�475 //6�	��.D�=���@?>*@�� �A 
 �3B�C7��D�E;�2� ����F.?/G�,�H9IKJML 	�N
��OQP95SRSD�E��2� ��T�D$U�V1@$W��2� ��X�Y2C
D9F
Reference: suppose that the red signal light of a traf-
fic signal installed at a crossing situated ahead is on,
the driver has recognized the red signal light, and
the driver ’s foot is about to shift from the accelera-
tor pedal to the brake pedal to stop the vehicle.
Baseline: next , the tread brake by the driver, the
accelerator to be stopped from the traffic of recog-
nizing traffic signals is ” red ” and the intersection
ahead of the vehicle is red, it is described as an ex-
ample.
Proposed: next, a case will be exemplified below so
as to tread brakes from the accelerator to be stopped,
and of recognizing traffic signals of red, the driver is
” red ” and is traffic light ahead of the vehicle.

A.4 Sentence 4

Source:
6�I ����Z�[�\�]1�/^�_ @K`ba'c�d!� �

[*eE/gf�h �ji C�TSD�E��K,*k*l �Km�n*o��p�<q
@$r�s � � �<t<uSv�	�w<T2F

Reference: in addition, this method is not econom-
ical because it requires special steps such as pre-
washing of the substrate surface, pre-treatments for
providing the substrate with adherability to a coat-
ing, a drying step and the like.
Baseline: further, the coating film is apt to be de-
posited on the surface of the object to be coated by
washing and drying process is required, and the pre-
liminary process advance not economical.
Proposed: further, to clean the surface of the object
to be coated beforehand so as to facilitate the ad-
hesion of the coating film preprocessing and drying
process is required, and not economical.

A.5 Sentence 5

Source: x���y�z�{ @}| � ��~2% 
 �'�3�g��@�&K��g��� �4����D9F
Reference: an oil passage 4 is formed as a hollow
portion in the main body 1.
Baseline: 4 is a hollow portion of the body 1 with an
oil supply passage is shown.
Proposed: 4 is an oil supply passage, with a hollow
portion of the main body 1.
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Abstract

We describe a scalable decoder for parsing-
based machine translation. The decoder is
written in JAVA and implements all the es-
sential algorithms described in Chiang (2007):
chart-parsing, m-gram language model inte-
gration, beam- and cube-pruning, and unique
k-best extraction. Additionally, parallel
and distributed computing techniques are ex-
ploited to make it scalable. We also propose
an algorithm to maintain equivalent language
model states that exploits the back-off prop-
erty of m-gram language models: instead of
maintaining a separate state for each distin-
guished sequence of “state” words, we merge
multiple states that can be made equivalent for
language model probability calculations due
to back-off. We demonstrate experimentally
that our decoder is more than 30 times faster
than a baseline decoder written in PYTHON.
We propose to release our decoder as an open-
source toolkit.

1 Introduction

Large-scale parsing-based statistical machine trans-
lation (MT) has made remarkable progress in the
last few years. The systems being developed differ
in whether they use source- or target-language syn-
tax. For instance, the hierarchical translation sys-
tem of Chiang (2007) extracts a synchronous gram-
mar from pairs of strings, Quirk et al. (2005), Liu et
al. (2006) and Huang et al. (2006) perform syntac-
tic analyses in the source-language, and Galley et al.
(2006) use target-language syntax.

A critical component in parsing-based MT sys-
tems is the decoder, which is complex to imple-

ment and scale up. Most of the systems described
above employ tailor-made, dedicated decoders that
are not open-source, which results in a high barrier
to entry for other researchers in the field. How-
ever, with the algorithms proposed in (Huang and
Chiang, 2005; Chiang, 2007; Huang and Chiang,
2007), it is possible to develop a general-purpose de-
coder that can be used by all the parsing-based sys-
tems. In this paper, we describe an important first-
step towards an extensible, general-purpose, scal-
able, and open-source parsing-based MT decoder.
Our decoder is written in JAVA and implements all
the essential algorithms described in Chiang (2007):
chart-parsing, m-gram language model integration,
beam- and cube-pruning, and unique k-best extrac-
tion. Additionally, parallel and distributed comput-
ing techniques are exploited to make it scalable.

Straightforward integration of an m-gram lan-
guage model (LM) into a parsing-based decoder
substantially increases its computational complex-
ity. Therefore, it is important to develop efficient
methods for LM integration. We propose an algo-
rithm to maintain equivalent LM states by exploit-
ing the back-off property of m-gram LMs. Specifi-
cally, instead of maintaining a separate state for each
distinguished sequence of “state” words, we merge
multiple states that can be made equivalent for LM
calculations by anticipating such back-off.

We demonstrate experimentally that our decoder
is 38 times faster than a previous decoder written in
PYTHON. Furthermore, the distributed computing
permits improving translation quality via large-scale
LMs. We have successfully use our decoder to trans-
late about a million sentences in a parallel corpus for
large-scale discriminative training experiments.
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2 Parsing-based MT Decoder

In this section, we discuss the core algorithms imple-
mented in our decoder. These algorithms have been
discussed by Chiang (2007) in detail, and we reca-
pitulate the essential parts here for completeness.

2.1 Grammar Formalism

Our decoder assumes a probabilistic synchronous
context-free grammar (SCFG). Following the nota-
tion in Venugopal et al. (2007), a probabilistic SCFG
comprises a set of source-language terminal sym-
bols TS , a set of target-language terminal symbols
TT , a shared set of nonterminal symbols N , and a
set of rules of the form

X → 〈γ, α,∼, w〉 , (1)

where X ∈ N , γ ∈ [N∪TS ]∗ is a (mixed) sequence
of nonterminals and source terminals, α ∈ [N∪TT ]∗

is a sequence of nonterminals and target terminals,
∼ is a one-to-one correspondence or alignment be-
tween the nonterminal elements of γ and α, and
w ≥ 0 is a weight assigned to the rule. An illus-
trative rule for Chinese-to-English translation is

NP → 〈NP0{ NP1 , NP1 of NP0 〉 ,

where the Chinese word { (pronounced de or di)
means of, and the alignment, encoded via subscripts
on the nonterminals, causes the two noun phrases
around { to be reordered around of in the transla-
tion. The rule weight is omitted in this example.

A bilingual SCFG derivation is analogous to a
monolingual CFG derivation. It begins with a pair
of aligned start symbols. At each step, an aligned
pair of nonterminals is rewritten as the two corre-
sponding components of a single rule. In this sense,
the derivations are generated synchronously.

Our decoder presently handles SCFGs of the kind
extracted by Heiro (Chiang, 2007), but is easily ex-
tensible to more general SCFGs and closely related
formalisms such as synchronous tree substitution
grammars (Eisner, 2003; Chiang, 2006).

2.2 MT Decoding as Chart Parsing

Given a source-language sentence f∗, the decoder
must find the target-language yield e(D) of the best

derivation D among all derivations with source-
language yield f(D) = f∗, i.e.

e∗ = e

(
arg max

D : f(D)=f∗
w(D)

)
, (2)

where w(D) is the composite weight of D.
The parser may be treated as a deductive proof

system (Shieber et al., 1995). Formally (cf. (Chiang,
2007)), a parser defines a space of weighted items,
with some items designated as axioms and some as
goals, and a set of inference rules of the form

I1 : w1 · · · Ik : wk

I : w
φ ,

which states that if all the antecedent items Ii are
provable, respectively with weight wi, then the con-
sequent item I is provable with weight w, provided
the side condition φ holds. For a grammar with a
maximum of two (pairs of) nonterminals per rule1,
Figure 1 illustrates the resulting chart parsing proce-
dure, including the integration of an m-gram LM.

The actual decoding algorithm maintains a chart,
which contains an array of cells. Each cell in turn
maintains a list of proved items. The parsing process
starts with the axioms, and proceeds by applying the
inference rules to prove more and more items until
a goal item is proved. Whenever the parser proves a
new item, it adds the item to the appropriate chart
cell. It also maintains backpointers to antecedent
items, which are used for k-best extraction, as dis-
cussed in Section 2.4 below.

In a SCFG-based decoder, an item is identi-
fied by its source-language span, left-side non-
terminal label, and left- and right-context for the
target-language m-gram LM. Therefore, in a given
cell, the maximum possible number of items is
O(|N ||TT |2(m−1)), and the worst case decoding
complexity is

O
(
|N |K |TT |2K(m−1)n3

)
, (3)

where K is the maximum number of nonterminal
pairs per rule and n is the source-language sentence
length (Venugopal et al., 2007).

1For more general grammars with K ≥ 2 pairs of non-
terminals per rule, see Venugopal et al. (2007).
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X→〈γ,α〉:w (X → 〈γ, α, w〉) ∈ G

X→〈fj
i+1, α〉 : w

[X, i, j; q(α)] : wp(α)

Z→〈f i1
i+1Xfj

j1+1, α〉 : w [X,i1,j1;e1] : w1

[Z, i, j; q(α′ )] : ww1p(α′ )
α
′
= α[e1/X]

Z→〈f i1
i+1X1f

i2
j1+1Y2fj

j2+1, α〉 : w [X,i1,j1;e1] : w1 [Y,i2,j2;e2] : w2

[Z, i, j; q(α
′
)] : ww1w2p(α

′
)

α
′
= α[e1/X1, e2/Y2]

Goal item: [S, 0, n; 〈s〉m−1 ? e〈/s〉]

Figure 1: Inference rules from Chiang (2007) for a parser with an m-gram LM. G denotes the translation grammar.
w[x/X] denotes substitution of the string x for the symbol X in the string w. The function p(·) provides the LM
probability for all complete m-grams in a string, while the function q(·) elides symbols whose m-grams have been
accounted for by p(·). Details about the functions p(·) and q(·) are provided in Section 4.

2.3 Pruning in a Decoder

Severe pruning is needed in order to make the decod-
ing computationally feasible for SCFGs with large
vocabularies TT and detailed nonterminal sets. In
our decoder, we incorporate two pruning techniques
described by (Chiang, 2007; Huang and Chiang,
2007). For beam pruning, in each cell, we discard
all items whose weight is worse, by a relative thresh-
old β, than the weight of the best item in the same
cell. If too many items pass the threshold, a cell only
retains the top-b items by weight. When combining
smaller items to obtain a larger item by applying an
inference rule, we use cube-pruning to simulate k-
best extraction in each destination cell, and discard
combinations that lead to an item whose weight is
worse than the best item in that cell by a margin of
ε.

2.4 k-best Extraction Over Hyper-graphs

For each source-language sentence f∗, the output
of the chart-parsing algorithm may be treated as a
hyper-graph representing a set of likely hypotheses
D in (2). Briefly, a hyper-graph is a set of vertices
and hyper-edges, with each hyper-edge connecting
a set of antecedent vertices to a consequent vertex,
and a special vertex designated as the target vertex.
In parsing parlance, a vertex corresponds to an item
in the chart, a hyper-edge corresponds to a SCFG
rule with the nonterminals on the right-side replaced
by back-pointers to antecedent items, and the target

vertex corresponds to the goal item2.
Given a hyper-graph for a source-language sen-

tence f∗, we use the k-best extraction algorithm of
Huang and Chiang (2005) to extract its k most likely
translations. Moreover, since many different deriva-
tions D in (2) may lead to the same target-language
yield e(D), we adopt the modification described in
Huang et al. (2006) to efficiently generate the unique
k best translations of f∗.

3 Parallel and Distributed Computing

Many applications of parsing-based MT entail the
use of SCFGs extracted from millions of bilin-
gual sentence pairs and LMs extracted from bil-
lions of words of target-language text. This requires
the decoder to make use of distributed computing
to spread the memory required to load large-scale
SCFGs and LMs onto multiple processors. Further-
more, techniques such as iterative minimum error-
rate training (Och et al., 2003) as well as web-based
MT services require the decoder to translate a large
number of source-language sentences per unit time.
This requires the decoder to make use of parallel
computing to utilize each individual multi-core pro-
cessor more effectively. We have incorporated two
such performance enhancements in our decoder.

2In a decoder integrating an m-gram LM, there may be mul-
tiple goal items due to different LM contexts. However, one can
image a single goal item identified by the span [0, n] and the
goal nonterminal S, but not by the LM contexts.
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3.1 Parallel Decoding

We have enhanced our decoder to translate multiple
source-language sentences in parallel by exploiting
the ability of a multi-core processor to concurrently
run several threads that share memory. Specifi-
cally, given one (or more) document(s) containing
multiple source-language sentences, the decoder au-
tomatically splits the set of sentences into several
subsets, and initiates concurrent decoding threads;
once all the threads finish, the main thread merges
back the translations. Since all the threads naturally
share memory, the decoder needs to load the (large)
SCFG and LM into memory only once. This multi-
threading provides a very significant speed-up.

3.2 Distributed Language Models

It is not possible in some cases to load a very large
LM into memory on a single machine, particularly
if the SCFG is also very large. In other cases, load-
ing the LM each time the decoder runs may be too
time-consuming relative to the time required for de-
coding itself, such as in iterative decoding with up-
dated combination weights during minimum error-
rate training. It is therefore desirable to have dedi-
cated servers to load parts of the LM3 — an idea that
has been exploited by (Zhang et al., 2006; Emami et
al., 2007; Brants et al., 2007).

Our implementation can load a (partitioned) LM
on different servers before initiating decoding. The
decoder remotely calls the servers to obtain individ-
ual LM probabilities, and linearly interpolates them
on the fly using a given set of interpolation weights.
With this architecture, one can deal with a very large
target-language text corpus by splitting it into many
parts and training separate LMs from each. The run-
time interpolation capability may also be used for
LM adaptation, e.g. for building document-specific
language models.

To mitigate potential network communication de-
lays inherent to a distributed LM, we implement a
simple cache mechanism in the decoder. The cache
saves the outcomes of the most recent LM calls,
including interpolated LM probabilities; the cache
is reset whenever its size exceeds a threshold. We
could have maintained a cache at each LM server
as well; however, the resultant saving is not signif-

3Similarly, distributing the SCFG is also possible.

icant because the trie data-structures used to imple-
ment m-gram LMs are quite fast relative to the cache
lookup overhead.

4 Equivalent LM-state Maintenance

It is clear from the complexity (3) of the inference
rules (Figure 1) that a straightforward integration
of an m-gram LM adds a multiplicative factor of
|TT |2K(m−1) to the computational complexity of the
decoder, where TT is the set of target-language ter-
minal symbols. We illustrate in this section how this
potentially very large multiplier can be dramatically
reduced by exploiting the structure of the LM.

4.1 Applying an m-gram LM in the Decoder
Integrating an LM into chart parsing requires two
functions p(·) and q(·) (see Figure 1) that oper-
ate on strings over TT ∪ {?}, where ? is a special
“placeholder” symbol for an elided part of a target-
language string.

The function p(e) calculates the LM probability
of the complete m-grams in e ≡ e1 . . . el, i.e.

p(e1 . . . el) =
∏

m≤ i≤ l & ? 6∈ ei
i−(m−1)

PLM(ei |hi) , (4)

where hi = ei−(m−1) . . . ei−1 is the m−1-word
“LM history” of the target-language word ei.

Since the p-probability of e does not include the
LM probability for the partial m-grams (i.e., the first
(m− 1) words) of e, the exact weights of two items
[X, i, j; e] and [X, i, j; e′] in the chart are not avail-
able during the bottom-up pruning of Section 2.3.
Therefore, as an approximation, we also compute

p̂(e) =
min{m−1, |e|}∏

k=1

PLM(ek | e1 . . . ek−1), (5)

an estimate of the LM probability of the m−1-gram
prefix of e. This estimated probability is taken into
account for pruning purposes (only).

The function q(e1 . . . el) determines the left and
right LM states that must be maintained for future
computation of the exact LM probability, respec-
tively, of e1 . . . em−1 and el+1 . . . el+m−1.

q(e1 . . . el) (6)

=

{
e1 . . . el if l < m− 1,

e1 . . . em−1 ? el−(m−2) . . . el otherwise.
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4.2 Back-off Parameterization of m-gram LMs

While many different methods are popular for esti-
mating m-gram LMs, most store the estimated LM
parameters in the ARPA back-off file format; using
the notation ej

i to denote a target-language word se-
quence ei ei+1 . . . ej , the LM probability calcula-
tion is carried out as

PBO(em | em−1
1 ) (7)

=

{
π(em

1 ) if em
1 ∈ LM

β(em−1
1 )× PBO(em | em−1

2 ) otherwise,

where the lower order probability PBO(em | em−1
2 )

is recursively defined in the same way, and β(em−1
1 )

is the back-off weight of the history. The LM file
contains the parameter π(·) for each listed m-gram,
and the parameters π(·) and β(·) for each listed m̃-
gram, 1 ≤ m̃ < m; for unlisted m̃-grams, β(·) = 1
by definition.

Observe from (7) that if em
1 is not listed in the LM,

the back-off weight β(·) is the same for all words
em, and the backed-off probability PBO(em | ·) is the
same for all words e1. Furthermore, as m grows, the
fraction of possible m-grams actually observed in a
training corpus diminishes rapidly.

4.3 The Equivalent LM State of an Item

The maximum possible number of items in a cell in-
creases exponentially with the LM order m, as dis-
cussed in Section 2.2. With pruning (cf. Section
2.3), we restrict the maximum number of items in
each cell to some threshold b. Intuitively, therefore,
if we increase the LM order m, we should also in-
crease the beam size b to reduce search errors. This
could slow down the decoder significantly.

Recall from the previous subsection, however,
that when m increases, the fraction of m-grams
that will need to back-off also increases. Moreover,
even for modest values of m, the decoder consid-
ers many “unseen” m-grams (due to reordering and
translation combinations) that do not appear in natu-
ral texts, leading to frequent back-off during the LM
probability calculation (7). In this subsection, we
propose a method to collapse equivalent LM states
so that the decoder effectively considers many more
items in each cell without increasing beam size.

We merge multiple LM states (6) that already
have—or back-off to—the same “LM history” in
the calculation (7) of LM probabilities, e.g. due
to different unlisted m-grams that back-off to the
same m−1-gram. For simplicity, we only consider
LM state merging by the function q(·) of (6) when
l ≥ m−1.

Though the equivalent LM state maintenance
technique is discussed here in the context of a
parsing-based MT decoder, it is also applicable to
standard left-to-right phrase-based decoders. In par-
ticular, the right-side equivalent LM state mainte-
nance proposed in Section 4.3.1 may be used.

4.3.1 Obtaining the Equivalent Right LM State
Recall that the right LM state el

l−(m−2) of el
1

serves as the “LM history” for calculating the ex-
act LM probabilities of the yet-to-be-determined
word el+1. Recall further the computation (7) of
PBO(el+1 | el

l−(m−2)).

• If the m-gram el+1
l−(m−2) is not listed in the LM

for any word el+1, then the LM will back-off to
PBO(el+1 | el

l−(m−3)), which does not depend
on the word el−(m−2).

• If the m−1-gram el
l−(m−2) also is not listed in

the LM, then β(el
l−(m−2)) = 1.

If these two conditions hold true, q(·) may safely
elide the word el−(m−2) in (6) no matter what words
follow el

1. The right LM state is thus reduced from
m− 1 words to m− 2 words.

The argument above can be applied recursively
to the resulting right LM state el

l−(m−2)+i, where
i ∈ [0,m − 2], leading to the equivalent right state
computation procedure of Figure 2. The procedure
IS-A-PREFIX(em̃

1 ) checks if its argument em̃
1 is a pre-

fix of any k-gram listed in the LM, k ∈ [m̃,m].

4.3.2 Obtaining the Equivalent Left LM State
Recall that the left LM state em−1

1 of el
1 is

the prefix whose exact LM probability is unknown
during bottom-up parsing, and is replaced by the
estimated probability p̂(em−1

1 ) of (5) for pruning
purposes. Recall further the computation (7) of
PBO(em−1 | em−2

0 ).

• If the m-gram em−1
0 is not listed in the LM

for any word e0, then it will back-off to
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EQ-R-STATE (el
l−(m−2))

1 ers← el
l−(m−2)

2 for i ← 0 to m− 2 ¤ left to right
3 if IS-A-PREFIX (el

l−(m−2)+i)
4 break ¤ stop reducing ers
5 else
6 ers← el

l−(m−2)+i+1 ¤ reduce state
7 return ers

Figure 2: Equivalent Right LM State Computation.

PBO(em−1 | em−2
1 ), which can be computed

right away based on em−1
1 without waiting for

the unknown e0. Moreover, the back-off weight
β(em−2

0 ) does not depend on the word em−1.

Therefore, q(·) may safely elide the word em−1, and
reduce the left LM state in (6) from em−1

1 to em−2
1 .

Also, p(·) should also co-opt PBO(em−1 | em−2
1 ) into

the complete m-gram probability of (4) and p̂(·)
should exclude em−1 in (5).

The argument above can again be applied recur-
sively to the resulting left LM state ei

1, i ∈ [1,m−1],
leading to the equivalent left state procedure of Fig-
ure 3. The procedure IS-A-SUFFIX(em̃

1 ) checks if
em̃
1 is a suffix of any listed k-gram in the LM, k ∈

[m̃,m]. In Figure 3, fin refers to the probability
that can be computed right away based on the state
itself, for co-opting into the complete m-gram prob-
ability of (4) as mentioned above.

4.3.3 Modified Cost Functions for Parsing
When carrying out the reduction of the left and

right LM states to their shortest equivalents, the for-
mula (4) for calculating the probability of the com-
plete m-grams in an item [X, i, j; e], where e = el

1,
is modified as

p(el
1)

= EQ-L-STATE(em−1
1 ).fin×

∏

m≤ i≤ l & ? 6∈ ei
i−(m−1)

PLM(ei |hi)

with the further qualification that some care must be
taken later to incorporate the back-off weights of the
“LM histories” of the suffix of em−1

1 that went miss-
ing due to left LM state reduction.

EQ-L-STATE (em−1
1 )

1 els← em−1
1

2 fin← 1 ¤ update to final probability p
3 for i ← m− 1 to 1 ¤ right to left
4 if IS-A-SUFFIX(ei

1)
5 break ¤ stop reducing els
6 else
7 fin← PBO(ei | ei−1

1 )× fin
8 els← ei−1

1 ¤ reduce state
9 return els, fin

Figure 3: Equivalent Left LM State Computation.

The estimated probability of the left LM state is
modified as

p̂(e) =

{
p̂(e) if |e| < m− 1
p̂(EQ-L-STATE(em−1

1 ).els) otherwise,

with p̂ as defined in (5).
Finally, the LM state function is

q(el
1)

=





e1 . . . el if l < m− 1

EQ-L-STATE(em−1
1 ).els ?

EQ-R-STATE(el
l−(m−2)).ers otherwise.

4.3.4 Suffix and Prefix Look-Up
As done in the SRILM toolkit (Stolcke, 2002), a

back-off m-gram LM is stored using a reverse trie
data structure. We store the suffix and prefix infor-
mation in the same data structure without incurring
much additional memory cost. Specifically, the pre-
fix information is stored at the back-off state, while
the suffix information is stored as one bit alongside
the regular m-gram probability.

5 Experimental Results

In this section, we evaluate the performance of our
decoder on a Chinese to English translation task.

5.1 System Training
We use various parallel text corpora distributed by
the Linguistic Data Consortium (LDC) for the NIST
MT evaluation. The parallel data we select contains
about 570K Chinese-English sentence pairs, adding
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up to about 19M words on each side. To train the
English language models, we use the English side
of the parallel text and a subset of the English Giga-
word corpus, for a total of about 130M words.

We use the GIZA toolkit (Och and Ney, 2000),
a suffix-array architecture (Lopez, 2007), the
SRILM toolkit (Stolcke, 2002), and minimum er-
ror rate training (Och et al., 2003) to obtain word-
alignments, a translation model, language models,
and the optimal weights for combining these mod-
els, respectively.

5.2 Improvements in Decoding Speed

We use a PYTHON implementation of a state-of-
the-art decoder as our baseline4 for decoder compar-
isons. For a direct comparison, we use exactly the
same models and pruning parameters. The SCFG
contains about 3M rules, the 5-gram LM explicitly
lists about 49M k-grams, k = 1, 2, . . . , 5, and the
pruning uses β = 10, b = 30 and ε = 0.1.

Decoder
Speed BLEU-4

(sec/sent) MT ’03 MT ’05
Python 26.5 34.4% 32.7%

Java 1.2 34.5% 32.9%
Java (parallel) 0.7

Table 1: Decoder Comparison: Translation speed and
quality on the 2003 and 2005 NIST MT benchmark tests.

As shown in Table 1, the JAVA decoder (without
explicit parallelization) is 22 times faster than the
PYTHON decoder, while achieving slightly better
translation quality as measured by BLEU-4 (Pap-
ineni et al., 2002). The parallelization further speeds
it up by a factor of 1.7, making the parallel JAVA de-
coder is 38 times faster than the PYTHON decoder.

We have used the decoder to successfully decode
about one million sentences for a large-scale dis-
criminative training experiment.

5.3 Impact of a Distributed Language Model

We use the SRILM toolkit to build eight 7-gram lan-
guage models, and load and call the LMs using a

4We are extremely thankful to Philip Resnik at University of
Maryland for allowing us the use of their PYTHON decoder as
the baseline. Thanks also go to David Chiang who originally
implement the decoder.

distributed LM architecture5 as discussed in Section
3.2. As shown in Table 2, the 7-gram distributed lan-
guage model (DLM) significantly improves trans-
lation performance over the 5-gram LM. However,
decoding is significantly slower (12.2 sec/sent when
using the non-parallel decoder) due to the added net-
work communication overhead.

LM type # k-grams MT ’03 MT ’05
5-gram LM 49 M 34.5% 32.9%
7-gram DLM 310 M 35.5% 33.9%

Table 2: Distributed language model: the 7-gram LM
cannot be loaded alongside the SCFG on a single ma-
chine; via distributed computing, it yields significant im-
provement in BLEU-4 over a 5-gram.

5.4 Utility of Equivalent LM States
To reduce the number of search errors, one may ei-
ther increase the beam size, or employ techniques
such as the equivalent LM state maintenance de-
scribed in Section 4. In this subsection, we compare
the tradeoff between the search effort (measured by
decoding time per sentence) and the search qual-
ity (measured by the average model cost of the best
translation found).

Intuitively, collapsing equivalent LM states is use-
ful only when the language model is very sparse, i.e.,
most of the evaluated m-grams will need to back-
off. A sparse LM is obtained in practice by using
a large order m relative to the amount of training
data. To test this intuition, we train a 7-gram LM
using only the English side of the parallel text (∼
19M words). Figure 4 compares maintenance of
the full LM state v/s the equivalent LM state. The
beam size b for decoding with equivalent LM states
is fixed at 30; it is increased considerably—30, 50,
70, 90, 120, and 150—with the full LM state in
an effort to reduce search errors. It is clear from
the figure that collapsing items that differ due only
to equivalent LM states improves the search quality
considerably while actually reducing search effort.
This shows the effectiveness of equivalent LM state
maintenance.

5Since our distributed LM architecture dynamically interpo-
lates multiple LM scores, it cannot yet exploit the equivalent
LM state maintenance of Section 4, for different LMs will have
different reduced LM states. We will address this in the future.
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Search Effort vs Search Quality
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Figure 4: Search quality with equivalent 7-gram LM state
maintenance (EquivLM) and without it (Baseline) as a
function of search effort as controlled by the beam size.

We also train a 3-gram LM using an English cor-
pus of about 130M words, and repeat the above ex-
periments. In this case, maintaining equivalent LM
states costs more decoding time than using the full
LM state to achieve the same search quality. This
is due partly to our inefficient implementation of the
prefix- and suffix-lookup required to determine the
equivalent LM state, and partly to the fact that with
130M words, a 3-gram LM backs off less frequently.

6 Conclusions

We have described a scalable decoder for parsing-
based machine translation. It is written in JAVA and
implements all the essential algorithms described
in Chiang (2007): chart-parsing, m-gram language
model integration, beam- and cube-pruning, and
unique k-best extraction. Additionally, parallel and
distributed computing techniques are exploited to
make it scalable. We demonstrate that our decoder
is 38 times faster than a baseline decoder written in
PYTHON, and that the distributed language model
is very useful to improve translation quality in a
large-scale task. We also describe an algorithm that
exploits the back-off property of an m-gram model
to maintain equivalent LM states, and show that bet-
ter search quality is obtained with less search effort
when the search space is organized to exploit this
equivalence. We plan to incorporate some additional
syntax-based components into the decoder and re-
lease it as an open-source toolkit.
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Abstract

This paper presents an improved formally
syntax-based SMT model, which is enriched
by linguistically syntactic knowledge obtained
from statistical constituent parsers. We pro-
pose a linguistically-motivated prior deriva-
tion model to score hypothesis derivations on
top of the baseline model during the trans-
lation decoding. Moreover, we devise a
fast training algorithm to achieve such im-
proved models based on tree kernel meth-
ods. Experiments on an English-to-Chinese
task demonstrate that our proposed models
outperformed the baseline formally syntax-
based models, while both of them achieved
significant improvements over a state-of-the-
art phrase-based SMT system.

1 Introduction

In recent years, syntax-based translation models
(Chiang, 2007; Galley et al., 2004; Liu et al., 2006)
have shown promising progress in improving trans-
lation quality. There are two major elements ac-
counting for such an improvement: namely the in-
corporation of phrasal translation structures adopted
from widely applied phrase-based models (Och
and Ney, 2004) to handle local fluency, and the
engagement of synchronous context-free grammars
(SCFG), which enhances the generative capacity of
the underlying model that is limited by finite-state
machinery.

Approaches to syntax-based translation models
using SCFG can be further categorized into two
classes, based on their dependency on annotated cor-

pus. Following Chiang (Chiang, 2007), we note the
following distinction between these two classes:

• Linguistically syntax-based: models that utilize
structures defined over linguistic theory and
annotations (e.g., Penn Treebank), and SCFG
rules are derived from parallel corpus that is
guided by explicitly parsing on at least one side
of the parallel corpus. Examples among others
are (Yamada and Knight, 2001) and (Galley et
al., 2004).

• Formally syntax-based: models are based on
hierarchical structures of natural language but
synchronous grammars are automatically ex-
tracted from parallel corpus without any usage
of linguistic knowledge or annotations. Exam-
ples include Wu’s (Wu, 1997) ITG and Chi-
ang’s hierarchical models (Chiang, 2007).

While these two often resemble in appearance,
from practical viewpoints, there are some distinc-
tions in training and decoding procedures differen-
tiating formally syntax-based models from linguis-
tically syntax-based models. First, the former has
no dependency on available linguistic theory and
annotations for targeting language pairs, and thus
the training and rule extraction are more efficient.
Secondly, the decoding complexity of the former is
lower 1, especially when integrating a n-gram based

1The complexity is dominated by synchronous parsing and
boundary words keeping. Thus binary SCFG employed in for-
mally syntax-based systems help to maintain efficient CKY de-
coding. Recent work by (Zhang et al., 2006) shows a practi-
cally efficient approach that binarizes linguistically SCFG rules
when possible.
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language model, which is a key element to ensure
translation output quality.

On the other hand, available linguistic theory
and annotations could provide invaluable benefits in
grammar induction and scoring, as shown by recent
progress on such models (Galley et al., 2006). In
contrast, formally syntax-based grammars often lack
explicit linguistic constraints.

In this paper, we propose a scheme to enrich for-
mally syntax-based models with linguistically syn-
tactic knowledge. In other words, we maintain our
grammar to be based on formal syntax on surface,
but incorporate linguistic knowledge into our mod-
els to leverage syntax theory and annotations.

Our goal is two-fold. First, how to score SCFG
rules whose general abstraction forms are unseen in
the training data is an important question to answer.
In hierarchical models, Chiang (Chiang, 2007) uti-
lizes heuristics where certain assumptions are made
on rule distributions to obtain relative frequency
counts. We intend to explore if additional linguisti-
cally parsing information would be beneficial to im-
prove the scoring of formally syntactic SCFG gram-
mars. Secondly, we note that SCFG-based models
often come with an excessive memory consumption
as its rule size is an order of magnitude larger com-
pared to phrase-based models, which challenges its
practical deployment for online real-time translation
tasks. Furthermore, formal syntax rules are often re-
dundant as they are automatically extracted without
linguistic supervision. Therefore, we are motivated
to study approaches to further score and rank formal
syntax rules based on syntax-inspired methods, and
eventually to prune unnecessary rules without loss
of performance in general.

In our study, we propose a linguistically-
motivated method to train prior derivation models
for formally syntax-based translation. In this frame-
work, prior derivation models can be viewed as a
smoothing of rule translation models, addressing
the weakness of the baseline model estimation that
relies on relative counts obtained from heuristics.
First, we apply automatic parsers to obtain syntax
annotations on the English side of the parallel cor-
pus. Next, we extract tree fragments associated with
phrase pairs, and measure similarity between such
tree fragments using kernel methods (Collins and
Duffy, 2002; Moschitti, 2006). Finally, we score

and rank rules based on their minimal cluster sim-
ilarity of their nonterminals, which is used to com-
pute the prior distribution of hypothesis derivations
during decoding for improved translation.

The remainder of the paper is organized as fol-
lows. We start with a brief review of some related
work in Sec. 2. In Sec. 3, we describe our formally
syntax-based models and decoder implementation,
that is established as our baseline system. Sec. 4
presents the approach to score formal SCFG rules
using kernel methods. Experimental results are pro-
vided in Sec. 5. Finally, Sec. 6 summarized our con-
tributions with discussions and future work.

2 Related Work

Syntax-based translation models engaged with
SCFG have been actively investigated in the liter-
ature (Wu, 1997; Yamada and Knight, 2001; Gildea,
2003; Galley et al., 2004; Satta and Peserico, 2005).
Recent work by (Chiang, 2007; Galley et al.,
2006) shows promising improvements compared to
phrase-based models for large-scale tasks. How-
ever, few previous work directly applied linguisti-
cally syntactic information into a formally syntax-
based models, which is explored in this paper.

Kernel methods leverage the fact that the only op-
eration in a procedure is the evaluation of inner dot
products between pairs of observations, where the
inner product is thus replaced with a Mercer kernel
that provides an efficient way to carry out computa-
tion when original feature dimension is large or even
infinite. Collins and Duffy (Collins and Duffy, 2002)
suggested to employ convolution kernels to measure
similarity between two trees in terms of their sub-
structures, and more recently, Moschitti (Moschitti,
2006) described in details a fast implementation of
tree kernels. To our knowledge, this paper is one of
the few efforts of applying kernel methods for im-
proved translation.

3 Formally Syntax-based Models

An SCFG is a synchronous rewriting system gen-
erating source and target side string pairs simulta-
neously based on context-free grammar. Each syn-
chronous production (i.e., rule) rewrites a nonter-
minal into a pair of strings, γ and α, with both
terminals and nonterminals in both languages, sub-

20



ject to the constraint that there is a one-to-one cor-
respondence between nonterminal occurrences on
the source and target side. In particular, formally
syntax-based models explore hierarchical structures
of natural language and utilize only a unified nonter-
minal symbol X in the grammar,

X → 〈γ, α,∼〉, (1)

where ∼ is the one-to-one correspondence between
X’s in γ and α, which is indicated by under-
scripted co-indices on both sides. For example,
some English-to-Chinese production rules can be
represented as follows:

X → 〈X1enjoy readingX2, (2)
X1xihuan(enjoy) yuedu(reading)X2〉

X → 〈X1enjoy readingX2,

X1xihuan(enjoy)X2yuedu(reading)〉

The set of rules, denoted as R, are automatically ex-
tracted from sentence-aligned parallel corpus (Chi-
ang, 2007). First, bidirectional word-level align-
ment is carried out on the parallel corpus running
GIZA++ (Och and Ney, 2000). Based on the result-
ing Viterbi alignments Ae2f and Af2e, the union,
AU = Ae2f ∪ Af2e, is taken as the symmetrized
word-level alignment. Next, bilingual phrase pairs
consistent with word alignments are extracted from
AU (Och and Ney, 2004). Specifically, any pair
of consecutive sequences of words below a maxi-
mum length M is considered to be a phrase pair
if its component words are aligned only within the
phrase pair and not to any words outside. The re-
sulting bilingual phrase pair inventory is denoted as
BP . Each phrase pair PP ∈ BP is represented as
a production rule X → 〈f j

i , el
k〉, which we refer to

as phrasal rules. The SCFG rule set encloses all
phrase pairs, i.e., BP ⊂ R. Next, we loop through
each phrase pair PP and generalize the sub-phrase
pair contained in PP, denoted as SPe and SPf sub-
ject to SP = (SPf , SPe) ∈ BP , with co-indexed
nonterminal symbols. We thereby obtain a new rule.

We limit the number of nonterminals in each rule
no more than two, thus ensuring the rank of SCFG is
two. To reduce rule size and spurious ambiguity, we
apply constraints described in (Chiang, 2007). In
addition, we require that the sub-phrases being ab-
stracted by correspondent nonterminals have to be

aligned together in the original phrase pair, which
significantly reduces the number of rules. We will
hereafter refer to rules with nonterminal symbols as
abstract rules to distinguish them from phrasal rules.
Finally, an implicit glue rule is embedded with de-
coder to allow for translations that can be achieved
by sequentially linking sub-translations generated
chunk-by-chunk:

X → 〈X1X2, X1X2〉. (3)

That is, X is also our sentence start symbol.
During such a rule extraction procedure, we note

that there is a many-to-many mapping between
phrase pairs (contiguous word sequences without
nonterminals) and derived rules (a mixed combina-
tion of word and nonterminal sequences). In other
words, one original phrase pair can induce a num-
ber of different rules, and the same rule can also be
derived from a number of different phrase pairs.

3.1 Models

All rules in R are paired with statistical parame-
ters (i.e., weighted SCFG), which combines with
other features to form our models using a log-linear
framework. Translation using SCFG for an input
sentence f is casted as to find the optimal derivation
on source and target side (as the grammar is syn-
chronous, the derivations on source and target sides
are identical). By “optimal”, it indicates that the
derivation D maximizes following log-linear mod-
els over all possible derivations:

P (D) ∝ PLM (e)λLM×
∏

i

∏
X→<γ,α>∈D φi(X →< γ, α >)λi , (4)

where the set of φi(X →< γ, α >) are features
defined over given production rule, and PLM (e) is
the language model score on hypothesized output,
the λi is the feature weight.

Our baseline model follows Chiang’s hierarchical
model (Chiang, 2007) in conjunction with additional
features:

• conditional probabilities in both directions:
P (γ|α) and P (α|γ);

• lexical weights (Koehn et al., 2003) in both di-
rections: Pw(γ|α) and Pw(α|γ);
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• word counts |e|;

• rule counts |D|;

• target n-gram language model PLM (e);

• glue rule penalty to learn preference of non-
terminal rewriting over serial combination
through Eq. 3;

Moreover, we propose an additional feature, namely
the abstraction penalty, to account for the accumu-
lated number of nonterminals applied in D:

• abstraction penalty exp(−Na), where Na =∑
X→<γ,α>∈D n(γ)

where n(γ) is the number of nonterminals in γ. This
feature aims to learn the preference among phrasal
rules, and abstract rules with one or two nontermi-
nals. This makes our syntax-based model includes a
total of nine features.

The training procedure described in (Chiang,
2007) employs heuristics to hypothesize a distri-
bution of possible rules. A count one is assigned
to every phrase pair occurrence, which is equally
distributed among rules that are derived from this
phrase pair. Hypothesizing this distribution as our
observations on rule occurrence, relative-frequency
estimation is used to obtain P (γ|α) and P (α|γ).

We note that, however, these parameters are of-
ten poorly estimated due to the usage of inaccurate
heuristics, which is the major problem that we alle-
viate in Sec. 4.

3.2 Decoder

The objective of our syntax-based decoder is to
search for the optimal derivation tree D from a for-
est of trees that can represent the input sentence. The
target side is mapped accordingly at each nontermi-
nal node in the tree, and a traverse of these nodes
obtains the target translation. Fig. 1 shows an ex-
ample for chart parsing that produces the translation
from the best parse.

Our decoder implements a modified CKY parser
in C++ with integrated n-gram language model scor-
ing. During search, chart cells are filled in a bottom-
up fashion until a tree rooted from nonterminal is
generated that covers the entire input sentence. The
dynamic programming item we bookkeep is denoted

Figure 1: A chart parsing-based decoding on SCFG pro-
duces translation from the best parse: f1f2f3f4f5 →
e5e6e3e4e1e2.

as [X, i, j; eb], indicating a sub-tree rooted with X

that has covered input from position i to j generat-
ing target translation with boundary words eb. To
speed up the decoding, a pruning scheme similar to
the cube pruning (Chiang, 2007) is performed dur-
ing search.

4 Prior Derivation Models

As mentioned above, decoding searches for the op-
timal tree on source side to cover the input sentence
with respect to given models, as shown in Eq. 4.
Among these feature functions, φi measures how
likely the source and hypothesized target sub-trees
rooted from same X are paired together through
symmetric conditional probabilities (e.g., P (γ|α)
and P (α|γ)), and the target language model mea-
sures the fluency on target string. It should be noted
that, however, the baseline models do not discrim-
inate between different parses on source side when
the target side is unknown.

Therefore, if we could obtain some prior distribu-
tions for the source side derivations, we can rewrite
Eq. 4 as:

P (D) ∝ PLM (e)λLM ×∏
X→<γ,α>∈D

(
∏

i φi(X →< γ, α >)λi)L(X →< γ, ∗ >)λL ,

(5)

where L(·) is a feature function defined over a pro-
duction but only depending on one side of the rules
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and asterisk denotes arbitrary symbol sequences on
the other side consistent with our grammars 2. The
production of L(·) over all rules observed in a
derivation D measures the prior distribution of D.
In the baseline model, as a special case, we can see
that L(·) is a constant function.

The motivation is straightforward since some
derivations should be preferred over others. One
may make an analogy between our prior derivation
distributions to non-uniform source side segmenta-
tion models in phrase-based systems. However, it
should be noted that prior derivation models influ-
ence not only on phrase choices as what segmenta-
tion models do, but also on ordering options due to
the nonterminal usage in syntax-based models.

In principle, some quantitative schemes are
needed to evaluate the monolingual derivation prior
probability. Our scheme links the source side deriva-
tion prior probability with the expected ambiguity
on target side generation when mapping the source
side to target side given the derivation. That is, a
given source side derivation is favored if it intro-
duces less ambiguity on target generation compared
to others.

Let us revisit the rules in Eq. 2. We notice that
the same source side maps into different target or-
ders depending on the syntactic role (e.g., NP or PP)
of X2 in the rule. Furthermore, the following are
example rules trained from real data (see Sec. 5):

X → 〈X1passX2, X1gei (give)X2〉 (6)
X → 〈X1passX2, X1jingguo (traverse)X2〉 (7)

X → 〈X1passX2, X1piao (ticket)X2〉 (8)

Above three rules cover pretty well for different us-
ages of pass in English and its correspondence in
Chinese. Typically, applying the rule to inputs such
as “my pass expired” obtains reasonable translations
with baseline models. However, it will fail on inputs
like “my pass to the zoo” as none of th rules provides
a correct translation of X1X2piao (ticket) when X2

is a prepositional phrase.
Such linguistic phenomena, among others, indi-

cates that the higher variation of syntax structures

2In general, we can plug in either L(X →< γ, ∗ >) or
L(X →< ∗, α >) here. For illustration purposes, we assume
that the model is on the source side.

the nonterminal embodies, the more translation op-
tions on target side needed to account for various
syntactic roles on source side. This suggests that
our prior derivation models should prefer nonter-
minals that cover more syntactically homogeneous
constituents. Such a model is thus proposed in
Sec. 4.1.

The prior derivation model can also be viewed
as a smoothing on rule translation probabilities esti-
mated using heuristics, as we mentioned in Sec. 3.1.
When there are more translation options, we deem
that there are more ambiguity for this rule. In cases
where some dominating translation option is overes-
timated from hypothesized distributions, all transla-
tion options of this rule are discounted as they are
less favored by prior derivation models.

4.1 Model Syntactic Variations

Each abstract rule is generalized from a set of origi-
nal relevant phrase pairs by grouping an appropriate
set of sub-phrases into a nonterminal symbol, with
each sub-phrase linked to a tree list. Therefore, the
joined tree lists form a forest for this nonterminal
symbol in the rule. For every abstract rule, we de-
fine the rule forest to be the set of tree fragments of
all sub-phrases abstracted within this rule.

We parse the English side of parallel corpus to ob-
tain a syntactic tree for each English sentence. For
each phrase extracted from this sentence, we de-
fine the tree fragment for this phrase as the mini-
mal set of internal tree whose leaves span exactly
over this phrase. As a common practice, we pre-
serve all phrase pairs in BP including those who
are not consistent with parser sub-trees. Therefore,
there will be many phrases that cross over syntactic
sub-trees, which subsequently produced tree frag-
ments lacking a root. We label those as “incom-
plete” tree fragments, and introduce a parent node of
“INC” on top of them to form a single-rooted sub-
tree. For example, Fig. 2 shows the tree fragments
for phrases of “reading books” and “enjoy reading”,
where the latter is an “incomplete” tree fragment.
Moreover, for sentences failed on parsing, we la-
bel all phrases extracted from those sentences with a
root of “EMPTY”.

Subset trees of tree fragments are defined as any
sub-graph that contains more than one nodes, with
the restriction that entire rule productions must be
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Figure 2: Syntax parsing tree (a) and tree fragments for
phrases “reading books” (b) and “enjoy reading” (c).
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Figure 3: Subset trees of the NP covering “reading
books”.

included (Collins and Duffy, 2002). Fig. 3 enumer-
ates a list of subset trees for fragment (b) in Fig. 2.

To measure syntactic homogeneity, we define the
fragment similarity K(T1, T2) as the number of
common subset trees between two tree fragments T1

and T2. Conceptually, if we enumerate all possible
subset trees 1, . . . ,M , we can represent each tree
fragment T as a vector h(T ) = (c1, . . . , cM ) with
each element as the count of occurrences of each
subset tree in T . Thus, the similarity can be ex-
pressed by the inner products of these two vectors.
Note that M will be a huge number for our problem,
and thus we need kernel methods presented below to
make computation tractable.

4.2 Kernel Methods

Collins and Duffy (Collins and Duffy, 2002) intro-
duced a method employing convolution kernels to
measure similarity between two trees in terms of

their sub-structures. If we define an indicator func-
tion Ii(n) to be 1 if subset tree i is rooted at node n

and 0 otherwise, we have:

K(T1, T2) =
∑

n1∈N1

∑

n2∈N2

C(n1, n2) (9)

where C(n1, n2) =
∑

i Ii(n1)Ii(n2) and N1, N2

are the set of nodes in the tree fragment T1 and T2

respectively. It is noted that C(n1, n2) can be com-
puted recursively (Collins and Duffy, 2002):

1. C(n1, n2) = 0 if the productions at n1 and n2

are different;

2. C(n1, n2) = 1 if the productions at n1 and n2

are the same and both are pre-terminals;

3. Otherwise,

C(n1, n2) = λ

nc(n1)∏

j=1

(1 + C(chj
n1

, chj
n2

)) (10)

where ch
j
n1

is the jth child of node n1, nc(n1) is
the number of children at n1 and 0 < λ ≤ 1 is a
decay factor to discount the effects of deeper tree
structures.

In principle, the computational complexity of
Eq. 10 is O(|N1| × |N2|). However, as noted by
(Collins and Duffy, 2002), the worst case is quite un-
common to natural language syntactic trees. More
recently, Moschitti (Moschitti, 2006) introduced in
details a fast implementation of tree kernels, where a
node pair set is first constructed for those associated
with same production rules. Our work follows Mos-
chitti’s implementation, which runs in linear time on
average. We compute the normalized similarity as
K ′(T1, T2) = K(T1,T2)√

K(T1,T1)×
√

K(T2,T2)
to ensure simi-

larity is normalized between 0 and 1.

4.3 Prior Derivation Cost

First we define the purity of a nonterminal forest
(with respect to a given rule) Pur(X) as the aver-
age similarity of all tree fragments in the cluster:

Pur(X) =
2

N(N − 1)

∑

j

∑

i<j

K ′(Ti, Tj), (11)

where N is number of tree fragments in the forest of
X . We now can define the derivation cost L(X →<
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γ, ∗ >) for a rule production as:

L(X →< γ, ∗ >) =

− log(( min
X1,X2∈γ

(Pur(X1), Pur(X2)))
k), (12)

where k ≥ 1 is the degree of smoothness. Note that
the prior derivation cost is set as L(·) = 0 by defini-
tion for phrasal rules.

Eq. 11 is quadratic complexity with N , however,
we note that rules with a large N will typically score
poorly on prior derivation models, and thus we can
avoid the computation for those by assigning them
a large cost. With the fast kernel computation, the
training procedure involved with the prior derivation
models for the task presented in Sec. 5 is about 5
times slower on a single machine, compared with
the training of the baseline system. However, we
note that our training procedure can be computed in
parallel, and therefore the training speed is not a bot-
tleneck when multiple CPUs are available.

5 Experiments

We perform our experiments on an English-to-
Chinese translation task in travel domain. Our train-
ing set contains 482017 parallel sentences (with
4.4M words on the English side), which are col-
lected from transcription and human translation of
conversations. The vocabulary size is 37K for En-
glish and 44K for Chinese after segmentation.

Our evaluation data is a held out data set of 2755
sentences pairs. We extracted every one out of two
sentence pairs into the dev-set, and left the remain-
der as the test-set. We thereby obtained a dev-set of
1378 sentence pairs, and a test-set with 1377 sen-
tence pairs. In both cases, there are about 15K run-
ning words on English side. All Chinese sentences
in training, dev and test sets are all automatically
segmented into words. Minimum-error-rate training
(Och, 2003) are conducted on dev-set to optimize
feature weights maximizing the BLEU score up to 4-
grams, and the obtained feature weights are blindly
applied on the test-set. To compare performances
excluding tokenization effects, all BLEU scores are
optimized (on dev-set) and reported (on test-set) at
Chinese character-level.

From training data, we extracted an initial phrase
pair set with 3.7M entries for phrases up to 8 words

on Chinese side. We trained a 4-gram language
model for Chinese at word level, which is shared by
all translation systems reported in this paper, using
the Chinese side of the parallel corpus that contains
around 2M segmented words.

We compare the proposed models with two base-
lines: a state-of-the-art phrase-based system and a
formal syntax-based system as described in Sec. 3.
The phrase-based system employs the 3.7M phrase
pairs to build the translation model, and it con-
tains a total set of 8 features, most of which are
identical to our baseline formal syntax-based model.
The difference only lies on that the glue and ab-
straction penalty are not applicable for phrase-based
system. Instead, a lexicalized reordering model is
trained from the word-aligned parallel corpus for
the phrase-based system. More details about our
multiple-graph based phrasal SMT can be found in
(Zhou et al., 2006; Zhou et al., 2008). For the base-
line syntax-based system, we generated a total of
15M rules and used 9 features.

We chose the Stanford parser (Klein and Man-
ning, 2002) as the English parser in our experiments
due to its high accuracy and relatively faster speed.
It was trained on the Wall Street Journal section of
the Penn Treebank. During the parsing, the input
English sentences were tokenized first, in a style
consistent with the data in the Penn Treebank.

We sent 482017 English sentences to the parser.
There were 1221 long sentences failed, less than
0.3% of the whole set. After the word alignment
and phrase extraction on the parallel corpus, we ob-
tained 2.2M unique English phrases. Among them
there are about 34K phrases having an empty tree
in their corresponding tree lists, due to the failure
in parsing. The number of unique tree fragments
for English phrases is 2.5M. Out of them there are
750K marked as incomplete. As mentioned previ-
ously, each rule covers a set of phrases, with each
phrase linked to a tree list. The total number of rules
with unique English side is around 8M.

The distribution of the number of rules over the
number of corresponding trees is shown in Table 1.
We observe that the majority of rules in our model
has less than 150 tree fragments. Therefore, consid-
ering the quadratic complexity in Eq. 11, we pun-
ish the rules with more than 150 unique tree frag-
ments with some floor cluster purity to speed up
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Table 1: Distribution of rules over trees
Number of trees Number of rules

(0, 10] 3636766
(10, 20] 1556806
(20, 30] 989848
(30, 40] 916606
(40, 50] 488469
(50, 60] 270484
(60, 70] 198438
(70, 80] 86921
(80, 90] 58280
(90, 100] 29147
(100, 150] 437231

> 150 81060

the training. Not surprisingly, the rules with a large
number of tree fragments are typically those with
few stop words as terminals. For instance, the rule
X →< X1aX2, ∗ > comes with more than 100K
trees for the X1.

Table 2: English-to-Chinese BLEU score result on test-
set (character-based)

Models BLEU(4-gram)

Phrase-based 42.11
Formally Syntax-based 43.75
Formally Syntax-based

with prior derivation 44.51

Translation results are presented in Table 2
with character-based BLEU scores using 2 refer-
ences. Our baseline formally syntax-based mod-
els achieved the BLEU score of 43.75, an abso-
lute improvement of 1.6 point improvement over
phrase-based models. The improvement is statisti-
cally significant with p < 0.01 using the sign-test
described by (Collins et al., 2005). Applying the
prior derivation model into the syntax-based system,
BLEU score is further improved to 44.51, obtained
an another absolute improvement of 0.8 point, which
is also significantly better than our baseline syntax-
based models (p < 0.05).

6 Discussion and Summary

We introduced a prior derivation model to enhance
formally syntax-based SCFG for translation. Our

approach links a prior rule distribution with the syn-
tactic variations of abstracted sub-phrases, which
is modeled by distance measuring of linguistically
syntax parsing tree fragments using kernel meth-
ods. The proposed model has improved translation
performance over both phrase-based and formally
syntax-based models. Moreover, such a prior dis-
tribution can also be used to rank and prune SCFG
rules to reduce memory usage for online translation
systems based on syntax-based models.

Although the experiments in this paper are con-
ducted for prior derivation models on source side
in an English-to-Chinese task, we are interested in
applying this to foreign-to-English models as well.
As what we pointed out in Sec. 4, target side prior
derivation model fits with our framework as well.
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Abstract

We investigate translation modeling based on
exponential estimates which generalize essen-
tial components of standard translation mod-
els. In application to a hierarchical phrase-
based system the simplest generalization al-
lows its models of lexical selection and re-
ordering to be conditioned on arbitrary at-
tributes of the source sentence and its anno-
tation. Viewing these estimates as approxi-
mations of sentence-level probabilities moti-
vates further elaborations that seek to exploit
general syntactic and morphological patterns.
Dimensionality control with `1 regularizers
makes it possible to negotiate the tradeoff be-
tween translation quality and decoding speed.
Putting together and extending several recent
advances in phrase-based translation we ar-
rive at a flexible modeling framework that al-
lows efficient leveraging of monolingual re-
sources and tools. Experiments with features
derived from the output of Chinese and Arabic
parsers and an Arabic lemmatizer show signif-
icant improvements over a strong baseline.

1 Introduction

Effective handling of large and diverse inventories
of feature functions is one of the most pressing
open problems in machine translation. While min-
imum error training (Och, 2003) has by now be-
come a standard tool for interpolating a small num-
ber of aggregate scores, it is not well suited for
learning in high-dimensional feature spaces. At the
same time, although recent years have seen consid-
erable progress in development of general methods

for large-scale prediction of complex outputs (Bakır
et al., 2007), their application to language transla-
tion has presented considerable challenges. Sev-
eral studies have shown that large-margin methods
can be adapted to the special complexities of the
task (Liang et al., 2006; Tillmann and Zhang, 2006;
Cowan et al., 2006) . However, the capacity of these
algorithms to improve over state-of-the-art baselines
is currently limited by their lack of robust dimen-
sionality reduction. Performance gains are closely
tied to the number and variety of candidate features
that enter into the model, and increasing the size of
the feature space not only slows down training in
terms of the number of iterations required for con-
vergence, but can also considerably reduce decod-
ing speed, leading to run-time costs that may be un-
acceptable in industrial settings. Vector space re-
gression has shown impressive performance in other
tasks involving string-to-string mappings (Cortes et
al., 2007), but its application to language transla-
tion presents a different set of open problems (Wang
et al., 2007). Other promising formalisms, which
have not yet produced end-to-end systems compet-
itive with standard baselines, include the approach
due to Turian et al (2006), the hidden-state syn-
chronous grammar-based exponential model studied
by Blunsom et al (2008), and a similar model in-
corporating target-side n-gram features proposed in
Subotin (2008).

Taken together the results of these studies point
to a striking overarching conclusion: the humble
relative frequency estimate of phrase-based mod-
els makes for a surprisingly strong baseline. The
present paper investigates a family of models that
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capitalize on this practical insight to allow efficient
optimization of weights for a virtually unlimited
number of features. We take as a point of depar-
ture the observation that the essential translation
model scores comprising standard decoding deci-
sion rules can be recovered as special cases of a
more general family of models. As we discuss be-
low, they are equal to maximum likelihood solu-
tions for locally normalized ”piecewise” approxi-
mations to sentence-level probabilities, where word
alignment is used to determine the subset of fea-
tures observed in each training example. The cases
for which such solutions have a closed form corre-
spond to particular restrictions placed on the feature
space. Thus, relative frequency phrase models can
be obtained by limiting the feature space to indica-
tor functions for the phrase pairs consistent with an
alignment. By removing unnecessary restrictions we
restore the full flexibility of local exponential mod-
els, including their ability to use features depending
on arbitrary aspects of the source sentence and its
annotation. The availability of robust algorithms for
dimensionality reduction with `1 regularizers (Ng,
2004) means that we can start with a virtually un-
limited number of candidate features and negotiate
the tradeoff between translation quality and decod-
ing speed in a way appropriate for a given setting.
A further attractive property of locally normalized
models is the modest computational cost of their
training and ease of its parallelization. This is par-
ticularly so for the models we concentrate on in this
paper, defined so that parameter estimation decom-
poses into a large number of small optimization sub-
problems which can be solved independently.

Several variants of these models beyond rela-
tive frequencies have appeared in the literature be-
fore. Maximum entropy estimation for transla-
tion of individual words dates back to Berger et
al (1996), and the idea of using multi-class classi-
fiers to sharpen predictions normally made through
relative frequency estimates has been recently rein-
troduced under the rubric of word sense disambigua-
tion and generalized to substrings (Chan et al 2007;
Carpuat and Wu 2007a; Carpuat and Wu 2007b).
Maximum entropy models for non-lexicalized re-
ordering rules for a phrase-based system with CKY
decoding has been described by Xiong et al (2006).
Some of our experiments, where exponential models

conditioned on the source sentence and its parse an-
notation are associated with all rewrite rules in a hi-
erarchical phrase-based system (Chiang, 2007) and
all word-level probabilities in standard lexical mod-
els, may be seen as a synthesis of these ideas.

The broader perspective of viewing the product of
such local probabilities as a particular approxima-
tion of sentence-level likelihood points the way be-
yond multi-class classification, and this type of gen-
eralization is the main original contribution of the
present work. Training a classifier to predict the tar-
get phrase for every source phrase is equivalent to
conjoining all contextual features of the model with
an indicator function for the surface form of some
rule in the grammar. We can also use features based
on less specific representation of a rule. Of par-
ticular importance for machine translations are rep-
resentations which generalize reordering informa-
tion beyond identity of individual words – a type of
generalization that presents a challenge in hierarchi-
cal phrase-based translation. With generalized local
models this can be accomplished by adding features
tracking only ordering patterns of rules. We exper-
iment with a case of such models which allows us
to preserve decomposition of parameter estimation
into independent subproblems.

Besides varying the structure of the feature space,
we can also extend the range of normalization for
the exponential models beyond target phrases co-
occurring with a given source phrase in the phrase
table. This choice is especially natural for richly in-
flected languages, since it enables us to model mul-
tiple levels of morphological representation at once
and estimate probabilities for rules whose surface
forms have not been observed in training. We apply
a simple variant of this approach to Arabic-English
lexical models.

Experimental results across eight test sets in two
language pairs support the intuition that features
conjoined with indicator functions for surface forms
of rules yield higher gains for test sets with better
coverage in training data, while features based on
less specific representations become more useful for
test sets with lower baselines.

The types of features explored in this paper rep-
resent only a small portion of available options, and
much practical experimentation remains to be done,
particularly in order to find the most effective ex-
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tensions of the feature space beyond multiclass clas-
sification. However, the results reported here show
considerable promise and we believe that the flexi-
bility of these models combined with their computa-
tional efficiency makes them potentially valuable as
an extension for a variety of systems using transla-
tion models with local conditional probabilities and
as a feature selection method for globally trained
models.

2 Hierarchical phrase-based translation

We take as our starting point David Chiang’s Hiero
system, which generalizes phrase-based translation
to substrings with gaps (Chiang, 2007). Consider
for instance the following set of context-free rules
with a single non-terminal symbol:

〈A , A 〉 → 〈A1 A2 , A1 A2 〉
〈A , A 〉 → 〈 d′ A1 idées A2 , A1 A2 ideas 〉
〈A , A 〉 → 〈 incolores , colorless 〉
〈A , A 〉 → 〈 vertes , green 〉
〈A , A 〉 → 〈 dorment A , sleepA 〉
〈A , A 〉 → 〈 furieusement , furiously 〉

It is one of many rule sets that would suffice to
generate the English translation 1b for the French
sentence 1a.

1a. d’ incolores idées vertes dorment furieusement
1b. colorless green ideas sleep furiously

As shown by Chiang (2007), a weighted gram-
mar of this form can be collected and scored by
simple extensions of standard methods for phrase-
based translation and efficiently combined with a
language model in a CKY decoder to achieve large
improvements over a state-of-the-art phrase-based
system. The translation is chosen to be the target-
side yield of the highest-scoring synchronous parse
consistent with the source sentence. Although a va-
riety of scores interpolated into the decision rule for
phrase-based systems have been investigated over
the years, only a handful have been discovered to be
consistently useful, as is in our experience also the
case for the hierarchical variant. Setting aside spe-
cialized components such as number translators, we
concentrate on the essential sub-models1 comprising

1To avoid confusion with features of the exponential models
described below we shall use the term ”model” for the terms

the translation model: the phrase models and lexical
models.

3 Local exponential translation models

3.1 Relative frequency solutions
Standard phrase models associate conditional proba-
bilities with subparts of translation hypotheses, usu-
ally computed as relative frequencies of counts of
extracted phrases.2 Let ry be the target side of a rule
and rx its source side. The weight of the rule in the
”reverse” phrase model would then be computed as

p(ry|rx) =
count(〈rx, ry〉)∑

ry′ count(〈rx, ry′〉)
(1)

When used to score a translation hypothesis cor-
responding to some synchronous parse tree T , the
phrase model may be conceived as an approxima-
tion of the probability of a target sentence Y given a
source sentence X

p(Y |X) ≈
∏
r∈T

p(ry|rx) (2)

Although there is nothing in current learning the-
ory that would prompt one to expect that expressions
of this form should be effective, their surprisingly
strong performance in machine translation in an em-
pirical observation borne out by many studies. In
order to build on this practical insight it is useful to
gain a clearer understanding of their formal proper-
ties.

We start by writing out an expression for the like-
lihood of training data which would give rise to max-
imum likelihood solutions like those in eq. 1. Con-
sider a feature vector whose components are indi-
cator functions for rules in the grammar, and let
us define an exponential model for a sentence pair
(Xm, Ym) of the form

p (Ym|Xm) ≈
∏

r∈(Xm,Ym)

p(ry|rx) (3)

=
∏

r∈(Xm,Ym)

exp{w · fr(Xm, Ym)}∑
r̃:rx=r̃x exp{w · fr̃(Xm, Ym)}

(4)

interpolated using MERT.
2Chiang (2007) uses a heuristic estimate of fractional counts

in these computations. For completeness we report both vari-
ants in the experiments.
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where fr(Xm, Ym) is a restriction of the feature
vector such that all of its entries except for the one
corresponding to the rule r are zero and the summa-
tion is over all rules in the grammar with the same
source side. As can be verified by writing out the
likelihood for the training set and setting its gradi-
ent to zero, maximum likelihood estimation based
on eq. 4 yields estimates equal to relative frequency
solutions. In fact, because its normalization fac-
tors have non-zero parameters in common only for
rules which share the same source phrase, param-
eter estimation decomposes into independent opti-
mization subproblems, one for each source phrase
in the grammar. However, recovering relative fre-
quencies of the needed form requires further atten-
tion to the relationship between the definition of fea-
ture functions and phrase extraction. Computation
of phrase models in machine translation crucially re-
lies on a form of feature selection not widely known
in other contexts. A rule is considered to be ob-
served in a sentence pair only if it is consistent with
predictions of a word alignment model according to
heuristics for alignment combination and phrase ex-
traction. The standard recipes in translation model-
ing can thus be seen to include a feature selection
procedure that applies individually to each training
example.

3.2 Classifier solutions

We can now generalize these relative frequency
estimates by relaxing the restrictions they implic-
itly place on the form of permissible feature func-
tions. The simplest elaboration involves allow-
ing indicator functions for rules to be conjoined
with indicator functions for arbitrary attributes of
the source sentence or its annotation. This pre-
serves a decomposition of parameter estimation of
optimization subproblems associated with individ-
ual source phrase, but effectively replaces proba-
bilities p(ry|rx) in eqs. 2 and 3 with probabili-
ties conditioned on the source phrase together with
some of its source-side context. We may, for ex-
ample, conjoin an indicator function for the rule
〈A , A 〉 → 〈 d′ A1 idées A2 , A1 A2 ideas 〉 with a
function telling us whether a part-of-speech tagger
has identified the word at the left edge of the source-
side gap A2 as an adjective, which would provide
additional evidence for the target side of this rule.

Combining a grammar-based formalism with con-
textual features raises a subtle question of whether
rules which have gaps at the edges and can match at
multiple positions of a training example should be
counted as having occurred together with their re-
spective contextual features once for each possible
match. To avoid favoring monotone rules, which
tend to match at many positions, over reordering
rules, which tend to match at a single span, we ran-
domly sample only one of such multiple matches for
training.

Unlike conventional phrase models, contextually-
conditioned probabilities cannot be stored in a pre-
computed phrase table. Instead, we store informa-
tion about features and their weights and compute
the normalization factors at run-time at the point
when they are first needed by the decoder.

At the expense of more complicated decoding
procedures we could also apply the same line of
reasoning to generalize the ”noisy channel” phrase
model p(rx|ry) to be conditioned on local target-
side context in a translation hypothesis, possibly
combining target-side annotation of the training set
with surface form of rules. We do not pursue this
elaboration in part because we are skeptical about its
potential for success. The current state of machine
translation rarely permits constructing well-formed
translations, so that most of the contextual features
on the target side would be rarely if at all observed
in the training data, resulting in sparse and noisy es-
timates. Furthermore, we have yet to find a case
where relative frequency estimates p(rx|ry) make a
useful contribution to the system when contextually-
conditioned ”reverse” probabilities are used, sug-
gesting that viewing translation modeling as approx-
imating sentence-level probabilities p(Y |X) may be
a more fruitful avenue in the long term.

For translation with phrases without gaps classi-
fier solutions of eq. 4 are equivalent to a maximum
entropy variant of the phrase sense disambigua-
tion approach studied by Carpuat & Wu (2007b).
These solutions are also closely related to the ap-
proximation known as piecewise training in graph-
ical model literature (Sutton and McCallum, 2005;
Sutton and Minka, 2006) and independently stated
in a more general form by Pérez-Cruz et al (2007).
Aside from formal differences between feature tem-
plates defined by graphical models and grammars,
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which are beyond the scope of our discussion, there
are several further contrasts between these studies
and standard practice in machine translation in how
the learned parameters are used to make predic-
tions. Unlike inference in piecewise-trained graphi-
cal models, where all parameters for a given output
are added together without normalization, features
that enter into the score for a translation hypothe-
sis are restricted to be consistent with a single syn-
chronous parse and the local probabilities are nor-
malized in decoding as in training.

3.3 Lexical models

The use of conditional probabilities in standard lex-
ical models also gives us a straightforward way to
generalize them in the same way as phrase models.
Consider the lexical model pw(ry|rx), defined fol-
lowing Koehn et al (2003), with a denoting the most
frequent word alignment observed for the rule in the
training set.

pw(ry|rx) =
n∏

i=1

1
|j|(i, j) ∈ a|

∑
(i,j)∈a

p(wy
i |w

x
j )

(5)
We replace p(wy

i |wx
j ) with context-conditioned

probabilities, computed similarly to eq. 4, but at the
level of individual words. Our experience suggests
that, unlike the analogous phrase model, the stan-
dard lexical model pw(rx|ry) is not made redundant
by this elaboration, and we use its baseline variant
in all our experiments. While this approach seeks to
make the most of practical insights underlying state-
of-the-art baselines, it is of course not the only way
to combine rule-based and word-based features. See
for example Sutton & Minka (2006) for a discussion
of alternatives that are closer in spirit to the idea of
approximating global probabilities.

3.4 Further generalizations

An immediate practical benefit of interpreting rela-
tive frequency and classifier estimates of translation
models as special cases is the possibility of gener-
alizing them further by introducing additional fea-
tures based on less specific representations of rules
and words.

Among the least specific and most potentially use-
ful representations of hierarchical phrases are those

limited to the patterns formed by gaps and words,
allowing the model to generalize reordering infor-
mation beyond individual tokens. We study two
types of ordering patterns. For rules with two gaps
we form features by conjoining contextual indicator
functions with functions indicating whether the gap
pattern is monotone or inverting. We also use an-
other type of ordering features, representing the pat-
tern formed by gaps and contiguous subsequences
of words. For example, the rule with the right-hand
side 〈 d′ A1 idées A2 , A1 A2 ideas 〉 might be asso-
ciated with the pattern 〈 aA1 aA2 , A1 A2 a 〉. Be-
cause some source-side patterns of this type apply
to many different rules it is no longer possible to de-
compose parameter estimation into small indepen-
dent optimization subproblems. For practical conve-
nience we enforce decomposition in the experiments
reported below in the following way. We define indi-
cator functions for sequences of closed-class words
and the most frequent part-of-speech tag for open-
class words on the source side. For the rule above
and a simple tag-set the pattern tracked by such an
indicator function would be d′ A1 N A2 . We require
all reordering features to be conjoined with an indi-
cator function of this type, ensuring that each cor-
responds to a separate optimization subproblem. We
further split larger optimization subproblems, so that
parameters for identical reordering features are in
some cases estimated separately for different subsets
of rules.

Morphological inflection provides motivation for
another class of features not bound to surface repre-
sentations. In this paper we explore a particularly
simple example of this approach, adding features
conjoined with indicator functions for Arabic lem-
mas to the lexical models in Arabic-English trans-
lation. This preserves decomposition of parameter
estimation, with subproblems now associated with
individual lemmas rather than words. Lemma-based
features suggest another extension of the modeling
framework. Instead of computing the sums in nor-
malization factors over all English words aligned to
a given Arabic token in the training data, we let the
sum range over all English words aligned to Arabic
words sharing its lemma. This also defines probabil-
ities for Arabic words whose surface forms have not
been observed in training, although we do not take
advantage of estimates for out-of-vocabulary words
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in the experiments below.

3.5 Regularization

We apply `1 regularization (Ng, 2004; Gao et al.,
2007) to make learning more robust to noise and
control the effective dimensionality of the feature
space by subtracting a weighted sum of absolute val-
ues of parameter weights from the log-likelihood of
the training data

w∗ = arg max
w

LL(w)−
∑

i

Ci|wi| (6)

We optimize the objective using a variant of the
orthant-wise limited-memory quasi-Newton algo-
rithm proposed by Andrew & Gao (2007).3 All val-
ues Ci are set to 1 in most of the experiments below,
although we apply stronger regularization (Ci = 3)
to reordering features. Tuning regularization trade-
offs individually for different feature types is an at-
tractive option, but our experiments suggest that us-
ing cross-entropy on a held-out portion of training
data for that purpose does not help performance.
We leave investigation of the alternatives for future
work.

4 Experiments

4.1 Data and methods

We apply the models to Arabic-English and
Chinese-English translation, with training sets con-
sisting of 108,268 and 1,017,930 sentence pairs, re-
spectively.4 All conditions use word alignments
produced by sequential iterations of IBM model 1,
HMM, and IBM model 4 in GIZA++ , followed

3Our implementation of the algo-
rithm as a SciPy routine is available at
http://www.umiacs.umd.edu/∼msubotin/owlqn.py

4The Arabic-English data came from Arabic News Transla-
tion Text Part 1 (LDC2004T17), Arabic English Parallel News
Text (LDC2004T18), and Arabic Treebank English Translation
(LDC2005E46). Chinese-English data came from Xinhua Chi-
nese English Parallel News Text Version 1 beta (LDC2002E18),
Chinese Treebank English Parallel Corpus (LDC2003E07),
Chinese English News Magazine Parallel Text (LDC2005T10),
FBIS Multilanguage Texts (LDC2003E14), Chinese News
Translation Text Part 1 (LDC2005T06), and the HKNews por-
tion of Hong Kong Parallel Text (LDC2004T08). Some sen-
tence pairs were not included in the training sets due to large
length discrepancies.

by ”diag-and” symmetrization (Koehn et al., 2003).
Thresholds for phrase extraction and decoder prun-
ing were set to values typical for the baseline sys-
tem (Chiang, 2007). Unaligned words at the outer
edges of rules or gaps were disallowed. A trigram
language model with modified interpolated Kneser-
Ney smoothing (Chen and Goodman, 1998) was
trained by the SRILM toolkit on the Xinhua por-
tion of the Gigaword corpus and the English side of
the parallel training set. Evaluation was based on
the BLEU score with 95% bootstrap confidence in-
tervals for the score and difference between scores,
calculated by scripts in version 11a of the NIST dis-
tribution. The 2002 NIST MT evaluation sets was
used for development. The 2003, 2004, 2005, and
2006 sets were used for testing.

The decision rule was based on the standard log-
linear interpolation of several models, with weights
tuned by MERT on the development set (Och, 2003).
The baseline consisted of the language model, two
phrase translation models, two lexical models, and
a brevity penalty. In the runs where generalized ex-
ponential models were used they replaced both of
the baseline phrase translation models. The feature
set used for exponential phrase models in the exper-
iments included all the rules in the grammar and all
aligned word pairs for lexical models. Elementary
contextual features were based on Viterbi parses ob-
tained from the Stanford parser. Word features in-
cluded identities of word unigrams and bigrams ad-
jacent to a given rule, possibly including rule words.
Part-of-speech features included similar ngrams up
to the length of 3 and the tags for rule tokens. These
features were collected for training by a straightfor-
ward extension of rule extraction algorithms imple-
mented in the baseline system for each possible lo-
cation of ngrams with respect to the rule: namely, at
the outer edges of the rule and at the edges of any
gaps that it has. Our models also include a subset
of contextual features formed by pairwise combina-
tions of these elementary features. A final type of
contextual features in these experiments was the se-
quence of the highest nodes in the parse tree that fill
the span of the rule and the sequences that fill its
gaps. We used an in-house Arabic tokenizer based
on a Java implementation of Buckwalter’s morpho-
logical analyzer and incorporating simple statistics
from the Penn Arabic treebank, also extending it to
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perform lemmatization.
The total number of candidate features thus de-

fined is very large, and we use a number of sim-
ple heuristics to reduce it prior to training. They
are not essential to the estimates and were chosen
so that the models could be trained in a few hours
on a small cluster. With the exception of discarding
all except the 10 most frequent target phrases ob-
served with each source phrase,5 which benefits per-
formance, we expect that relaxing these restrictions
would improve the score. These limitations included
count-based thresholds on the frequency of contex-
tual features included into the model, the frequency
of rules and reordering patterns conjoined with other
features, and the size of optimization subproblems to
which contextual features are added. We don’t con-
join contextual features to rules whose source phrase
terminals are all punctuation symbols. For subprob-
lems of size exceeding a certain threshold, we train
on a subsample of available training instances. For
the Chinese-English task we do not add reorder-
ing features to problems with low-entropy distribu-
tions of inversion and reordering patterns and dis-
card rules with two non-terminals altogether if the
entropy of their reordering patterns falls under a
threshold. None of these restrictions were applied to
the baselines. Finally, we solve only those optimiza-
tion subproblems which include parameters needed
in the development and training sets. This leads to a
reduction of costs that is similar to phrase table fil-
tering and likewise does not affect the solution. At
decoding time all features for the translation models
and their weights are accessed from a disk-mapped
trie.

4.2 Results and discussion
The results are shown in tables 1 and 2. For both lan-
guage pairs we had a choice between using a base-
line that is computed in the same way as the other ex-
ponential models, with the exception of its use of rel-
ative frequency estimates and a baseline that incor-
porates averaged fractional counts for phrase mod-
els and lexical models, as used by Chiang (2007).
For the sake of completeness we report both (though
without performing statistical comparisons between

5This has prompted us to add an additional target-side token
to lexical models, which subsumes the discarded items under a
single category.

Condition MT03 MT04 MT05 MT06
Rel. freq. 48.24 43.92 47.53 37.94
Frac. 48.34 45.68 47.95 39.41
Context 49.47* 45.65 48.76 39.49
+lex 50.42* 46.07* 49.66* 39.32
+lex+lemma 49.86* 47.02* 49.29* 40.81*

Table 1: Arabic-English translation, BLEU scores on
testing. Conditions include two baselines: simple rela-
tive frequency (rel. freq.) and fractional estimates (frac.).
Experimental conditions: contextual features in phrase
models (context); same and contextual features in lexi-
cal models (+lex); same and lemma based features in lex-
ical models (+lex+lemma). Stars mark statistically sig-
nificant improvements over the fractional baseline which
produced a higher score on the dev-test MT02 set than
the other baseline (59.75 vs. 59.66).

Condition MT03 MT04 MT05 MT06
Rel. freq. 32.62 27.53 30.50 22.78
Frac. 32.56 27.98 30.42 23.16
Context 33.16* 28.35* 31.52* 23.67*
+lex 33.50* 28.14* 31.98* 23.05
+lex+reord 33.12* 28.27* 31.73* 23.45*

Table 2: Chinese-English translation, BLEU scores on
testing. Conditions include two baselines: simple rela-
tive frequency (rel. freq.) and fractional estimates (frac.).
Experimental conditions: contextual features in phrase
models (context); same and contextual features in lexi-
cal models (+lex); same and reordering features in phrase
models (+lex+reord). Stars mark statistically significant
improvements over the simple relative frequency baseline
which produced a higher score on the dev-test MT02 set
than the other baseline (33.62 vs. 33.53).
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them). Statistical tests for experimental conditions
were performed in comparison to the baseline which
achieved higher score on the test-dev MT02 set: the
fractional count baseline for Arabic-English and the
simple relative count baseline for Chinese-English.

We test models with classifier solutions for phrase
models alone and for phrase models together with
lexical models in both language pairs. For Arabic-
English translation we also experiment with adding
features based on lemmas to lexical models, while
for Chinese-English we add ”reordering” features –
features based on the ordering pattern of gaps for
rules with two gaps and features based on ordering
of gaps and words for rules with a single gap.

For both language pairs the results show con-
sistent distinctions in behavior of different mod-
els between the test sets giving rise to generally
higher scores (MT03 and MT05) and generally
lower scores (MT04 and MT06). The fractional
counts seem to be consistently more helpful for
test sets with poorer coverage, although the rea-
son for this is not immediately clear. For exponen-
tial models the two type of sets present two pos-
sible sources of difference. The lower-performing
sets have poorer coverage in the training data, and
they also may suffer from lower-quality annotation,
since the training sets for both the translation mod-
els and the annotation tools are dominated by text
in the same, newswire domain. Overall, the use of
features based on surface forms is more beneficial
for MT03 and MT05. Indeed, using lexical models
with contextual features in addition to phrase models
hurts performance on MT06 for Arabic-English and
on both MT04 and MT06 for Chinese-English. In
contrast, using features based on less specific repre-
sentations is more beneficial on test sets with poorer
coverage, while hurting performance on MT03 and
MT05. This agrees with our intuitions and also sug-
gests that the differences in coverage of training data
for the translation models may be playing a more
important role in these trends than coverage for an-
notation tools.

5 Conclusion

We have outlined a framework for translation
modeling that synthesizes several recent advances
in phrase-based machine translation and suggests

many other ways to leverage sub-token representa-
tions of words as well as syntactic and morpholog-
ical annotation tools, of which the experiments re-
ported here explore only a small fraction. Indeed,
the range and practicality of the available options is
perhaps its most attractive feature. The inital results
are promising and we are optimistic that continued
exploration of this class of models will uncover even
more effective uses.
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Abstract

The paper presents an extension of a dynamic
programming (DP) decoder for phrase-based
SMT (Koehn, 2004; Och and Ney, 2004) that
tightly integrates POS-based re-order rules
(Crego and Marino, 2006) into a left-to-right
beam-search algorithm, rather than handling
them in a pre-processing or re-order graph
generation step. The novel decoding algo-
rithm can handle tens of thousands of rules
efficiently. An improvement over a standard
phrase-based decoder is shown on an Arabic-
English translation task with respect to trans-
lation accuracy and speed for large re-order
window sizes.

1 Introduction

The paper presents an extension of a dynamic
programming (DP) decoder for phrase-based SMT
(Koehn, 2004; Och and Ney, 2004) where POS-
based re-order rules (Crego and Marino, 2006) are
tightly integrated into a left-to-right run over the
input sentence. In the literature, re-order rules are
applied to the source and/or target sentence as a
pre-processing step (Xia and McCord, 2004; Collins
et al., 2005; Wang et al., 2007) where the rules can
be applied on both training and test data. Another
way of incorporating re-order rules is via extended
monotone search graphs (Crego and Marino, 2006)
or lattices (Zhang et al., 2007; Paulik et al., 2007).
This paper presents a way of handling POS-based
re-order rules as an edge generation process: the
POS-based re-order rules are tightly integrated into
a left to right beam search decoder in a way that

29 000 rules which may overlap in an arbitrary
way (but not recursively) are handled efficiently.
Example rules which are used to control the novel
DP-based decoder are shown in Table 1, where each
POS sequence is associated with possibly several
permutationsπ. In order to apply the rules, the input
sentences are POS-tagged. If a POS sequence of a
rule matches some identical POS sequence in the in-
put sentence the corresponding words are re-ordered
according toπ. The contributions of this paper are
as follows: 1) The novel DP decoder can handle
tens of thousands of POS-based rules efficiently
rather than a few dozen rules as is typically reported
in the SMT literature by tightly integrating them
into a beam search algorithm. As a result phrase
re-ordering with a large distortion window can be
carried out efficiently and reliably. 2) The current
rule-driven decoder is a first step towards including
more complex rules, i.e. syntax-based rules as in
(Wang et al., 2007) or chunk rules as in (Zhang et
al., 2007) using a decoding algorithm that is con-
ceptually similar to an Earley-style parser (Earley,
1970). More generally, ’rule-driven’ decoding is
tightly linked to standard phrase-based decoding. In
future, the edge generation technique presented in
this paper might be extended to handle hierarchical
rules (Chiang, 2007) in a simple left-to-right beam
search decoder.

In the next section, we briefly summarize the
baseline decoder. Section 3 shows the novel rule-
driven DP decoder. Section 4 shows how the current
decoder is related to both DP-based decoding algo-
rithms in speech recognition and parsing. Finally,
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Table 1: A list of 28 878 reorder rules sorted according to the rule occurrence countN(r) is used in this paper.
For each POS sequence the corresponding permutationπ is shown. Rule ID is the ordinal number of a rule in
the sorted list. The maximum rule length that can be handled efficiently is surprisingly long: about 20 words.

Rule ID r POS sequence π N(r)
1 DET NOUN DET ADJ → 2 3 0 1 4 421
2 DET NOUN NSUFF-FEM-SG DET ADJ NSUFF-FEM-SG → 3 4 5 0 1 2 2 257
...

...
...

3 000 NOUN CASE-INDEF-ACC ADJ NSUFF-FEM-SG CONJ ADJ NSUFF-FEM-SG → 2 3 4 5 6 0 1 6
...

...
...

28 878 PREP DET NOUN DET ADJ PREP NOUN-PROP ADJ → 0 1 2 7 8 3 4
NSUFF-MASC-SG-ACC-INDEF CONJ IV3MS IV IVSUFF-DO:3FS 9 10 11 12 5 6 2

Section 5 shows experimental results.

2 Baseline DP Decoder

The translation model used in this paper is a phrase-
based model (Koehn et al., 2003), where the trans-
lation units are so-called blocks: a blockb is a pair
consisting of a source phrases and a target phrase
t which are translations of each other. The ex-
pression block is used here to emphasize that pairs
of phrases (especially longer phrases) tend to form
closely linked units in such a way that the transla-
tion process can be formalized as a block segmen-
tation process (Nagata et al., 2006; Tillmann and
Zhang, 2007). Here, the input sentence is segmented
from left to right while simultaneously generating
the target sentence, one block at a time. In prac-
tice, phrase-based or block-based translation mod-
els which largely monotone decoding algorithms ob-
tain close to state-of-the-art performance by using
skip and window-based restrictions to reduce the
search space (Berger et al., 1996). During decod-
ing, we maximize the scoresw(bn

1 ) of a phrase-pair
sequencebn

1 = (si, ti)
n
1 :

sw(bn
1 ) =

n
∑

i=1

wT · f(bi, bi−1), (1)

wherebi is a block,bi−1 is its predecessor block,
and f(bi, bi−1) is a 8-dimensional feature vector
where the features are derived from some probabilis-
tic models: language model, translation model, and
distortion model probabilities.n is the number of
blocks in the translation and the weight vectorw is
trained in a way as to maximize the decoderBLEU

score on some training data using an on-line algo-
rithm (Tillmann and Zhang, 2008). The decoder that

carries out the optimization in Eq. 1 is similar to a
standard phrase-based decoder (Koehn, 2004; Och
and Ney, 2004), where states are tuples of the fol-
lowing type:

[ C ; [i, j] ], (2)

whereC is the so-called coverage vector that keeps
track of the already processed source position,[i, j]
is the source interval covered by the last source
phrase match. In comparison, (Koehn, 2004) uses
only the position of the final word of the last source
phrase translated. Since we are using the distortion
model in (Al-Onaizan and Papineni, 2006) the entire
last source phrase interval needs to be stored. Hy-
pothesis score and language model history are omit-
ted for brevity reasons. The states are stored in lists
or stacks and DP recombination is used to reduce the
size of the search space while extending states.

The algorithm described in this paper uses an in-
termediate data structure called anedge that repre-
sents a source phrase together with a target phrase
that is one of its possible translation. Formally, we
define:

[ [i, j] , tN1 ], (3)

wheretN1 is the target phrase linked to the source
phrasesi, · · · , sj . The edges are stored in a so-called
chart. For each input interval that is matched by
some source phrase in the block set, a list of pos-
sible target phrase translations is stored in the chart.
Here, simple edges as in Eq. 3 are used to gener-
ate so-called rule edges that are defined later in the
paper. A similar data structure corresponding to an
edge is calledtranslation option in (Koehn, 2004).
While the edge generation potentially slows down
the overall decoding process, for the baseline de-
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Figure 1: Addition of rule edges to a chart containing5 simple edges (some rule edges are not shown). The simple
edges remain in the chart after the rule edges have been added: they are used to carry out monotone translations.

coder generating all the simple edges takes less than
0.3 % of the overall decoding time.

3 DP-Search with Rules

This section explains the handling of the re-order
rules as an edge generation process. Assuming a
monotone translation, for the baseline DP decoder
(Koehn, 2004) each edge ending at positionj can be
continued by any edge starting at positionj + 1, i.e.
the simple edges are fully connected with respect to
their start and ending positions. For the rule-driven
decoder, all the re-ordering is handled by generat-
ing additional edges which are ’copies’ of the sim-
ple edges in each rule context in which they occur.
Here, a rule edge copy ending at positionj is not
fully connected with all other edges starting at po-
sition j + 1. Once a rule edge copy for a particular
rule id r has been processed that edge can be con-
tinued only by an edge copy for the same rule until
the end of the rule has been reached. To formalize
the approach, the search state definition in Eq. 2 is

modified as follows:

[ s ; [i, j] , r , sr , e ∈ {false, true} ] (4)

Here, the coverage vectorC is replaced by a single
numbers: a monotone search is carried out and all
the source positions up to positions (including s)
are covered.[i, j] is the coverage interval for the last
source phrase translated (the same as in Eq. 2).r is
the rule identifier, i.e. a rule position in the list in
Table 1.sr is the starting position for the rule match
of rule r in the input sentence, ande is a flag that
indicates whether the hypothesish has covered the
entire span of ruler yet. The search starts with the
following initial state:

[−1 ; [−1,−1] ,−1 , −1 , e = true ] , (5)

where the starting positionss, sr, and the coverage
interval [i, j] are all initialized with−1, a virtual
source position to the left of the uncovered source
input. Throughout the search, a rule id of−1 in-
dicates that no rule is currently applied for that hy-
pothesis, i.e. a contiguous source interval to the left
of s is covered.
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States are extended by finding matching edges
and the generation of these edges is illustrated in
Fig. 1 for the use of3 overlapping rules on a source
segment of5 wordsa0, · · · , a4

1. Edges are shown
as rectangles where the number on the left inside the
box corresponds to the enumeration of the simple
edges. In the top half of the picture the simple edges
which correspond to5 phrase-to-phrase translations
are shown. In the bottom half all the edges after the
rule edge extension are shown (including simpleand
rule edges). A rule edge contains additional compo-
nents: the rule idr, a relative edge positionp (ex-
plained below), and the original source interval of a
rule edge before it has been re-ordered. A rule edge
is generated from a simple edge via a re-order rule
application: the newly generated edges are added
into the chart as shown in the lower half of Figure 1.
Here, rule1 and2 generate two new edges and rule
3 generates three new edges that are added into the
chart at their new re-ordered positions, e.g. copies
of edge1 are added for the rule idr = 1 at start
position2, for rule r = 2 at start position3, and for
rule r = 3 at start position0. Even if an edge copy
is added at the same position as the original edge a
new copy is needed. The three rules correspond to
matching POS sequences, i.e. the Arabic input sen-
tence has been POS tagged and a POSpj has been
assigned to each Arabic wordaj . The same POS
sequence might generate several different permuta-
tions which is not shown here.

More formally, the edge generation process is car-
ried out as follows. First, for each source interval
[k, l] all the matching phrase pairs are found and
added into the chart as simple edges. In a second
run over the input sentence for each source inter-
val [k, l] all matching POS sequences are computed
and the corresponding source wordsak, · · · , al are
re-ordered according to the rule permutation. On
the re-ordered word sequence phrase matches are
computed only for those source phrases that already
occurred in the original (un-reordered) source sen-
tence. Both edge generation steps together still take
less than1 % of the overall decoding time as shown
in Section 5: most of the decoding time is needed to
access the translation and the language model prob-

1Rule edges and simple edges may overlap arbitrarily, but
the final translation constitutes a non-overlapping boundary se-
quence.

abilities when extending partial decoder hypotheses
2. Typically rule matches are much longer than edge
matches where several simple edges are needed to
cover the entire rule interval, i.e. three edges for rule
r = 3 in Fig. 1. As the edge copies corresponding
to the same rule must be processed in sequence they
are assigned one out of three possible positionsp:

• BEG: Edge copy matches at the begin of rule
match.

• INTER: Edge copy lies within rule match inter-
val.

• END: Edge copy matches at the end of rule
match.

Formally, the rule edges in Fig. 1 are defined as fol-
lows, where a rule edge includes all the components
of a simple edge:

[

[i, j] , tN1 , r, p, [π(i), π(j)]
]

, (6)

wherer is the rule id andp is the relative edge po-
sition. [π(i), π(j)] is the original coverage inter-
val where the edge matched before being re-ordered.
The original interval is not a necessary component of
the rule-driven algorithm but it makes a direct com-
parison with the window-based decoder straight-
forward as explained below. The rule edge defi-
nition for a rule r that matches at positionsr is
slightly simplified: the processing interval is ac-
tually [sr + i, sr + j] and the original interval is
[sr+π(i), sr+π(j)]. For simplicity reasons, the off-
setsr is omitted in Fig 1. Using the original interval
has the following advantage: as the edges are pro-
cessed from left-to-right and the re-ordering is con-
trolled by the rules the translation score computation
is based on the original source interval[π(i), π(j)]
and the monotone processing is based on the match-
ing interval [i, j]. For the rule-driven decoder it
looks like the re-ordering is carried out like in a reg-
ular decoder with a window-based re-ordering re-
striction, but the rule-induced window can be large,
i.e. up to15 source word positions. In particular
a distortion model can be applied when using the

2Strictly speaking, the edge generation constitutes two addi-
tional runs over the input sentence. In future, the rule edges can
be computed ’on demand’ for each input positionj resulting in
an even stricter implementation of the beam search concept.
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Figure 2: Search lattice for the rule-driven decoder. The gray circles indicated partial hypotheses. An hypothesis is
expanded by applying an edge. DP recombination is used to restrict the search space throughout the rule lattice.

re-order rules. Additionally, rule-based probabilities
can be used as well. This concept allows to directly
compare a window-based decoder and the current
rule based decoder in Section 5.

The search space for the rule-driven decoder is il-
lustrated in Fig. 2. The gray shaded circles represent
translation hypotheses according to Eq. 4. A trans-
lation hypothesish1 is extended by an edge which
covers some uncovered portion of the input sen-
tence to produce a new hypothesish2. The decoder
searches monotonically through the entire chart of
edges, and word re-ordering is possible only through
the use of rule edges. The top half of the picture
shows the way simple edges contribute to the search
process: they are used to carry out a monotone trans-
lation. The dashed arrows indicate that hypotheses
can berecombined: when extending hypothesish3

by edgee = 2 and hypothesish4 by edgee = 8
only a single hypothesish5 is kept as the history of
edge extensions can be ignored for future decoder
decisions with respect to the uncovered source posi-
tions. Here, the distortion model and the language
model history are ignored for illustration purposes.
As it can be seen in Fig. 2, the rule edge generation
step has created3 copies of the simple edgee = 7,

which are marked by a dashed borderline. Hypothe-
ses covering the same input may not be merged, i.e.
hypothesesh9 andh13 for rulesr = 1 andr = 2
have to be kept separate from the hypothesish4. But
state merging may occur for states generated by rule
edges for the same ruler, i.e. ruler = 1 and state
h9.

Since rule edges have to be processed in a sequen-
tial order, looking up those that can extend a given
hypothesish is more complicated than a phrase
translation look-up in a regular decoder. Given the
search state definition in Eq. 4, for a given rule idr

and coverage positions we have to be able to look-
up all possible edge extensions efficiently. This is
implemented by storing two lists:

1. For each source positionj a list of possible
’starting’ edges: these are all the simple edges
plus all rule edges with relative edge position
p = BEG. This list is used to expand hypotheses
according to the definition in Eq. 4 where the
rule flage = true, i.e. the search has finished
covering an entire rule interval.

2. The second list is for continuing edges (p =
INTER or p = END). For each rule idr, rule
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start positionsr and source positionj a list of
rule edges has to be stored that can continue an
already started rule coverage. This list is used
to expand hypotheses for which the rule flage

is e = false, i.e. the hypothesis has not yet
finished covering the current rule interval, e.g.
the hypothesesh9 andh11 in Fig. 2.

The two lists are computed by a single run over
the chart after all chart edges have been generated
and before the search is carried out (the CPU time
to generate these lists is included in the edge gener-
ation CPU time reported in Section 5). The two lists
are used to find the successor edges for each hypoth-
esish that corresponds to a ruler efficiently: only
a small fraction of the chart edges starting at posi-
tion j needs to be retrieved for an extension. The
rule start positionsr has to be included for the sec-
ond list: it is possible that the same ruler matches
the input sentences for two intervals[i, j] and[i′, j′]
which overlap. This results in an invalid search state
configuration. Based on the two lists a monotone
search is carried out over the extended rule edge set
which implicitly generates a reordering lattice as in
similar approaches (Crego and Marino, 2006; Zhang
et al., 2007). But because the handling of the edges
is tightly integrated into the beam search algorithm
by applying the same beam thresholds it potentially
handles10’s of thousands of rules efficiently.

4 DP Search

The DP decoder described in the previous section
bears some resemblance with search algorithms for
large vocabulary speech recognition. For exam-
ple, (Jelinek, 1998) presents a Viterbi decoder that
searches a composite trellis consisting of smaller
HMM acoustic trellises that are combined with lan-
guage model states in the case a trigram language
model. Multiple ’copies’ of the same acoustic sub
models are incorporated into the overall trellis. The
highest probability word sequences is obtained us-
ing a Viterbi shortest path finding algorithm in a
possibly huge composite HMM (cf. Fig.5.3 of
(Jelinek, 1998)). In comparison, in this paper the
edge ’copies’ are used to generate hypotheses that
are hypotheses ’copies’ of the same phrase match,
e.g. in Fig. 2 the statesh4, h8, andh14 all result
from covering the same simple edgee7 as the most

recent phrase match. The states form a potentially
huge lattice as shown in Fig. 2. Similarly, (Ort-
manns and Ney, 2000) presents a DP search algo-
rithm where the interdependent decisions between
non-linear time alignment, word boundary detec-
tion, and word identification (the pronunciation lex-
icon is organized efficiently as a lexical tree) are all
carried out by searching a shortest path trough a pos-
sibly huge composite trellis or HMM. The similar-
ity between those speech recognition algorithms and
the current rule decoder derives from the following
observation: the use of a language model in speech
recognition introduces a coupling between adjacent
acoustic word models. Similarly, a rule match which
typically spans several source phrase matches intro-
duces a coupling between adjacent simple edges.
Viewed in this way, the handling of copies is a
technique of incorporating higher-level knowledge
sources into a simple one-step search process: ei-
ther by processing acoustic models in the context of
a language model or by processing simple edges in
the context of bigger re-ordering units, which exploit
a richer linguistic context.

The Earley parser in the presentation (Jurafsky
and Martin, 2000) also uses the notion ofedges
which represent partial constituents derived in the
parsing process. These constituents are interpreted
as edges in a directed acyclic graph (DAG) which
represents the set of all sub parse trees considered.
This paper uses the notion ofedgesas well fol-
lowing (Tillmann, 2006) where phrase-based decod-
ing is also linked to a DAG path finding problem.
Since the re-order rules are not applied recursively,
the rule-driven algorithm can be linked to an Earley
parser where parsing is done with a linear grammar
(for a definition of linear grammar see (Harrison,
1978)). A formal analysis of the rule-driven decoder
might be important because of the following consid-
eration: in phrase-based machine translation the tar-
get sentence is generated from left-to-right by con-
catenating target phrases linked to source phrases
that cover some source positions. Here, a coverage
vector is typically used to ensure that each source
position is covered a limited number of times (typi-
cally once). Including a coverage vectorC into the
search state definition results in an inherently expo-
nential complexity: for an input sentence of length
J there are2J coverage vectors (Koehn, 2004). On
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Table 2: Translation results on the MT06 data.w is the distortion limit.
words / sec generation [%] BLEU PREC TER

Baseline decoder w = 0 171.6 1.90 34.6 35.2 65.3
w = 2 25.4 0.29 36.6 37.7 63.5
w = 5 8.2 0.10 35.0 36.1 65.1

Rule decoder N(r) ≥ 2 9.1 0.75 37.1 38.2 63.5
(w = 15) N(r) ≥ 5 10.5 0.43 37.2 38.2 63.5

the contrary, the search state definition in Eq. 4 ex-
plicitly avoids the use of a coverage vector result-
ing in an essentially linear time decoding algorithm
(Section 5 reports the size of the the extended search
graph in terms of number of edges and shows that
the number of permutations per POS sequence is
less than2 on average). The rule-driven algorithm
might be formallycorrect in the following sense. A
phrase-based decoder has to generate a phrase align-
ment where each source position needs to be cov-
ered by exactly one source phrase. The rule-based
decoder achieves this bylocal computation only: 1)
no coverage vector is used, 2) the rule edge genera-
tion is local to each individual rule, i.e. looking only
at the span of that rule, and 3) rules whose appli-
cation spans overlap arbitrarily (but not recursively)
are handled correctly. In future, a formal correctness
proof might be given.

5 Experimental Results

We test the novel edge generation algorithm on
a standard Arabic-to-English translation tasks: the
MT06 Arabic-English DARPA evaluation set con-
sisting of1 529 sentences with58 331 Arabic words
and4 English reference translations . The transla-
tion model is defined in Eq. 1 where8 probabilis-
tic features (language, translation,distortion model)
are used. The distortion model is similar to (Al-
Onaizan and Papineni, 2006). An on-line algorithm
similar to (Tillmann and Zhang, 2008) is used to
train the weight vectorw. The decoder uses a5-
gram language model , and the phrase table consists
of about3.2 million phrase pairs. The phrase table
as well as the probabilistic features are trained on a
much larger training data consisting of3.8 million
sentences. Translation results are given in terms of
the automaticBLEU evaluation metric (Papineni et
al., 2002) as well as theTER metric (Snover et al.,

2006).
Our baseline decoder is similar to (Koehn, 2004;

Moore and Quirk, 2007). The goal of the current
paper is not to demonstrate an improvement in de-
coding speed but show the validity of the rule edge
generation algorithm. While the baseline and the
rule-driven decoder are compared with respect to
speed, they are both run with conservatively large
beam thresholds, e.g. a beam limit of500 hypothe-
ses and a beam threshold of7.5 (logarithmic scale)
per source positionj. The baseline decoder and the
rule decoder use only2 stacks to carry out the search
(rather than a stack for each source position) (Till-
mann, 2006). No rest-cost estimation is employed.
For the results in line2 the number of phrase ’holes’
n in the coverage vector for a left to right traver-
sal of the input sentence is restricted using a typi-
cal skip-based decoder (Berger et al., 1996). Up to
2 phrases can be skipped. Additionally, the phrase
re-ordering is restricted to take place within a given
window sizew. The28, 878 rules used in this paper
are obtained from14 989 manually aligned Arabic-
English sentences where the Arabic sentences have
been segmented and POS tagged . The rule selec-
tion procedure is similar to the one used in (Crego
and Marino, 2006) and rules are extracted that oc-
cur at least twice. The rule-based re-ordering uses
an additional probabilistic feature which is derived
from the rule unigram countN(r) shown in Table. 1:
p(r) = N(r)

∑

r
′

N(r′)
. The average number of POS se-

quence matches per input sentence is34.9 where the
average number of permutations that generate edges
is 57.7. The average number of simple edges i.e.
phrase pairs per input sentence is751.1. For the
rule-based decoder the average number of edges is
3187.8 which includes the simple edges.

Table 2 presents results that compare the base-
line decoder with the rule-driven decoder in terms
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of translation performance and decoding speed. The
second column shows the distortion limit used by
the two decoders. For the rule-based decoder a max-
imum distortion limit w is implemented by filter-
ing out all the rule matches where the size of the
rule in terms of number of POS symbols is greater
than w, i.e. the rule edges are processed mono-
tonically but a monotone rule edge sequence for
the same rule id may not span more thanw source
positions. The third column shows the translation
speed in terms of words per second. The fourth
column shows the percentage of CPU time needed
for the edge generation (including both simple and
rule edges). The final three columns report transla-
tion results in terms ofBLEU , BLEU precision
score (PREC), andTER. The rule-based reorder-
ing restriction obtains the best translation scores on
the MT06 data: aBLEU score of37.2 compared
to aBLEU score of36.6 for the baseline decoder.
The statistical significance interval is rather large:
2.9 % on this test set as text from various gen-
res is included. Additional visual evaluation on the
dev set data shows that some successful phrase re-
ordering is carried out by the rule decoder which is
not handled correctly by the baseline decoder. As
can be seen from the results reducing the number
of rules by filtering all rules that occur at least5
times (about10 000 rules) slightly improves trans-
lation performance from37.1 to 37.2. The edge
generation accounts for only a small fraction of the
overall decoding time. Fig. 3 and Fig. 4 demonstrate
additional advantages when using the rule-based de-
coder. Fig. 3 shows the translationBLEU score as
a function of the distortion limit windoww. The
BLEU score actually decreases for the baseline de-
coder as the sizew is increased. The optimal win-
dow size is surprisingly small:w = 2. A simi-
lar behavior is also reported in (Moore and Quirk,
2007) wherew = 5 is used . For the rule-driven de-
coder however theBLEU score does not decrease
for largew: the rules restrict the local re-ordering in
the context of potentially very long POS sequences
which makes the re-ordering more reliable. Fig. 4
which shows the decoding speed as a function of the
window sizew demonstrates that the rule-based de-
coder actually runs faster than the baseline decoder
for window sizesw ≥ 5.
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Figure 3:BLEU score as a function of window sizew.
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Figure 4: Decoding speed as a function of window size
w.

6 Discussion and Future Work

The handling of the re-order rules is most similar to
work in (Crego and Marino, 2006) where the rules
are used to create re-order lattices. To make this
feasible, the rules have been vigorously filtered in
(Crego and Marino, 2006): only about30 rules are
used in their experiments. On the contrary, the cur-
rent approach tightly integrates the re-order rules
into a phrase-based decoder such that29 000 rules
can be handled efficiently. In future work our novel
approach might allow to make use of lexicalized re-
order rules as in (Xia and McCord, 2004) or syntac-
tic rules as in (Wang et al., 2007).

7 Acknowledgment

This work was supported by the DARPA GALE
project under the contract number HR0011-06-2-
00001. The authors would like to thank the anony-
mous reviewers for their detailed criticism.

44



References

Yaser Al-Onaizan and Kishore Papineni. 2006. Dis-
tortion Models for Statistical Machine Translation.
In Proceedings of ACL-COLING’06, pages 529–536,
Sydney, Australia, July.

Adam L. Berger, Peter F. Brown, Stephen A. Della
Pietra, Vincent J. Della Pietra, Andrew S. Kehler, and
Robert L. Mercer. 1996. Language Translation Ap-
paratus and Method of Using Context-Based Trans-
lation Models. United States Patent, Patent Number
5510981, April.

David Chiang. 2007. Hierarchical Machine Translation.
Computational Linguistics, 33(2):201–228.

Michael Collins, Philipp Koehn, and Ivona Kucerova.
2005. Clause restructuring for statistical machine
translation. InProc. of ACL’05, pages 531–540, Ann
Arbor, Michigan, June. Association for Computational
Linguistics.
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Abstract

We present a novel approach to word re-
ordering which successfully integrates syn-
tactic structural knowledge with phrase-based
SMT. This is done by constructing a lattice
of alternatives based on automatically learned
probabilistic syntactic rules. In decoding, the
alternatives are scored based on the output
word order, not the order of the input. Un-
like previous approaches, this makes it possi-
ble to successfully integrate syntactic reorder-
ing with phrase-based SMT. On an English-
Danish task, we achieve an absolute improve-
ment in translation quality of 1.1 % BLEU.
Manual evaluation supports the claim that the
present approach is significantly superior to
previous approaches.

1 Introduction

The emergence of phrase-based statistical machine
translation (PSMT) (Koehn et al., 2003) has been
one of the major developments in statistical ap-
proaches to translation. Allowing translation of
word sequences (phrases) instead of single words
provides SMT with a robustness in word selection
and local word reordering.

PSMT has two means of reordering the words. Ei-
ther a phrase pair has been learned where the target
word order differs from the source (phrase internal
reordering), or distance penalized orderings of target
phrases are attempted in decoding (phrase external
reordering). The first solution is strong, the second
is weak.

The second solution is necessary for reorderings
within a previously unseen sequence or over dis-

tances greater than the maximal phrase length. In
this case, the system in essence relies on the tar-
get side language model to get the correct word or-
der. The choice is made without knowing what the
source is. Basically, it is a bias against phrase exter-
nal reordering.

It seems clear that reordering often depends on
higher level linguistic information, which is absent
from PSMT. In recent work, there has been some
progress towards integrating syntactic information
with the statistical approach to reordering. In works
such as (Xia and McCord, 2004; Collins et al., 2005;
Wang et al., 2007; Habash, 2007), reordering de-
cisions are done “deterministically”, thus placing
these decisions outside the actual PSMT system by
learning to translate from a reordered source lan-
guage. (Crego and Mariño, 2007; Zhang et al., 2007;
Li et al., 2007) are more in the spirit of PSMT, in
that multiple reorderings are presented to the PSMT
system as (possibly weighted) options.

Still, there remains a basic conflict between the
syntactic reordering rules and the PSMT system:
one that is most likely due to the discrepancy be-
tween the translation units (phrases) and units of the
linguistic rules, as (Zhang et al., 2007) point out.

In this paper, we proceed in the spirit of the non-
deterministic approaches by providing the decoder
with multiple source reorderings. But instead of
scoring the input word order, we score the order of
the output. By doing this, we avoid the integration
problems of previous approaches.

It should be noted that even though the experi-
ments are conducted within a source reordering ap-
proach, this scoring is also compatible with other ap-
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proach. We will, however, not look further into this
possiblity in the present paper.

In addition, we automatically learn reordering
rules based on several levels of linguistic informa-
tion from word form to subordination and syntac-
tic structure to produce reordering rules that are not
restricted to operations on syntactic tree structure
nodes.

In the next section, we discuss and contrast re-
lated work. Section 3 describes aspects of English
and Danish structure that are relevant to reordering.
Section 4 describes the automatic induction of re-
ordering rules and its integration in PSMT. In sec-
tion 5, we describe the SMT system used in the
experiments. Section 6 evaluates and discusses the
present approach.

2 Related Work

While several recent authors have achieved positive
results, it has been difficult to integrate syntactic in-
formation while retaining the strengths of the statis-
tical approach.

Several approaches do deterministic reordering.
These do not integrate the reordering in the PSMT
system; instead they place it outside the system by
first reordering the source language, and then having
a PSMT system translate from reordered source lan-
guage to target language. (Collins et al., 2005; Wang
et al., 2007) do this using manually created rules,
and (Xia and McCord, 2004) and (Habash, 2007)
use automatically extracted rules. All use rules ex-
tracted from syntactic parses.

As mentioned by (Al-Onaizan and Papineni,
2006), it can be problematic that these determinis-
tic choices are beyond the scope of optimization and
cannot be undone by the decoder. That is, there is no
way to make up for bad information in later transla-
tion steps.

Another approach is non-deterministic. This pro-
vides the decoder with both the original and the re-
ordered source sentence. (Crego and Mariño, 2007)
operate within Ngram-based SMT. They make use
of syntactic structure to reorder the input into a word
lattice. Since the paths are not weighted, the lattice
merely narrows down the size of the search space.
The decoder is not given reason to trust one path (re-
ordering) over another.

(Zhang et al., 2007) assign weights to the paths
of their input word lattice. Instead of hierarchical
linguistic structure, they use reordering rules based
on POS and syntactic chunks, and train the system
with both original and reordered source word order
on a restricted data set (<500K words). Their sys-
tem does not out-perform a standard PSMT system.
As they themselves point out, a reason for this might
be that their reordering approach is not fully inte-
grated with PSMT. This is one of the main problems
addressed in the present work.

(Li et al., 2007) use weighted n-best lists as input
for the decoder. They use rules based on a syntac-
tic parse, allowing children of a tree node to swap
place. This is excessively restrictive. For example,
a common reordering in English-Danish translation
has the subject change place with the finite verb.
Since the verb is often embedded in a VP contain-
ing additional words that should not be moved, such
rules cannot be captured by local reordering on tree
nodes.

In many cases, the exact same word order that
is obtained through a source sentence reordering, is
also accessible through a phrase internal reordering.
A negative consequence of source order (SO) scor-
ing as done by (Zhang et al., 2007) and (Li et al.,
2007) is that they bias against the valuable phrase
internal reorderings by only promoting the source
sentence reordering. As described in section 4.3, we
solve this problem by reordering the input string, but
scoring the output string, thus allowing the strengths
of PSMT to co-exist with rule-based reordering.

3 Language comparison

The two languages examined in this investigation,
English and Danish, are very similar from a struc-
tural point of view. A word alignment will most of-
ten display an almost one-to-one correlation. In the
hand-aligned data, only 39% of the sentences con-
tain reorderings (following the notion of reordering
as defined in 4.1). On average, a sentence contains
0.66 reorderings.

One of the main differences between English and
Danish word order is that Danish is a verb-second
language: the finite verb of a declarative main clause
must always be the second constituent. Since this
is not the case for English, a reordering rule should
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move the subject of an English sentence to the right
of the finite verb, if the first position is filled by
something other than the subject. This is exempli-
fied by (1) (examples are annotated with English
gloss and translation), where ’they’ should move to
the right of ’come’ to get the Danish word order as
seen in the gloss.

(1)
[

nu
now

kommer
come

de
they ]

’here they come’

Another difference is that Danish sentence adver-
bials in a subordinate clause move to the left of the
finite verb. This is illustrated in example (2). This
example also shows the difficulty for a PSMT sys-
tem. Since the trigram ’han kan ikke’ is frequent in
Danish main clauses, and ’han ikke kan’ is frequent
in subordinate clauses, we need information on sub-
ordination to get the correct word order. This infor-
mation can be obtained from the conjunction ’that’.
A trigram PSMT system would not be able to handle
the reordering in (2), since ’that’ is beyond the scope
of ’not’.

(2)
[

han
he

siger
says

at
that

han
he

ikke
not

kan
can

se
see ]

’he says that he can not see’

In the main clause, on the other hand, Danish prefers
the sentence adverbial to appear to the right of the
finite verb. Therefore, if the English adverbial ap-
pears to the left of the finite verb in a main clause, it
should move right as exemplified by example (3).

(3)
[

hun
she

så
saw

aldrig
never

skibet
the ship ]

’she never saw the ship’

Other differences are of a more conventionalized na-
ture. E.g. address numbers are written after the
street in Danish (example (4)).

(4)
[

han
he

bor
lives

nygade
nygade

14
14 ]

’he lives at 14 nygade’

t7 · · · · · · �
t6 · · � · · · ·
t5 · � · · · · ·
t4 · · · · � · ·
t3 · · · · · � ·
t2 · · · � · · ·
t1 � · · · · · ·

s1 s2 s3 s4 s5 s6 s7

Table 1: Reordering example

4 Reordering rules

4.1 Definition of reordering

In this experiment, reordering is defined as two
word sequences exchanging positions. These two
sequences are restricted by the following conditions:

• Parallel consecutive: They have to make up
consecutive sequences of words, and each has
to align to a consecutive sequence of words.

• Maximal: They have to be the longest possible
consecutive sequences changing place.

• Adjacent: They have to appear next to each
other on both source and target side.

The sequences are not restricted in length, mak-
ing both short and long distance reordering possible.
Furthermore, they need not be phrases in the sense
that they appear as an entry in the phrase table.

Table 1 illustrates reordering in a word alignment
matrix. The table contains reorderings between the
light grey sequences (s3

2 and s6
4)1 and the dark grey

sequences (s5
5 and s6

6). On the other hand, the se-
quences s3

3 and s5
4 are e.g. not considered reordered,

since neither are maximal, and s5
4 is not consecutive

on the target side.

4.2 Rule induction

In section 3, we pointed out that subordination is
very important for word order differences between
English and Danish. In addition, the sentence posi-
tion of constituents plays a role. All this informa-
tion is present in a syntactic sentence parse. A sub-
ordinate clause is defined as inside an SBAR con-

1Notation: sy
x means the consecutive source sequence cov-

ering words x to y.
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Level LC LS RS RC
WORD <s> today , || today , || , he was driving home || home . || home . < /s>

POS <S> NN , || NN , || , PRP AUX VBG NN || NN . || NN . < /S>
PS <S> NP , || NP , || , NP AUX VBG ADVP || ADVP . || ADVP . < /S>

SUBORD main main main main

Table 2: Example of experience for learning. Possible contexts separated by ||.

stituent; otherwise it is a main clause. The con-
stituent position can be extracted from the sentence
start tag and the following syntactic phrases. POS
and word form are also included to allow for more
specific/lexicalized rules.

Besides including this information for the candi-
date reordering sequences (left sequence (LS) and
right sequence (RS)), we also include it for the set of
possible left (LC) and right (RC) contexts of these.
The span of the contexts varies from a single word to
all the way to the sentence border. Table 2 contains
an example of the information available to the learn-
ing algorithm. In the example, LS and RS should
change place, since the first position is occupied by
something other than the subject in a main clause.

In order to minimize the training data, word
and POS sequences are limited to 4 words, and
phrase structure (PS) sequences are limited to 3 con-
stituents. In addition, an entry is only used if at least
one of these three levels is not too long for both LS
and RS, and too long contexts are not included in
the set. This does not constrain the possible length
of a reordering, since a PS sequence of length 1 can
cover an entire sentence.

In order to extract rules from the annotated data,
we use a rule-based classifier, Ripper (Cohen, 1996).
The motivation for using Ripper is that it allows fea-
tures to be sets of strings, which fits well with our
representation of the context, and it produces easily
readable rules that allow better understanding of the
decisions being made. In section 6.2, extracted rules
are exemplified and analyzed.

The probabilities of the rules are estimated using
Maximum Likelihood Estimation based on the in-
formation supplied by Ripper on the performance of
the individual rules on the training data. These log-
arithmic probabilities are easily integratable in the
log-linear PSMT model as an additional parameter
by simple addition.

The rules are extracted from the hand-aligned,
Copenhagen Danish-English Dependency Treebank
(Buch-Kromann et al., 2007). 5478 sentences from
the news paper domain containing 111,805 English
words and 100,185 Danish words. The English side
is parsed using a state-of-the-art statistical English
parser (Charniak, 2000).

4.3 Integrating rule-based reordering in PSMT

The integration of the rule-based reordering in our
PSMT system is carried out in two separate stages:

1. Reorder the source sentence to assimilate the
word order of the target language.

2. Score the target word order according to the rel-
evant rules.

Stage 1) is done in a non-deterministic fashion by
generating a word lattice as input in the spirit of e.g.
(Zens et al., 2002; Crego and Mariño, 2007; Zhang
et al., 2007). This way, the system has both the orig-
inal word order, and the reorderings predicted by the
rule set. The different paths of the word lattice are
merely given as equal suggestions to the decoder.
They are in no way individually weighted.

Separating stage 2) from stage 1) is motivated by
the fact that reordering can have two distinct ori-
gins. They can occur because of stage 1), i.e. the
lattice reordering of the original English word or-
der (phrase external reordering), and they can oc-
cur inside a single phrase (phrase internal reorder-
ing). We are, however, interested in doing phrase-
independent, word reordering. We want to promote
rule-predicted reorderings, regardless of whether
they owe their existence to a syntactic rule or a
phrase table entry.

This is accomplished by letting the actual scoring
of the reordering focus on the target string. The de-
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Source sentence: today1 ,2 he3 was4 late5

Rule: 3 4 → 4 3
Hypothesis Target string SPTO

H1 idag han var 1 3 4
H2 idag var han 1 4 3

Table 3: Example of SPTO scoring during decoding at
source word 4.

coder is informed of where a rule has predicted a re-
ordering, how much it costs to do the reordering, and
how much it costs to avoid it. This is then checked
for each hypothezised target string by keeping track
of what source position target order (SPTO) it cor-
responds to.

The SPTO is a representation of which source
position the word in each target position originates
from. Putting it differently, the hypotheses con-
tain two parallel strings; a target word string and its
SPTO string. In order to access this information,
each phrase table entry is annotated with its internal
word alignment, which is available as an interme-
diate product from phrase table creation. If a phrase
pair has multiple word alignments, the most frequent
is chosen.

Table 3 exemplifies the SPTO scoring. The source
sentence is ’today he was late’, and a rule has pre-
dicted that word 3 and 4 should change place. When
the decoder has covered the first four input words,
two of the hypothesis target strings might be H1
and H2. At this point, it becomes apparent that H2
contains the desired SPTO (namely ’4 3’), and it
get assigned the reordering cost. H1 does not con-
tain the rule-suggested SPTO (in stead, the words
are in the order ’3 4’), and it gets the violation
cost. Both these scorings are performed in a phrase-
independent manner. The decoder assigns the re-
ordering cost to H2 without knowing whether the
reordering is internal (due to a phrase table entry)
or external (due to a syntactic rule).

Phrase internal reorderings at other points of the
sentence, i.e. points that are not covered by a rule,
are not judged by the reordering model. Our rule
extraction does not learn every possible reordering
between the two languages, but only the most gen-
eral ones. If no rule has an opinion at a certain point
in a sentence, the decoder is free to chose the phrase

Figure 1: Example word lattice.

translation it prefers without reordering cost.
Separating the scoring from the source language

reordering also has the advantage that the SPTO
scoring in essence is compatible with other ap-
proaches such as a traditional PSMT system. We
will, however, not examine this possibility further in
the present paper.

5 The PSMT system

The baseline is the PSMT system used for the 2006
NAACL SMT workshop (Koehn and Monz, 2006)
with phrase length 3 and a trigram language model
(Stolcke, 2002). The system was trained on the En-
glish and Danish part of the Europarl corpus version
3 (Koehn, 2005). Fourth quarter of 2000 was re-
moved in order to use the common test set of 11369
sentences (330,082 English words and 309,942 Dan-
ish words with one reference) for testing. In addi-
tion, fourth quarter of 2001 was removed for devel-
opment purposes. Of these, 10194 were used for
various analysis purposes, thereby keeping the test
data perfectly unseen. 500 sentences were taken
from the development set for tuning the decoder pa-
rameters. This was done using the Downhill Sim-
plex algorithm. In total, 1,137,088 sentences con-
taining 31,376,034 English words and 29,571,518
Danish words were left for training the phrase table
and language model.

The decoder used for the baseline system is
Pharaoh (Koehn, 2004) with its distance-penalizing
reordering model. For the experiments, we use
our own decoder which — except for the reorder-
ing model — uses the same knowledge sources
as Pharaoh, i.e. bidirectional phrase translation
model and lexical weighting model, phrase and word
penalty, and target language model. Its behavior is
comparable to Pharaoh when doing monotone de-
coding.

The search algorithm of our decoder is similar to
the RG graph decoder of (Zens et al., 2002). It ex-
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System Dev Test Swap Subset
Baseline 0.262 0.252 0.234
no scoring 0.267 0.256 0.241
SO scoring 0.268 0.258 0.244
SPTO scoring 0.268 0.258 0.245

Table 4: BLEU scores for different scoring methods.

pects a word lattice as input. Figure 1 shows the
word lattice for the example in table 3.

Since the input format defines all possible word
orders, a simple monotone search is sufficient. Us-
ing a language model of order n, for each hy-
pothezised target string ending in the same n-1-
gram, we only have to extend the highest scoring
hypothesis. None of the others can possibly outper-
form this one later on. This is because the maximal
context evaluating a phrase extending this hypothe-
sis, is the history (n-1-gram) of the first word of that
phrase. The decoder is not able to look any further
back at the preceeding string.

6 Evaluation

6.1 Results and discussion
The SPTO reordering approach is evaluated on the
11369 sentences of the common test set. Results are
listed in table 4 along with results on the develop-
ment set. We also report on the swap subset. These
are the 3853 sentences where the approach actually
motivated reorderings in the test set, internal or ex-
ternal. The remaining 7516 sentences were not in-
fluenced by the SPTO reordering approach.

We report on 1) the baseline PSMT system, 2) a
system provided with a rule reordered word lattice
but no scoring, 3) the same system but with an SO
scoring in the spirit of (Zhang et al., 2007; Li et al.,
2007), and finally 4) the same system but with the
SPTO scoring.

The SPTO approach gets an increase over the
baseline PSMT system of 0.6 % BLEU. The swap
subset, however, shows that the extracted rules are
somewhat restricted, only resulting in swap in 1

3 of
the sentences. The relevant set, i.e. the set where the
present approach actually differs from the baseline,
is therefore the swap subset. This way, we concen-
trate on the actual focus of the paper, namely the
syntactically motivated SPTO reordering. Here we

System BLEU Avr. Human rating
Baseline 0.234 3.00 (2.56)
no scoring 0.240 3.00 (2.74)
SO scoring 0.239 3.00 (2.62)
SPTO scoring 0.244 2.00 (2.08)

Table 5: Evaluation on the set where SO and SPTO pro-
duce different translations. Average human ratings are
medians with means in parenthesis, lower scores are bet-
ter, 1 is the best score.

achieve an increase in performance of 1.1 % BLEU.
Comparing to the other scoring approaches does

not show much improvement. A possible explana-
tion is that the rules do not apply very often, in com-
bination with the fact that the SO and SPTO scoring
mechanisms most often behave alike. The difference
in SO and SPTO scoring only leads to a difference in
translation in 10% of the sentences where reordering
is done. This set is interesting, since it provides a fo-
cus on the difference between the SO and the SPTO
approaches. In table 5, we evaluate on this set.

The BLEU scores on the entire set indicate that
SPTO is a superior scoring method. To back this ob-
servation, the 100 first sentences are manually eval-
uated by two native speakers of Danish. (Callison-
Burch et al., 2007) show that ranking sentences
gives higher inter-annotator agreement than scor-
ing adequacy and fluency. We therefore employ
this evaluation method, asking the evaluators to rank
sentences from the four systems given the input sen-
tence. Ties are allowed. The annotators had reason-
able inter-annotator agreement (κ = 0.523, P (A) =
0.69, P (E) = 0.35). Table 5 shows the aver-
age ratings of the systems. This clearly shows the
SPTO scoring to be significantly superior to the
other methods (p < 0.05).

Most of the cases (55) where SPTO outperforms
SO are cases where SPTO knows that a phrase pair
contains the desired reordering, but SO does not.
Therefore, SO has to use an external reordering
which brings poorer translation than the internal re-
ordering, because the words are translated individ-
ually rather than by a single phrase (37 cases), or it
has to reject the desired reordering (18 cases), which
also hurts translation, since it does not get the correct
word order.
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Decoder choice SO SPTO
Phrase internal reordering 401 1538
Phrase external reordering 3846 2849

Reject reordering 1468 1328

Table 6: The choices made based on the SO and SPTO
scoring for the 5715 reorderings proposed by the rules
for the test data.

Table 6 shows the effect of SO and SPTO scoring
in decoding. Most noticeable is that the SO scoring
is strongly biased against phrase internal reorder-
ings; SPTO uses nearly four times as many phrase
internal reorderings as SO. In addition, SPTO is a
little less likely to reject a rule proposed reordering.

6.2 Rule analysis
The rule induction resulted in a rule set containing
27 rules. Of these, 22 concerned different ways of
identifying contexts where a reordering should oc-
cur due to the verb second nature of Danish. 4 rules
had to do with adverbials in main and in subordinate
clauses, and the remaining rule expressed that cur-
rency is written after the amount in Danish, while it
is the other way around in English. Since the train-
ing data however only includes Danish Crowns, the
rule was lexicalized to ’DKK’.

Table 7 shows a few of the most frequently used
rules. The first three rules deal with the verb second
phenomenon. The only difference among these is
the left context. Either it is a prepositional phrase, a
subordinate clause or an adverbial. These are three
ways that the algorithm has learned to identify the
verb second phenomenon conditions. Rule 3 is inter-
esting in that it is lexicalized. In the learning data,
the Danish correspondent to ’however’ is most of-
ten not topicalized, and the subject is therefore not
forced from the initial position. As a consequence,
the rule states that it should only apply, if ’however’
is not included in the left context of the reordering.

Rule 4 handles the placement of adverbials in a
subordinate clause. Since the right context is subor-
dinate and a verb phrase, the current sequences must
also be subordinate. In contrast, the fifth rule deals
with adverbials in a main clause, since the left con-
text noun phrase is in a main clause.

A problem with the hand-aligned data used for
rule-induction is that it is out of domain compared

No LC LS RS RC
1 PS: <S> PP , PS: NP POS: FV
2 PS: SBAR , PS: NP POS: FV
3 PS: ADVP , PS: NP POS: FV

! WORD:
however ,

4 PS: FV POS: RB PS: VP
SUB: sub

5 PS: <S> NP PS: ADVP POS: FV
SUB: main

Table 7: Example rules and their application statistics.

to the Europarl data used to train the SMT system.
The hand-aligned data is news paper texts, and Eu-
roparl is transcribed spoken language from the Euro-
pean Parliament. Due to its spoken nature, Europarl
contains frequent sentence-initial forms of address.
That is, left adjacent elements that are not integrated
parts of the sentence as illustrated by example (5).

This is not straightforward, because on the surface
these look a lot like topicalized constructions, as in
example (6). In topicalized constructions, it is an
integrated part of the sentence that is moved to the
front in order to affect the flow of discourse infor-
mation. This difference is crucial for the reordering
rules, since ’i’ and ’have’ should reorder in (6), but
not in (5), in order to get Danish word order.

(5) mr president , i have three points .

(6) as president , i have three points .

When translating the development set, it became
clear that many constructions like (5) were reordered
by a rule. Since these constructions were not present
in the hand-aligned data, the learning algorithm did
not have the data to learn this difference.

We therefore included a manual, lexicalized rule
stating that if the left context contained one of a set
of titles (mr, mrs, ms, madam, gentlemen), the re-
ordering should not take place. Since the learning
includes word form information, this is a rule that
the learning algorithm is able to learn. To a great
extent, the rule eliminates the problem.

The above examples also illustrate that local re-
ordering (in this case as local as two neighboring
words) can be a problem for PSMT, since even
though the reordering is local, the information about
whether to reorder or not is not necessarily local.
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1 S based on this viewpoint , every small port and every ferry port which handles
a great deal of tourist traffic should feature on the european list .

B baseret på dette synspunkt , ethvert lille havn og alle færgehavnen som
håndterer en stor turist trafik skal stå på den europæiske liste .

P baseret på dette synspunkt , skal alle de små havne , og alle færgehavnen
som behandler mange af turister trafik stod på den europæiske liste .

2 S the rapporteur generally welcomes the proposals in the commission white paper on this
subject but is apprehensive of the possible implications of the reform , which aims
principally to decentralise the implementation of competition rules .

B ordføreren generelt bifalder forslagene i kommissionens hvidbog om dette emne , men er
bekymret for de mulige konsekvenser af den reform , som sigter hovedsagelig at
decentralisere gennemførelsen af konkurrencereglerne .

P ordføreren bifalder generelt forslagene i kommissionens hvidbog om dette emne , men er
bekymret for de mulige konsekvenser af den reform , som især sigter mod at
decentralisere gennemførelsen af konkurrencereglerne .

Table 8: Examples of reorderings. S is source, B is baseline, and P is the SPTO approach. The elements that have
been reordered in the P sentence are marked alike in all sentences. The text in bold has changed place with the text in
italics.

6.3 Reordering analysis

In this section, we will show and discuss a few ex-
amples of the reorderings made by the SPTO ap-
proach. Table 8 contain two translations taken from
the test set.

In translation 1), the subject (bold) is correctly
moved to the right of the finite verb (italics), which
the baseline system fails to do. Moving the finite
verb away from the infinite verb ’feature’, however,
leads to incorrect agreement between these. While
the baseline correctly retains the infinite form (’stå’),
the language model forces another finite form (the
past tense ’stod’) in the SPTO reordering approach.

Translation 2) illustrates the handling of adver-
bials. The first reordering is in a main clause, there-
fore, the adverbial is moved to the right of the finite
verb. The second reordering occurs in a subordinate
clause, and the adverbial is moved to the left of the
finite verb. Neither of these are handled successfully
by the baseline system.

In this case, the reordering leads to better word
selection. The English ’aims to’ corresponds to the
Danish ’sigter mod’, which the SPTO approach gets
correct. However, the baseline system translates ’to’
to its much more common translation ’at’, because
’to’ is separated from ’aims’ by the adverbial ’prin-
cipally’.

7 Conclusion and Future Plans

We have described a novel approach to word re-
ordering in SMT, which successfully integrates
syntactically motivated reordering in phrase-based
SMT. This is achieved by reordering the input string,
but scoring on the output string. As opposed to pre-
vious approaches, this neither biases against phrase
internal nor external reorderings. We achieve an ab-
solute improvement in translation quality of 1.1 %
BLEU. A result that is supported by manual evalua-
tion, which shows that the SPTO approach is signif-
icantly superior to previous approaches.

In the future, we plan to apply this approach to
English-Arabic translation. We expect greater gains,
due to the higher need for reordering between these
less-related languages. We also want to examine the
relation between word alignment method and the ex-
tracted rules and the relationship between reordering
and word selection. Finally, a limitation of the cur-
rent experiments is that they only allow rule-based
external reorderings. Since the SPTO scoring is not
tied to a source reordering approach, we want to ex-
amine the effect of simply adding it as an additional
parameter to the baseline PSMT system. This way,
all external reorderings are made possible, but only
the rule-supported ones get promoted.

53



References
Y. Al-Onaizan and K. Papineni. 2006. Distortion models

for statistical machine translation. In Proceedings of
44th ACL.

M. Buch-Kromann, J. Wedekind, and J. Elming. 2007.
The Copenhagen Danish-English Dependency Tree-
bank v. 2.0. http://www.isv.cbs.dk/∼mbk/cdt2.0.

C. Callison-Burch, C. Fordyce, P. Koehn, C. Monz, and
J. Schroeder. 2007. (Meta-) evaluation of machine
translation. In Proceedings of ACL-2007 Workshop on
Statistical Machine Translation.

E. Charniak. 2000. A maximum-entropy-inspired parser.
In Proceedings of the 1st NAACL.

W. Cohen. 1996. Learning trees and rules with set-
valued features. In Proceedings of the 14th AAAI.

M. Collins, P. Koehn, and I. Kucerova. 2005. Clause re-
structuring for statistical machine translation. In Pro-
ceedings of the 43rd ACL.

J. M. Crego and J. B. Mariño. 2007. Syntax-enhanced n-
gram-based smt. In Proceedings of the 11th MT Sum-
mit.

N. Habash. 2007. Syntactic preprocessing for statistical
machine translation. In Proceedings of the 11th MT
Summit.

P. Koehn and C. Monz. 2006. Manual and automatic
evaluation of machine translation between european
languages. In Proceedings on the WSMT.

P. Koehn, F. J. Och, and D. Marcu. 2003. Statistical
phrase-based translation. In Proceedings of NAACL.

P. Koehn. 2004. Pharaoh: a beam search decoder for
phrase-based statistical machine translation models.
In Proceedings of AMTA.

P. Koehn. 2005. Europarl: A parallel corpus for statis-
tical machine translation. In Proceedings of MT Sum-
mit.

C. Li, M. Li, D. Zhang, M. Li, M. Zhou, and Y. Guan.
2007. A probabilistic approach to syntax-based re-
ordering for statistical machine translation. In Pro-
ceedings of the 45th ACL.

A. Stolcke. 2002. Srilm – an extensible language mod-
eling toolkit. In Proceedings of the International Con-
ference on Spoken Language Processing.

C. Wang, M. Collins, and P. Koehn. 2007. Chinese syn-
tactic reordering for statistical machine translation. In
Proceedings of EMNLP-CoNLL.

F. Xia and M. McCord. 2004. Improving a statistical mt
system with automatically learned rewrite patterns. In
Proceedings of Coling.

R. Zens, F. J. Och, and H. Ney. 2002. Phrase-based sta-
tistical machine translation. In M. Jarke, J. Koehler,
and G. Lakemeyer, editors, KI - 2002: Advances in
Artificial Intelligence. 25. Annual German Conference
on AI. Springer Verlag.

Y. Zhang, R. Zens, and H. Ney. 2007. Improved chunk-
level reordering for statistical machine translation. In
Proceedings of the IWSLT.

54



Proceedings of the Second ACL Workshop on Syntax and Structure in Statistical Translation (SSST-2), pages 55–60,
ACL-08: HLT, Columbus, Ohio, USA, June 2008. c©2008 Association for Computational Linguistics

Experiments in discriminating phrase-based translations on the basis of
syntactic coupling features

Vassilina Nikoulina and Marc Dymetman
Xerox Research Centre Europe

Grenoble, France
{nikoulina,dymetman}@xrce.xerox.com

Abstract

We describe experiments on discriminating
English to French phrase-based translations
through the use of syntactic “coupling” fea-
tures. Using a robust rule-based dependency
parser, we parse both the English source and
the French translation candidates from the n-
best list returned by our phrase-based system;
we compute for each candidate a number of
coupling features, that is, values that depend
on the amount of alignment between edges in
the source and target structures, and discrim-
inatively train the weights of these coupling
features. We compare different feature combi-
nations. Although the improvements in terms
of automatic measures such as Bleu and Nist
are inconclusive, an initial human assessment
of the results appears to show certain qualita-
tive improvements.

1 Introduction

1.1 Motivation

When we use the phrase-based SMT system MA-
TRAX (Simard et al., 2005) to translate the sen-
tence Our declaration of rights is the first of this
millenium from English to French, the result re-
turned by the system is the erroneous translation
Notre déclaration des droits de la première est de
ce millénaire, while somewhere down the n-best list
of lesser-scored candidates we find a correct transla-
tion: Notre déclaration des droits est la première de
ce millénaire.

On closer inspection, the difference of scores be-
tween the two candidates is the following. In the

second (correct) case, the phrase of rights was trans-
lated into the phrase des droits, while in the first (in-
correct) case, the phrase of was translated into the
phrase de and the phrase rights into the phrase des
droits. However, while the two bi-phrases of/de and
rights/des droits independently make perfect sense,
the sequence de des droits in French is not possi-
ble, a situation which is easily detected by a stan-
dard ngram language model; the language model has
then a tendency to try to place the (in fact superflu-
ous) de at a further place in the target (just before
la première), where it is more acceptable to it. The
overall consequence is a translation that while for-
mally possible from the viewpoint of a simple lan-
guage model, is not an adequate representation of
the meaning of the source.

Now suppose that we parse both the source and
the two candidates with a dependency parser. If we
compare the parses of the source and of the correct
translation, we find a close (in the current exam-
ple, very close) isomorphism between dependency
edges connecting pairs of aligned words (s1, s2) and
(t1, t2), where si is aligned to ti: the presence of
an edge between s1 and s2 often implies that of an
edge between t1 and t2. This is less the case if we
compare the parses of the source and of the incor-
rect translation; in this case, the word première is
now linked to droits, while the word first was linked
to millenium.

While this is of course just one example, it does
help to motivate the approach we have taken: we
compute different measures of association strength
between edges in the source and target dependency
trees, and use these measures as features for rerank-
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ing the n-best candidates of a baseline phrase-based
system. The hope is that by doing so, we will in-
crease the adequacy of translations, and possibly to
some extent, their fluency (at least their “seman-
tic” fluency, which is influenced by their adequacy,
as opposed to their “grammatical” fluency, which
would be better addressed by target-specific syntac-
tic features than by coupling syntactic features).

1.2 Related Work

There is a growing body of work on the use of syntax
for improving statistical machine translation, from
approaches such as (Chiang, 2007) that use “formal
syntax”, that is syntactic structures for the source
and target that are discovered on the basis of a bilin-
gual corpus, but without resort to an externally mo-
tivated parser, to approaches such as (Yamada and
Knight, 2001) and (Marcu et al., 2006) that use an
external parser on the target only, or such as (Quirk
et al., 2005) on the source only, or such as (Cowan et
al., 2006) that use external parsers both on the source
and on the target.

Our approach is in this last category, but is distin-
guished from all the cited approaches by the fact that
it does not try to build a target structure (or string)
directly, but rather by using a baseline phrase-based
system as a generator of candidates, and then select-
ing between these candidates through a discrimina-
tive procedure. Some other researchers have taken a
similar line, for example (Hasan et al., 2006), which
only uses a parser on the target, and attempts to im-
prove the fluency of the translation produced, and es-
pecially (Och et al., 2003) that reports experiments
using a large number of syntactic features. In one
of the experiments briefly reported, a dependency
parser is used both for the source and for the tar-
get and a few features are introduced for counting
the number of edges that project from the source
to the target. This experiment, which as far as we
know was not followed up by deeper investigations,
is very similar to what we do. However we intro-
duce and compare results for a wider variety of cou-
pling features, taking into account different combi-
nations involving normalization of the counts, sym-
metrized features between the source and target, la-
belled dependencies, and also consider several ways
for computing the word alignment on the basis of
which edge couplings are determined.

2 The approach

2.1 Background
Matrax. The phrase-based SMT system Matrax
(Simard et al., 2005), developed at Xerox, was
used in the experiments. Matrax is based on a
fairly standard log-linear model, but one original as-
pect of the system is the use of non-contiguous bi-
phrases. Most existing phrase-based models depend
on phrases that are sequences of contiguous words
on either the source or the target side (e.g. pren-
dre feu / catch fire). By contrast, Matrax considers
pairs of non-contiguous phrases, such as ne ... plus /
not ... anymore, where words in the source and tar-
get phrases may be separated by gaps, to be filled
at translation time by lexical material provided by
some other such pairs. One motivation behind this
approach is that, basically, the fact that the source
expression ne ... plus is a good predictor of not
... anymore does not depend on the lexical material
appearing inside the source expression, an insight
which is generally unexploitable by models based
on contiguous phrases.1

XIP. For parsing, we used the Xerox Incremen-
tal Parser XIP (Aı̈t-Mokhtar et al., 2002), which is
a robust dependency parser developed at the Xerox
Research Centre Europe. XIP is fast (around 2000
words per second for English) and is well adapted to
a situation, like the one we have here, were we need
to parse on the order of a few hundred target candi-
dates on the fly. Also of interest to us is the fact that
XIP produces labelled dependencies, a feature that
we use in some of our experiments.

2.2 Decoding and Training
Coupling features such as the ones we use require
access to the parses of candidate translations, and
these parses, at least for a parser such as XIP (and
for many similar parsers), can only be obtained once
the complete candidate translation is known. This is
why it is difficult to introduce them internally in the
Matrax stack-based decoder, which would require to
provide partial parses for prefixes of the target can-
didates and also associated heuristics to estimate the
syntactic structure of completions of these prefixes.

1The Hiero system (Chiang, 2007) is a well-known in-
stance of a structure-oriented system that also has a notion of
gapped phrases, but contrary to Hiero, Matrax is based on non-
hierarchical phrases.

56



Instead, we resort to a standard reranking approach
in which we produce an n-best list of Matrax candi-
date translations (with n = 100 in our experiments),
and then rerank this list with a linear combination
of our parse-dependent features. In order to train
the feature weights, we use an averaged structured
perceptron approach à la Collins, where we try to
learn weights such that the first candidate to emerge
is equal to the “oracle” candidate, that is, the candi-
date that is closest to the reference in terms of NIST
score.

2.3 Coupling Features
Our general approach to computing coupling fea-
tures between the dependency structure of the source
and that of a candidate translation produced by Ma-
trax is the following: we start by aligning the words
between the source and the candidate translation, we
parse both sides, and we count (possibly according
to a weighting scheme) the number of configura-
tions (“rectangles”) that are of the following type:
((s1, s12, s2), (t1, t12, t2)), where s12 is an edge be-
tween s1 and s2, t12 is an edge between t1 and t2,
s1 is aligned with t1 and s2 is aligned with t2. We
implemented several variants of this basic scheme.

We start by describing different “generic” cou-
pling functions derived from the basic scheme, as-
suming that word alignments have been already de-
termined, then we describe the option of taking into
account specific dependency labels when counting
rectangles, and finally we describe two options for
computing the word alignments.

2.3.1 Generic features
The first measure of coupling is based on sim-

ple, non-weighted, word alignments. Here we sim-
ply consider that a word of the source and a word
of the target are aligned or not aligned, without any
intermediary degree, and consider that a rectangle
exists on the quadruple of words s1, s2, t1, t2 iff si

is aligned to ti, s1 and s2 have a dependency link
between them (in whatever direction) and similarly
for t1 and t2. The first feature that we introduce,
Coupling-Count, is simply the count of all such rect-
angles between the source and the target.

We note that the value of this feature tends to be
correlated with the size of the source and target de-
pendency trees. We therefore introduce some nor-
malized variants of the feature:

• Coupling-Recall. We compute the number of
source edges for which there exists a projec-
tion in the target. More formally, the number of
edges between two words s1, s2 such that there
exist two words t1, t2 with si aligned to ti and
such that t1, t2 have an edge between them. We
then divide this number by the total number of
edges in the source.

• Coupling-Precision. We do the same thing this
time starting from the target.

• Coupling-F-measure. In the case of perfectly
isomorphic dependency trees (a situation that
of course rarely occurs because of the linguis-
tic divergences between languages), we would
have precision and recall both equal to 1. In or-
der to measure divergence from this ideal case,
we introduce a feature that we call Coupling-
F-measure, which is defined as the harmonic
mean of the two previous features.

One deficiency of the previous measures is that
they rely a lot on “hard” word alignments, but do not
take into account the probability of aligning a source
and a target word. We introduce another feature
Coupling-Lex that exploits lexical translation prob-
abilities: each rectangle found between the source
and target trees is weighted according to the prod-
uct of the translation probabilities associated with
(s1, t1) and (s2, t2).

2.3.2 Label-specific features
The features previously defined do not take into

account the labels associated with edges in the de-
pendency trees. However, while rectangles of the
form ((s1, subj, s2), (t1, subj, t2)) may be rather sys-
tematic between such languages as English and
French, other rectangles may be much less so, due
on the one hand to actual linguistic divergences be-
tween the two languages, but also, as importantly
in practice, to different representational conventions
used by different grammar developers for the two
languages.2

In order to control this problem, we introduce a
collection of Label-Specific-Coupling features, each
for a specific pair of source label and target label.

2Although the XIP formalism is shared between grammar
developers of French and English, the grammars do sometimes
follow slightly different conventions.
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The values of a label-specific feature are the num-
ber of occurrences for this specific label pair. We
use only label pairs that have been observed to be
aligned in the training corpus (that is, that partici-
pate in observed rectangles). In one version of that
approach, we use all such pairs found in the corpus,
in another version only the pairs above a certain fre-
quency threshold in the corpus.

2.3.3 Giza-based alignment

In order to compute the features described above,
a prerequisite is to be able to determine a word align-
ment between the source and a candidate transla-
tion. Our first approach is to use GIZA++ to create
these alignments, by producing for a given source
and a given candidate translation n-best alignment
lists in both directions and applying standard tech-
niques of symmetrization to produce a bidirectional
alignment.

2.3.4 Phrase-based alignment

Another way to find word alignments is to use the
information provided by our baseline system. Since
Matrax is a phrase-based system, it has access to
the bi-phrases (aligned by definition) that are used
in order to generate a candidate translation. How-
ever note that if we use the bi-phrases directly we
are not able to establish the alignments on a word
level (since Matrax does not provide any informa-
tion about word alignments inside the bi-phrases),
but only on a phrase level, and we need to adapt the
coupling features accordingly.

To overcome this problem, we will transform the
dependencies between words into dependencies be-
tween phrases. Thus, two phrases c1, c2 will have a
dependency edge between them if there exists a de-
pendency edge between a word w1 ∈ c1 and a word
w2 ∈ c2. Once this transformation is done both
for the source and the target, we get dependency
graphs having phrases as nodes. We also know the
alignments between these phrases, implicit in the bi-
phrases used by Matrax. So, we can consider the
phrases as super-words, and introduce coupling fea-
tures of the same type as before, but operating on a
higher level (super-words) this time.

3 Experiments

3.1 Description

For all our experiments we use the training, develop-
ment and test sets provided for the English-French
News Commentary corpus in WMT-08. The num-
ber of sentences in these sets are respectively 55039,
1057 and 1064, and the average sentence length is 21
words (English) and 24.5 words (French).

We take Matrax as the baseline system. With this
system we generate 100-best lists of candidate trans-
lations for all source sentences of the test set, we
rerank these candidates using our features, and we
output the top candidate. We present our results in
Table 1, distinguished according to the actual com-
bination of features used in each experiment.

• The Baseline entry in the table corresponds to
Matrax results on the test set, without the use
of any of the coupling features.

• We distinguish two sub-tables, according to
whether Giza-based alignments or phrase-
based alignments were used.

• The Generic keyword corresponds to the cou-
pling features introduced in section 2.3.1, based
on rectangle counts, independent of the labels
of the edges.

• The Matrax keyword corresponds to using Ma-
trax “internal” features as reranking features,
along with the coupling features. These Ma-
trax features are pretty standard phrase-based
features, apart from some features dealing ex-
plicitly with gapped phrases, and are described
in detail in (Simard et al., 2005).

• The Labels and Frequent Labels keywords cor-
responds to using label-specific features. In
the first case (Labels) we extracted all of the
aligned label pairs (label pair associated with a
coupling rectangle) found in a training set of
1000 source sentences along with their 100-
best Matrax translations (this set was chosen
to be different from the development set in or-
der to avoid overfitting effects when rerank-
ing on the development set); we then obtained
2053 features of this kind. In the second case
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NIST BLEU - + Diff
Baseline 6.4093 0.2034 0 0 0

Giza-based alignments
Generic 6.3383 0.2043 15 17 2
Generic, Matrax 6.3782 0.2083 4 18 14
Labels 6.3483 0.1963 12 18 6
Labels, Generic 6.3514 0.2010 3 18 15
Labels, Generic, Matrax 6.4016 0.2075 3 20 17
Frequent Labels 6.3815 0.2054 7 11 4
Frequent Labels, Generic 6.3826 0.2044 6 18 12
Frequent Labels, Generic, Matrax 6.4177 0.2100 2 16 14

Phrase-based alignments
Generic 6.2869 0.1964 12 14 2
Generic, Matrax 6.3972 0.2031 4 11 7
Labels 6.3677 0.1995 16 15 -1
Labels, Generic 6.3567 0.1977 8 15 7
Labels, Generic, Matrax 6.4269 0.2049 4 17 13
Frequent Labels 6.3701 0.1998 3 15 12
Frequent Labels, Generic 6.3846 0.2013 7 16 9
Frequent Labels, Generic, Matrax 6.4160 0.2049 4 16 12
Giza Generic, Phrase Generic, Giza Labels, Matrax 6.4351 0.2060 7 22 15

Table 1: Reranking results.

(Frequent Labels), we only kept the most fre-
quently observed among these label pairs, re-
taining only 137 such features.

• When several keywords appear on a line, we
used the union of the corresponding features,
and in the last line of the table, we show a
combination involving at the same time some
features computed on the basis of Giza-based
alignments and of phrase-based alignments.

• Along with the NIST and BLEU scores of each
combination3, we also conducted an informal
manual assessment of the quality of the results
relative to the Matrax baseline. We took a ran-
dom sample of 100 source sentences from the
test set and for each sentence, assessed whether
the first candidate produced by reranking was
better, worse, or indistinguishable in terms of
quality relative to the baseline translation. We
report the number of improvements (+) and de-
teriorations (-) among these 100 samples as
well as their difference.

3These scores were computed on the basis of only one ref-
erence.

3.2 Discussion of the results

While the overall results in terms of Bleu and Nist
do not show major improvements relative to the
baseline, there are several interesting observations to
make. First of all, if we focus on feature combina-
tions in which Matrax features are included (shown
in italics in the table), we see that there is a gen-
eral tendency for the results, both in terms of auto-
matic and human evaluations, to be better than for
the same combination without the Matrax features;
the explanation seems to be that if we do not use the
Matrax features during reranking, but consider the
100 candidates in the n-best list to be equally valu-
able from the viewpoint of Matrax features, we lose
essential information that cannot be recovered sim-
ply by appeal to the syntactic coupling features.4

If we now concentrate on the lines which do in-
clude Matrax features and compare their results with
the baseline, we see a trend for these results to be
better than the baseline, both in terms of automatic
measures as (more strongly) in terms of human eval-

4This is not very surprising and probably on the basis of this
observation it would be useful in further experiments to intro-
duce as an additional feature the log-linear score given by the
Matrax baseline.
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uation. Taken individually, perhaps the improve-
ments are not very clear, but collectively, a trend
does seem to appear in favor of syntactic coupling
features generally, although we have not conducted
formal statistical tests to validate this impression. A
more detailed comparison between individual lines,
inside the class of combinations that include Matrax
features, appears however difficult to make on the
basis of the current experiments.

4 Conclusion and Perspectives

Although there is some consensus that the future
of statistical machine translation lies in the use of
structural information, it is generally admitted that
it is currently difficult to significantly improve over
phrase-base systems in this way, at least in terms of
automatic evaluation measures. Our results do not
contradict that impression, although they are more
encouraging in terms of preliminary human asses-
ments than in terms of the automatic measures.

The reranking approach to using syntactic fea-
tures on top of a phrase-based system is attractive
because on the one hand it is easier to implement
than a full new syntax-aware decoder, and on the
other hand it guarantees at least as good perfor-
mance as the baseline phrase-based system, if some
precautions are taken. On the other hand, its main
limitations concern the size of the n-best list of can-
didates that is realistic in terms of decoding time.5

At least two approaches seem promising in order to
alleviate this problem: (1) find a way to capitalize
on the factorization of translation candidates in the
internal lattice used by the phrase-based decoder, in
order to produce factorized parses that would permit
comparison between more candidates than can be
seen through a final n-best list; (2) allow the reranker
to perform local transformations of the n-best candi-
dates, in the spirit of (Langlais et al., 2007), in order
to be able to explore a larger space of promising can-
didates than is provided by the static list.

Another interesting direction would be to learn
the feature weights by reranking towards another
type of oracle than the one we used, which is de-
fined as the closest candidate in the list in terms of
NIST score relative to the reference; instead it might

5It should be noted however that we could increase this size
from 100 to 1000 without incurring too much penalty, given the
speed of the XIP parser we use.

be worthwhile to use as an oracle the candidate in
the list which receives the best human assessment
in terms of fluency and adequacy, giving a better
chance to the syntactic features to show their worth;
but this would probably also require that these sys-
tems be mostly evaluated in terms of human assess-
ment, a trend which is more and more noticeable in
the SMT community.
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Abstract  

This paper presents a method to integrate 
multiple reordering strategies in 
phrase-based statistical machine 
translation.  Recently there has been much 
research effort in reordering problems in 
machine translation.   State-of-the-art 
decoders incorporate sophisticated local 
reordering strategies, but there is little 
research on a unified approach to 
incorporate various kinds of reordering 
methods.  We present a phrase-based 
decoder which easily allows multiple 
reordering schemes.  We show how to use 
this framework to perform distance-based 
reordering and HIERO-style (Chiang 
2005) hierarchical reordering.  We also 
present two novel syntax-based reordering 
methods, one built on part-of-speech tags 
and the other based on parse trees.  We will 
give experimental results using these 
relatively easy to implement methods on 
standard tests.    

1 Introduction and Previous Work 

Given an input source sentence and guided by a 
translation model, language model, distortion 
model, etc., a machine translation decoder 
searches for a target sentence that is the best 
translation of the source.  There are usually two 
aspects of the search.  One tries to find target 
words for a given source segment.  The other 
searches for the order in which the source 
segments are to be translated.   A source segment 
here means a contiguous part of the source 
sentence. The former is largely controlled by 
language models and translation models and the 

latter by language models and distortion models.  
It is, in most cases, the latter, the search for the 
correct word order (which source segment to be 
translated next) that results in a large 
combinatorial search space.  State-of-the-art 
decoders use dynamic programming based 
beam-search with local reordering (Och 1999, 
Tillmann 2000).  Although local reordering to 
some degree is implicit in phrase-based 
decoding, the kind of reordering is very limited.   
The simplest distance-based reordering, from the 
current source position i, tries to defer the 
translation of the next n words (1 ≤ n ≤ N, N the 
maximum number of words to be delayed).  N is 
bounded by the computational requirements.    

 
Recent work on reordering has been on trying to 
find “smart” ways to decide word order, using 
syntactic features such as POS tags (Lee and Ge 
2005) , parse trees (Zhang et.al, 2007, Wang et.al. 
2007,  Collins et.al. 2005, Yamada and Knight 
2001) to name just a few, and synchronized CFG 
(Wu 1997, Chiang 2005), again to name just a 
few.  These efforts have shown promising 
improvements in translation quality.  However, 
to use these features during decoding requires 
either a separate decoder to be written or some 
ad-hoc mechanisms to be invented to incorporate 
them into an existing decoder, or in some cases 
(Wang et. al. 2007) the input source is 
pre-ordered to be decoded monotonically.   
 
(Kanthak et. al. 2005) described a framework  in 
which different reordering methods are 
represented as search constraints to a finite state 
automata.   It is able to compute distance-based 
and ITG-style reordering automata.   We differ 
from that approach in a couple of ways.  One is 
that in (Kanthak et. al. 2005), an on-demand 
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reordering graph is pre-computed which is then 
taken as a input for monotonic decoding.    We 
compute the reordering as the sentence is being 
decoded.  The second is that it is not clear how to 
generate the permutation graphs under, say 
HIERO-type hierarchical constraints,  or other 
syntax-inspired reorderings such as those based 
on part-of-speech patterns.  Our approach differs 
in that we allow greater flexibility in capturing a 
wider range of reordering strategies. 
 
We will first give an overview of  the framework 
(§2).  We then describe how to implement four 
reordering methods in a single decoder in §3.  §4 
presents some Chinese-English results on the 
NIST MT test sets.  It also shows results on web 
log and broadcast news data.    

2 Reordering in Decoding 

2.1 Hypothesis 

The process of MT decoding can be thought of as 
a process of hypothesizing target translations.  
Given an input source sentence of length L, the 
decoding is done segment by segment.  A 
segment is simply an n-word source chunk, 
where 1 ≤ n ≤ L.  Decoding finishes when all 
source chunks are translated (some source words 
that have no target translations can be thought of 
as being translated into a special token NULL).   
The decoder at this point outputs its best 
hypothesis. 
 

2.2 Hypothesis with reorderings 

In order to facilitate various search strategies, a 
separation of duty is called for.    The decoder is 
composed of two major modules, a reordering 
module and a production module.  The reordering 
module decides which source segment to be 
translated next.   The production module 
produces the actual translations for a given 
segment.  Although most of the start-of-the-art 
decoders have these two modules, they are 
nevertheless tightly coupled.  Here they are 
separated.  This separation does not compromise 
the search space of the decoder.  Hypotheses that 
are explored in the traditional way are still 
explored in this framework.  This separation is 
essential if one were to design a decoder that 
incorporates phrase-based, syntax-based, and 

other types of decoding in a unified and 
disciplined way.   In the decoder, each hypothesis 
carries with it a sequence of source segments to 
be decoded at the current time step.   After the 
production module translates these segments and 
after beam pruning is applied to all the 
hypotheses produced at this time step, the 
hypotheses go back to the reordering module 
which determines the next source segments to be 
translated.  This process continues until all source 
words are translated.   

 
One can think of the reordering module as a black 
box whose sole responsibility is to determine the 
next sequence of source segments to be translated.   
Given this separation, the reordering module can 
be implemented in whichever way and the 
changes in it do not require changes to any other 
modules in the decoder.  There can be a suite of 
such modules, each exploring different features 
and implementing different search schemes.  A 
reordering module that implement basic 
distance-based reordering will take two 
parameters, the number of source words to be 
skipped and the window size that determines 
when the skipped words must be translated.  A 
reordering module that is based on HIERO rules 
will take the library of HIERO rules and select 
the subset that fire on a given input sentence.  The 
module will use this subset of rules to determine 
the source translation order.  A parse-inspired 
reordering module will take an input parse tree 
and based on either a trained model or 
hand-written rules  decide the next source 
sequence to be translated.  As long as all the 
reordering modules are written to a common 
interface,  they can be separately written and 
maintained.   
Figure 1 shows an example of how three 
reordering modules can be incorporated into a 
single decoder.  The input source is S1…Sn.   

Module

skip = 2
window = 3

S1 S2 X −> T1 T2 X

S1
S2 S3

Sn−1 Sn
.....

Distance−based
Reordering

S1 X Sn −> Tn X T1 HIERO−based
Reordering

Parse−based
Reordering

S1
S2
S3

Sn
S1

S1
S2
Sn−1

Production

 
Figure 1.  Reordering module example 
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Each reordering module has its own resources 
and parameters which are shown on the left side.  
Each reordering module produces a vector of 
next source positions.  The production module 
takes these positions and produces translations 
for them.  

3  Reordering Modules 

In this section, we describe four reordering 
modules implementing different reordering 
strategies.  The framework is not limited to these 
four methods.  We present these four to 
demonstrate the ability of the framework to 
incorporate a wide variety of reordering methods. 
 
3.1 Distance-based Skip Reordering 
 
This is the type of reordering first presented by 
(Brown et.al. 1993) and was briefly alluded to in 
the above Introduction section.  This method is 
controlled by 2 parameters: 

Skip = number of words whose 
translations are to be delayed.  Let us call these 
words skipped words. 

WindowWidth (ww) = maximum 
number of words allowed to be translated before 
translating the skipped words. 

 
This reordering module outputs all the possible 
next source words to be translated according to 
these two parameters.  For illustration purposes, 
let us use a bit vector B to represent which source 
words have been translated.  Thus those that have 
been translated have value 1 in the bit vector, and 
those un-translated have 0.   As an example, let 
skip = 2 and ww = 3, and an input sentence of 
length = 10.  Initially, all 10 entries of B are 0.  At 
the first time step, only the following are possible 
next positions: 
a) 1 0 0 0 0 0 0 0 0 0 :  translate 1st word 
b) 0 1 0 0 0 0 0 0 0 0 :  skip 1st word 
c) 0 0 1 0 0 0 0 0 0 0 :  skip 1st and 2nd words 
 
At the next time step,  if  we want to continue the 
path of c),  we have these choices: 
1) we can leave the first 2 words open and 
continue until we reach 3 words (because ww=3) 

c1) 0 0 1 1 0 0 0 0 0 0  
c2) 0 0 1 1 1 0 0 0 0 0 

2) or we can go back and translate either of the 
first 2 skipped words: 
 c3) 1 0 1 0 0 0 0 0 0 0 
 c4) 0 1 1 0 0 0 0 0 0 0 
 
It is clear that the search space easily blows up 
with large skip and window-width values.  
Therefore, a beam pruning step is performed after 
partial hypotheses are produced at every time 
step.   
 
3.2 HIERO Hierarchical Reordering 
 
In this section we show an example of how the 
Hiero decoding method (Chiang 2005) can be 
implemented as a reordering module in this 
framework.  This is not meant to show that our 
MT decoder is a synchronous CFG parser.  This 
is a conceptual demonstration of how the Hiero 
rules can be used in a reordering module to 
decide the source translation order and thus used 
in a traditional phrase-based decoder.  This 
module uses the Hiero rules to determine the next 
source segment to be translated.  The example is 
Chinese-English translation. Consider the 
following Chinese sentence (word position and 
English gloss are shown in parentheses): 
 

����(1.Australia) �(2. is)  �(3. with) ��
(4. North Korea) 	(5. have)  
�(6. diplomatic 
relation) � (7. NULL) 
� (8. few) �� (9. 
country) ��(10. one of) 
 

Suppose we have two following Hiero rules: 
���� X → Australia X  (1) 
� X �� → is one of X   (2) 
 

The left-hand-side of Hiero rules are source 
phrases and the right-hand-side is their English 
translation and the Xs are the non-terminals 
whose extent is determined by the source input 
against which the rules are tested for matching.  
A rule fires if its left-hand-side matches certain 
segments of the input. 
 
Given the above Chinese input and the two Hiero 
rules, the Hiero decoder as described in (Chiang 
2005) will produce a partial hypothesis 
“Australia is one of” by firing the two rules 
during parsing (see Chiang 2005 for decoding 
details).  We will show how to decode in the 
Hiero paradigm using the framework. 
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The reordering module first decides a source 
segment based on rule (1).  Rule (1) generates a 
sequence of source segments in term of source 
ranges: <[1,1],[2,10]>.  This means the source 
segment spanning range [1,1] (word 1, ����

/Australia) is to be translated first, and then the 
remaining segment spanning range [2,10] is to be 
translated next.  This is exactly what rule (1) 
dictates where ���� corresponds to source 
[1,1] in the reordering module’s output and the X 
is [2,10].  The range [1,1], after being given to the 
production module,  results in the production of a 
partial hypothesis where the target “Australia” is 
produced.  The task now is to translate the next 
source range [2,10].  At this point,  the reordering 
module generates another source segment 
according to rule (2) where the left-hand-side “� 
X ��” is matched against the input and three 
corresponding source ranges are found which are 
[2,2] (�/is), [4,9] (X), and [10,10] (��/one of).  
According to rule (2), this source sequence is to 
be translated in the order of [2,2] (is), [10,10] 
(one of), and then [4,9] (X).  Therefore the output 
of the reordering module at this stage is 
<[2,2],[10,10],[4,9]>.  This would then go on to 
be translated and results in a partial hypothesis to 
“Australia is one of”.  Thus “Australia is one of” 
is a partial production which covers source 
segments [1,1] [2,2] and [10,10] in that order.  
Note that the source segments decoded so far are 
not contiguous and this is the effect of long-range 
reordering imposed by rule (2).  The next stage is 
<[4,9]> which is what the X in rule (2) 
corresponds to.  From here onwards, other rules 
will fire and the decoding sequence these rules 
dictate will be realized by the reordering module 
in the form of source ranges.  This process can 
also be viewed hierarchically in Figure 2. 
 
In Figure 2 the ranges (the bracketed numbers) 
are source segments and the leaves are English 
productions.  Initially we have the whole input 
sentence as one range [1,10].  According to rule 
(1), this initial range is refined to be 
<[1,1],[2,10]>,  the 2nd level in Figure 2.  The 
[2,10] is further refined by rule (2)  to generate  
the 3rd level ranges <[2,2],[10,10],[4,9]> and the 
process goes on.  Ranges that cannot be further 
refined go into the production module which 

 ...

[1,10]

[1,1]

Australia

[2,10]

[2,2] [10,10] [4,9]

is one of  
 

Figure 2. Hiero-style decoding  
 
generates partial hypotheses which are the leaves 
in the figure.  In other words, the partial 
hypotheses are generated by traversing the tree in 
Figure 2 in a left-to-right depth-first fashion. 
 
3.3 Generalized Part-Of-Speech-based 
Reordering 
 
The aim of a generalized part-of-speech-based 
reordering method is to tackle the problem of 
long-range word movement.  Chinese is a 
pre-modification language in which the modifiers 
precede the head.  The following is an example 
with English gloss   in parentheses.  The 
prepositional modifier “on the table'' follows the 
head “the book'' in English (3.3b), but precedes it 
in Chinese (3.3a).  When the modifiers are long, 
word-based local reordering is inadequate to 
handle the movement. 

3.3a.  �(table)  �(on)  �(NULL) �(book) 
 3.3b.  the book on the table 

 
There have been several approaches to the 
problem some of which are mentioned in §1.  
Compared to these methods, this approach is 
lightweight in that it requires only part-of-speech  
(POS) tagging on the source side. The idea is to 
capture general long-distance distortion 
phenomena by extracting reordering patterns 
using a mixture of words and part-of-speech tags 
on the source side.  The reordering patterns are 
extracted for every contiguously aligned source 
segment in the following form:  

source  sequence → target sequence 
 

 
Both the source sequence and the target  
sequence are expressed using a combination of 
source words and POS tags.  The patterns are 
‘generalized’ not only because POS tags are used 
but also because variables or place-holders are 
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allowed.  Given a pair of source and target 
training sentences, their word alignments and 
POS tags on the source, we look for any 
contiguously aligned source segment and extract 
word reordering patterns around it.  Figure 3 
shows an example.   
 
Shown in Figure 3 are a pair of Chinese and 
English sentence, the Chinese POS tags and the 
word alignment indicated by the lines.  When 
multiple English words  are aligned to a single 
Chinese word, they are grouped by a rectangle for 
easy viewing.  Here we have a contiguously 
aligned source segment from position 3 to 8. 
Using the range notation, we say that source 
range [3,8] is aligned to target range [6, 14].  Let 
X denote the source  segment [3,8].   The source 
verb phrase (at positions 9 and 10) occur after X 
whereas the corresponding target verb phrase 
(target words 2,3, and 4) occur before the 
translation of X (which is target [6,14]). We thus 
extract the following pattern: 
 � X V N → V N � X       (1) 
 

where the left-hand side ‘� X V N’ is the source 
word sequence and the right-hand side ‘V N � X’ 
is the target word sequence.   The X  in the pattern 
is meant to represent a variable, to be matched by 
a sequence of source words in the test data when 
this pattern fires during decoding.  Note that the 
pattern is a mixture of words and POS tags.  
Specifically, the word identity of the preposition 
� (position 2) is retained whereas the content 
words (the verb and the noun) are substituted by 
their POS tags.  This is because in general, for the 
reordering purpose the POS tags are good class 
representations for content words whereas 
different prepositions may have different word 
order patterns so that mapping them all to a single 
POS P masks the difference. Examples of 
patterns are shown in Table 1. 
 

In Chinese-English translation, the majority of 
the reorderings occur around verb modifiers 
(prepositions) and noun modifiers (usually 
around the Chinese part-of-speech DEG as in 
position 6).   Therefore we choose to extract only 
these 2 kinds of patterns that involve a 
preposition and/or a DEG.  In the example above, 
there are only 2 such patterns: 
   � X V N → V N � X              (1) 

X1 DEG X2 → X2 DEG X1           (2)     

 
Figure 3. Chinese/English Alignment Example 

 
 

 
 Source Seq. Target Seq. Count P(tseq 

|sseq) 
1 X DEG NN X DEG NN 861 0.198 
2 X DEG NN X NN DEG 1322 0.305 
3 X DEG NN NN DEG X 2070 0.477 
4 X DEG NN NN X DEG 10 0.002 
5 X DEG NN DEG NN X 52 0.012 
6 X DEG NN DEG X NN 22 0.005 
7 � X VV � X VV 15 0.118 
8 � X VV VV � X 112 0.882 
9 ��X VV VV �� X 2 0.041 
10 
��X VV ��X VV 47 0.959 

 

Table 1. Pattern examples 
 

 
In the table, we see that when the preposition is 
�  (rows 7 and 8, translation: by), then the 
swapping is more likely (0.882 in row 8).  When 
the preposition is �� (rows 9 and 10 translation: 
because), then the target most often stays the 
same order as the source (prob 0.959, last row). 
 
3.4 Parse-based Lexicalized Reordering 
  

Part-of-speech reordering patterns as described in 
§3.3 are crude approximation to the structure of 
the source sentence.  For example, in the source 
pattern ‘X DEG NN’, the variable X can match a 
source segment of arbitrary length which is 
followed by ‘DEG NN’.  Although it does 
capture very long range movement as a result of 

SrcPOS   Source              Target 
 

1.NNP ����  1.WTO 
2.P �               2.made 
3.NNP ���                3.a 
4.CC �   4.decision 
5.NNP  �   5.on 
6.DEG �   6.the 
7.NN !"#                   7.anti-dumping 

8.NN $%   8.dispute 
9.V &'   9.between 
10.NN ()   10.Canada 
    11.and 
    12.the 
    13.United 
    14.States 
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X matching a long segment, it often searches 
unnecessarily for those segments that are 
implausible matches to X.   The goal of the 
pattern ‘X DEG NN’ is to capture the 
pre-modification phenomenon in Chinese where 
X  is to match a modifier.  Parse trees are good at 
capturing these structures.  A parse tree is shown 
in Figure 4a using notation from Chinese 
Treebank CHTB5 (nodes with same label are 
numbered for easy reference). 
 

The node CP has 2 children, first of which is an 
IP and second is the word whose POS is DEG.     
This tree denotes a big NP (top node NP1) whose 
head is the rightmost NP (NP2).  The IP under the 
CP is the modifier.  Given this tree, we can easily 
tell the span of the modifier IP.    

IP

NP1

NP2CP

DEG  

VP1

PP VP2 
 
4a. NP rule         4b. VP rule    
 

LC

PP

P LCP

L*        VP2

BA   IP

NP

VP1

 
 

4c. PP rule         4d. BA rule 
 

Figure 4. Source parse trees to be reordered 
 

Parse trees represent the whole structure of the 
entire sentence.  Not every structure is of interest 
to the reordering problem.  In a way similar to 
that used in part-of-speech-pattern extraction 
(§3.3), we restrict our attention to four kinds of 
structures, the first of which is NP involving a 
DEG (as in Figure 4a.)  The other three are in 
Figure 4b, 4c, and 4d.  In Figure 4c, the label L* 
means any node, sometimes it is a CP, sometimes 
an IP, and so on. 
 
Figure 4b captures the pre-modification in case of 
a VP where PP modifies VP2 in Chinese and 
needs to be swapped when translating into 
English.  Figure 4c is the case where there are 
both pre-position (P) and post-position (LC) in 
the Chinese.  In English, there are only 
pre-positions and therefore something must be 

done to the post-position LC.  Figure 4d is the 
construction in Chinese that turns an SVO word 
order into SOV and here we want VP2 to precede 
its object NP. 
 
The reordering rules are written using the leaves 
in the parse tree,  in other words, the lexical items.   
In the rules below, we use the bracketed label [L] 
to mean the leaves it covers,  so [NP] means the 
leaves under NP.   The reordering rules for the 4 
structures are: 
NP (Figure 4a): [NP2] [DEG] [IP] 
VP (Figure 4b): [VP2] [PP] 
PP (Figure 4c):  [P] [LC] [L*] 
BA (Figure 4d): [VP2] [NP] 
 
Figure 5 is an example of rule 4a.   

 
Figure 5.  Lexical example of NP rule 

 
Chinese words and their English gloss are written 
at the leaves.  The correct English translation is 
“cases of malicious violation of consumer 
interests”.  The DEG in the tree signals that the 
preceding IP is the modifier of the head NP2.  
Given this tree, the reordering rule is [NP2] 
[DEG] [IP] (see 4a) which will be written in the 
form  

source  sequence → target sequence 
 
which is realized as the following (the indices are 
for easy reference and are not in the actual rule) 
1.*+ 2.,-.  3./01 4.�2 5.� 6.34  →  
6.34 5.� 1.*+ 2.,-. 3./01 4.�2 
 
The first three of these structures are explored in 
(Wang et.al. 2007).  The crucial difference is that 
in (Wang et.al. 2007), the reordering rules for 

IP DEG 

ADVP VP 

NP 

3./01 
consumer 

4. �2 
interest 

1. *+ 
malicious 
 

5. � 
null 

NP1 

CP NP2 

6. 34 
case 

2. ,- 
violate 
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these structures are used as a hard decision to 
pre-order the source.  Here the rules are used to 
extract reorder patterns which are used as an 
integral part of the decoder.  The reordering 
module not only proposes the next source 
segment according to the reordering patterns but 
also proposes monotone choices.  This is because 
first, the parser is errorful.   In this work, we use 
the Stanford Parser (Levy and Manning 2003).   
On the last 929 sentences of CHTB5, the parser 
achieves 81% label F-measure on true CHTB5 
word segmentation and drops to 65% on system 
segmentation using the Stanford CRF Segmenter 
(Tseng et.al. 2005).   The second reason to let the 
decoder choose between reordering and 
monotone is other modules such as phrase tables 
and target LM can have an influence on the order 
choice too, especially when both reorder and 
monotone are acceptable as in the following 
example:  
CH: 	(my/mine/I/me) 
(DEG/null)  �(book) 
English1:  my book (monotone) 
English2: the book of mine (reorder) 
 
Since the Chinese has a DEG, our reordering rule 
will prefer to swap but monotone is often correct .  
In cases like these we let the other models, such 
as TM and LM, to also have a say in deciding the 
outcome.  The reordering module will present 
both choices to be produced. 

4 Experiment Results 

We run our experiments on NIST 
Chinese-English MT03 and MT04 and also on 
weblog  (WL) and broadcast news (BN) data.  
The WL and BN test sets are held-out data from 
LDC-released parallel training data.  WL data is 
from LDC2006E34 and BN is from 
LDC2006E10.   The metric reported is cased 
BLEUn4 4-gram BLEU (Papineni et.al. 2001) .   
 

We train HMM alignments in both direction to 
get source-to-target and target-to-source 
probabilities.  We have a smoothed 5-gram 
English LM built on the English Gigaword 
corpus and the English side of the 
Chinese-English parallel corpora distributed by 
LDC from year 2000 to 2005.   
For distance-based skip reordering (§3.1) we 
experimented with four sets of skip and 
WindowWidth values.  
  

For part-of-speech reordering patterns, we use 
the  3259 hand alignments contained in 
LDC2006E93.  We build a MaxEnt Chinese POS 
tagger and tagged the Chinese side of this data.  
The tagger achieves 92% F-measure on the 10% 
heldout data of CHTB5.   We then extracted 
reordering patterns according to the procedure 
described in §3.3.   A total of 788 source patterns 
were extracted.  It is a small pattern set because 
of our specific extraction criteria described in 
§3.3.   At decoding time, an average of 15-20 
patterns fire on a single sentence.  We use the 
unigram probabilities of the rules as shown in 
Table 1 to score the rules.  
 

For parse-based lexical reordering rules, we run 
the Stanford parser on the test set and extract the 
lexicalized patterns.    The number of patterns of 
each test set is shown in Table 2. The reordered 
rules are assigned a value of 0.9 and the 
monotones are assigned a value of 0.1. 
 

Test Set # Sentences # Lex.Patterns 
MT03 919 4,824 
MT04 1,788 13,639 
WL (LDC2006E34) 550 3,261 
BN (LDC2006E10) 2,069 12,492 
 

Table 2.  Test data statistics 
 

The results on the NIST MT test sets MT03 and 
MT04 utilizing 4 references are in shown in 
Table 3.   The results of the weblog and broadcast 
news data are shown in Table 4 where there is 1 
reference for each set.  The confidence intervals 
in these experiments are between ±0.l2 and ±0.16.  
This means the variations in rows 1-5 of Table 3 
are not statistically significant.  The 
part-of-speech based reordering shows marginal 
improvement.  We see significant improvement 
in using parse-based reordering rules.   
 
 Cased-BLEUr4n4 MT03 MT04 

1 Skip0 (monotone) 0.2817 0.3023 
2 Skip = 1; WW=2 0.2854 0.3024 
3 Skip = 2; WW = 3 0.2878 0.3061 
4 Skip = 3; WW = 4 0.2903 0.3081 
5 Skip = 4; WW = 5 0.2833 0.3090 
6 Generalized POS 0.3066  0.3182 
7 Parse-based Lex 0.3231 0.3250 
 

Table 3. NIST MT03 and MT04 Results 
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Cased-BLEUr1n4 Weblog Broadcast News 
Skip0 (monotone) 0.0656 0.0858 
Generalized POS 0.0694 0.0878 
Parse-based Lex 0.0862 0.1135 
 

Table 4. Weblog and BN results 

5. Conclusions 

We have presented a decoding framework that 
greatly facilitates the incorporation of various 
reordering strategies that are necessary to put the 
words in the right order during translation.  This 
modularized framework abstracts away the 
reordering phase from the rest of the decoder 
components.  This not only makes the decoder 
easier to maintain but also allows rapid 
experimentation of a variety of reordering 
methods.  Instead of using one reordering 
module, multiple reordering modules are used to 
come up with a list of next possible source 
segment choices.  So far we have not seen any 
significant improvement using combination of 
reordering modules.   This warrants further 
research since intuitively the knowledge-rich 
modules and the distance-based methods ought to 
complement each other.   The POS and 
parse-based methods are very targeted and work 
quite well when the source structure is correctly 
understood, but cannot correct itself when errors 
occur in the tagging or the parsing process.  The 
distance-based methods pay no attention to 
structure and is thus immune from source 
processing errors. 
 

Although we present the POS-based and 
parse-based reordering modules in the context of 
Chinese to English translation, they can be used 
for other languages as well.  For example, in 
Arabic to English translation,  we  extract 
patterns that capture the VSO word order of 
Arabic (English is SVO) and also the adjectival 
post-modification of noun.    
 
The framework greatly reduces the amount of 
work needed to experiment with drastically 
different ways of reordering.  All these can now 
be done in one single decoder.   
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Abstract

We introduce a word alignment framework
that facilitates the incorporation of syntax en-
coded in bilingual dependency tree pairs. Our
model consists of two sub-models: an anchor
word alignment model which aims to find a set
of high-precision anchor links and a syntax-
enhanced word alignment model which fo-
cuses on aligning the remaining words relying
on dependency information invoked by the ac-
quired anchor links. We show that our syntax-
enhanced word alignment approach leads to a
10.32% and 5.57% relative decrease in align-
ment error rate compared to a generative word
alignment model and asyntax-proof discrim-
inative word alignment model respectively.
Furthermore, our approach is evaluated ex-
trinsically using a phrase-based statistical ma-
chine translation system. The results show
that SMT systems based on our word align-
ment approach tend to generate shorter out-
puts. Without length penalty, using our word
alignments yields statistically significant im-
provement in Chinese–English machine trans-
lation in comparison with the baseline word
alignment.

1 Introduction

Automatic word alignment can be defined as the
problem of determining translational correspon-
dences at word level given a parallel corpus of
aligned sentences. Bilingual word alignment is a
fundamental component of most approaches to sta-
tistical machine translation (SMT). Dominant ap-
proaches to word alignment can be classified into

two main schools: generative and discriminative
word alignment models.

Generative word alignment models, initially de-
veloped at IBM (Brown et al., 1993), and then
augmented by an HMM-based model (Vogel et al.,
1996), have provided powerful modeling capability
for word alignment. However, it is very difficult to
incorporate new features into these models. Dis-
criminative word alignment models, based on dis-
criminative training of a set of features (Liu et al.,
2005; Moore, 2005), on the other hand, are more
flexible to incorporate new features, and feature se-
lection is essential to the performance of the system.

Syntactic annotation of bilingual corpora, which
can be obtained more efficiently and accurately with
the advances in monolingual language processing,
is a potential information source for word align-
ment tasks. For example, Part-of-Speech (POS) tags
of source and target words can be used to tackle
the data sparseness problem in discriminative word
alignment (Liu et al., 2005; Blunsom and Cohn,
2006). Shallow parsing has also been used to pro-
vide relevant information for alignment (Ren et al.,
2007; Sun et al., 2000). Deeper syntax, e.g. phrase
or dependency structures, has been shown useful in
generative models (Wang and Zhou, 2004; Lopez
and Resnik, 2005), heuristic-based models (Ayan et
al., 2004; Ozdowska, 2004) and even for syntac-
tically motivated models such as ITG (Wu, 1997;
Cherry and Lin, 2006).

In this paper, we introduce an approach to im-
prove word alignment by incorporating syntactic de-
pendencies. Our approach is motivated by the fact
that words tend to be dependent on each other. If
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we can first obtain a set of reliable anchor links, we
could take advantage of the syntactic dependencies
relating unaligned words to aligned anchor words to
expand the alignment. Figure 1 gives an illustrating
example. Note that the link(2, 4) can be easily iden-
tified, but the link involving the fourth Chinese word
(a function word denoting ‘time’)(4, 4) is hard. In
such cases, we can make use of the dependency re-
lationship (‘tclause’) betweenc2 andc4 to help the
alignment process. Given such an observation, our
model is composed of two related alignment models.
The first one is an anchor alignment model which is
used to find a set of anchor links; the other one is a
syntax-enhanced alignment model aiming to process
the words left unaligned after anchoring.

Figure 1: How syntactic dependencies can help word
alignment: an example

The remainder of this paper is organized as fol-
lows. In Section 2, we introduce our syntax-
enhanced discriminative word alignment approach.
The feature functions used are described in Sec-
tion 3. Experimental setting and results are pre-
sented in Section 4 and 5 respectively. In Section 6,
we compare our approach with other related word
alignment approaches. Section 7 concludes the pa-
per and gives avenues for future work.

2 Word Alignment Model

2.1 Notation

While in this paper we focus on Chinese–English,
the method proposed is applicable to any language
pair. The notation will assume Chinese–English
word alignment and Chinese–English MT. Here we
adopt a notation similar to (Brown et al., 1993).
Given a Chinese sentencecJ

1 consisting ofJ words
{c1, ..., cJ} and an English sentenceeI

1 consisting of
I words e1, ..., eI , we define the alignmentA be-
tweencJ

1 andeI
1 as a subset of the Cartesian product

of the word positions:

A ⊆ {(j, i) : j = 1, ..., J ; i = 1, ..., I}

Our alignment representation is restricted so that
each source word can only be aligned to one tar-
get word. The alignmentA consists of associations
j → i = aj from a source positionj to a target po-
sition i = aj. The ‘null’ alignmentaj = 0 with the
‘empty’ worde0 is used to account for source words
that are not aligned to any target word.

We useA∆ to denote a subset ofA. The indices of
theK source words involved inA∆ are represented
as∆K

1 and the corresponding target indices for∆k

are represented asa∆k
. The unaligned source words

are represented as̄∆.

2.2 General Model

Given a source sentencecJ
1 and target sentenceeI

1,
we seek to find the optimum alignmentÂ such that:

Â = argmax
A

P (A|cJ
1 , eI

1) (1)

We use a model (2) that directly models the link-
age between source and target words similarly to (It-
tycheriah and Roukos, 2005). We decompose this
model into an anchor alignment model (3) and a
syntax-enhanced model (4) by distinguishing the an-
chor alignment from the non-anchor alignment.

p(A|cJ
1 , eI

1) =
J

∏

j=0

p(aj |c
J
1 , eI

1, a
j−1

1
) (2)

=
1

Z
· pǫ(A∆|c

J
1 , eI

1) · (3)
∏

j∈∆̄

p(aj|c
J
1 , eI

1, a
j−1

1
, A∆) (4)

2.3 Anchor Alignment Model

The anchor alignment modelpǫ(A∆) aims to find a
set of high precision links. Various approaches can
be used for this purpose. In this paper we adopted
the following two approaches.

2.3.1 Heuristics-based Approach

The problem of word alignment is regarded as a
process of word linkage disambiguation, i.e. choos-
ing the correct links between words from all com-
peting hypothesis (Melamed, 2000; Deng and Gao,
2007).
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We constrain the link probabilities in such a way
that:

∀i′ ∈ {1, ..., I}, i′ 6= i :
p((j, i))

p((j, i′))
> ǫ1 (5)

∀j′ ∈ {1, ..., J}, j′ 6= j :
p((j, i))

p((j′, i))
> ǫ2 (6)

Condition (5) implies that for the source wordcj ,
the link with the target wordei is more probable
(with reliability thresholdǫ1) than the link with any
other target word. Condition (6) guarantees that for
the target wordei, cj is the only most probable (with
thresholdǫ2) source word to be linked to.

2.3.2 Intersected Generative Word Alignment
Models

We can use the asymmetric IBM models for bidi-
rectional word alignment and get the intersection.

2.4 Syntax-Enhanced Word Alignment Model

The syntax-enhanced model is used to model the
alignment of the words left unaligned after anchor-
ing. We directly model the linkage between source
and target words using a discriminative word align-
ment framework where various features can be in-
corporated. Given a source wordcj and the target
sentenceeI

1
, we search for the alignmentaj such

that:

âj = argmax
aj

{pλM
1

(aj |c
J
1 , eI

1, a
j−1

1
, A∆)} (7)

= argmax
aj

{
∑M

m=1
λmhm(cJ

1
, eI

1
, a

j
1
, A∆, Tc, Te)}

In this decision rule, we assume that a set of highly
reliable anchor alignmentsA∆ has been obtained,
andTc (resp. Te) is used to denote the dependency
structure for source (resp. target) language. In such
a framework, various machine learning techniques
can be used for parameter estimation.

3 Feature Function for Syntax-Enhanced
Model

The various features used in our syntax-enhanced
model can be classified into three groups: statistics-
based features, syntactic features and relative distor-
tion features.

3.1 Statistics-based Features

3.1.1 IBM model 1 score

IBM model 1 is a position-independent word
alignment model which is often used to boot-
strap parameters for more complex models. Model
1 models the conditional distribution and uses a
uniform distribution for the dependencies between
source word positions and target word positions.

Pr(cJ
1 , aJ

1 |e
I
1) =

p(J |I)

(I + 1)J

J
∏

j=1

p(cj |eaj
) (8)

3.1.2 Log-likelihood ratio

The log-likelihood ratio statistic has been found to
be accurate for modeling the associations between
rare events (Dunning, 1993). It has also been suc-
cessfully used to measure the associations between
word pairs (Melamed, 2000; Moore, 2005). Given
the following contingency table:

cj ¬cj

ei a b
¬ei c d

the log-likelihood ratio can be defined as:

G2(cj , ei) = −2log
B(a|a + b, p1)B(c|c + d, p2)

B(a|a + b, p)B(c|c + d, p)

whereB(k|n, p) = (nk )pk(1 − p)n−k are binomial
probabilities. The probability parameters can be ob-
tained using maximum likelihood estimates:

p1 =
a

a + b
, p2 =

c

c + d
(9)

p =
a + c

a + b + c + d
(10)

3.1.3 POS translation probability

The POS tags can provide effective information
for addressing the data sparseness problem using the
lexical features (Liu et al., 2005; Blunsom and Cohn,
2006). The POS translation probability can be easily
obtained using maximum likelihood estimation from
an annotated corpus:

Pr(Tc|Te) =
COL(Tc, Te)

COF (Te)
(11)
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whereTc is a Chinese word’s POS tag andTe is an
English word’s POS tag.COL(Tc, Te) is the count
of Tc andTe being linked to each other in the corpus,
andCOF (Te) is the frequency ofTe in the corpus.

3.2 Syntactic Features

The dependency relationRe (resp.Rc) between two
English (resp. Chinese) wordsei andei′ (resp. cj

andcj′) in the dependency tree of the English sen-
tenceeI

1 (resp. Chinese sentencecJ
1 ) can be repre-

sented as a triple<ei, Re, ei′>(resp.<cj , Rc, ej′>).
Given cJ

1 , eI
1 and their syntactic dependency trees

TcJ
1

, TeI
1

, if ei is aligned tocj and ei′ aligned to
cj′ , according to the dependency correspondence as-
sumption (Hwa et al., 2002), there exists a triple
<cj , Rc, cj′>.

While we are not aiming to justify the feasibil-
ity of the dependency correspondence assumption
by proving to what extentRe = Rc under the con-
dition described above, we do believe thatcj andcj′

are likely to be dependent on each other. Given the
anchor alignmentA∆, a candidate link(j, i) and the
dependency trees, we can design four classes of fea-
ture functions.

3.2.1 Agreement features

The agreement features can be further classi-
fied into dependency agreement features and depen-
dency label agreement features. Given a candidate
link (j, i) and the anchor alignmentA∆, the depen-
dency agreement (DA) feature function is defined as
follows:

hDA−1 =











1 if ∃ <cj, Rc, cj′>, <ei, Re, ei′>

and(j′, i′) ∈ A∆,

0 otherwise.

(12)

By changing the dependency direction between the
wordscj andcj′ , we can derive another dependency
agreement feature:

hDA−2 =











1 if ∃ <cj′ , Rc, cj>, <ei′ , Re, ei>

and(j′, i′) ∈ A∆,

0 otherwise.

(13)

We can define the dependency label agreement fea-
ture1 as follows:

hDLA−1 =











1 if ∃ <cj , Rc, cj′>, <ei, Re, ei′>

and(j′, i′) ∈ A∆,Rc = Re,

0 otherwise.

(14)

Similarly we can obtainhDLA−2 by changing the
dependency direction.

3.2.2 Source word dependency features

Given a candidate link(j, i) and anchor alignment
A∆, source language dependency features are used
to capture the dependency label between a source
word cj and a source anchor wordck ∈ ∆. For
example, a feature function relating to dependency
type ‘PRD’ can be defined as:

hsrc−1−PRD =











1 if ∃ <cj, Rc, cj′>

andRc =‘PRD’,

0 otherwise.

(15)

By changing the direction we can obtain
hsrc−2−PRD.

3.2.3 Target word dependency features

Target word dependency features can be defined
in a similar way as source word dependency fea-
tures.

3.2.4 Target anchor feature

The target anchor feature defines whether the tar-
get wordei is an anchor word.

hsrc−1−PRD =

{

1 if i ∈ a∆,

0 otherwise.
(16)

3.3 Relative distortion feature

We can design features encoding the relative dis-
tortion information which can be used to evaluate
a candidate link by computing its relative position
change with respect to the anchor alignment. The
relative position change of a candidate linkl = (j, i)
is formally defined as follows:

1Note that we used the same dependency parser for source
and target language parsing.
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D(l) = min(|dL|, |dR|) (17)

dL = (j − jL)− (i− iL) (18)

dR = (j − jR)− (i− iR) (19)

where (iL, jL) is the leftmost anchor link ofl,
(iR, jR) is the rightmost anchor link ofl. The less
the relative position changes, the more likely the
candidate link is. With a set of anchor alignments,
we can obtain the distribution of the relative posi-
tion changes from an annotated corpus using maxi-
mum likelihood estimation. In our experiments, we
used the following four probabilities:p(D = 0),
p(D = 1, 2), p(D = 3, 4) andp(D > 4).

4 Experimental Setting

4.1 Data

The experiments were carried out using the
Chinese–English datasets provided within the
IWSLT 2007 evaluation campaign (Fordyce, 2007),
extracted from the Basic Travel Expression Corpus
(BTEC) (Takezawa et al., 2002). This multilingual
speech corpus contains sentences similar to those
that are usually found in phrase-books for tourists
going abroad.

We tagged all the sentences in the training and de-
vset3 using a maximum entropy-based POS tagger–
MXPOST (Ratnaparkhi, 1996), trained on the Penn
English and Chinese Treebanks. Both Chinese and
English sentences are parsed using the Malt depen-
dency parser (Nivre et al., 2007), which achieved
84% and 88% labelled attachment scores for Chi-
nese and English respectively.

4.1.1 Word Alignment

We manually annotated word alignments on de-
vset3. Since manual word alignment is an ambigu-
ous task, we also explicitly allow for ambiguous
alignments, i.e. the links are marked as sure (S) or
possible (P) (Och and Ney, 2003). IWSLT devset3
consists of 502 sentence pairs after cleaning. We
used the first 300 sentence pairs for training, the fol-
lowing 50 sentence pairs as validation set and the
last 152 sentence pairs for testing.

4.1.2 Machine Translation

Training was performed using the default training
set (39,952 sentence pairs), to which we added the

set devset1 (506 sentence pairs).2 We used devset2
(506 sentence pairs, 16 references) to tune various
parameters in the MT system and IWSLT 2007 test
set (489 sentence pairs, 6 references) for testing.

4.2 Alignment Training and Search

In our experiments, we treated anchor alignment and
syntax-enhanced alignment as separate processes in
a pipeline. The anchor alignments are kept fixed so
that the parameters in the syntax-enhanced model
can be optimized.3 We used the support vector ma-
chine (SVM) toolkit–SVMlight4 to optimize the
parameters in (7). Our model is constrained in such
a way that each source word can only be aligned to
one target word. Therefore, in training, we trans-
form each possible link involving the words left un-
aligned after anchoring into an event. In testing, the
source words are consumed in sequence and the tar-
get words serve as states. The SVM dual variable
was used to measure the reliability of each candidate
link and the alignment link for each word is made
independently, which makes the alignment search
much easier. A thresholdt was set as the minimal
reliability score for each link.t is optimized accord-
ing to alignment error rate (21) on the validation set.

4.3 Baselines

4.3.1 Word Alignment

We used the GIZA++ implementation of IBM
word alignment model 4 (Brown et al., 1993; Och
and Ney, 2003) for word alignment, and the heuris-
tics described in (Och and Ney, 2003) to derive the
intersection and refined alignment.

4.3.2 Machine Translation

We use a standard log-linear phrase-based SMT
(PB-SMT) model as a baseline: GIZA++ implemen-
tation of IBM word alignment model 4,5 the refine-

2More specifically, we chose the first English reference from
the 16 references and the Chinese sentence to construct new
sentence pairs.

3Note our anchor alignment does not achieve 100% preci-
sion. Since we performed precision-oriented alignment forthe
anchor alignment model, the errors in anchor alignment willnot
bring much noise into the syntax-enhanced model.

4http://svmlight.joachims.org/
5More specifically, we performed5 iterations of Model 1,5

iterations of HMM,3 iterations of Model 3, and3 iterations of
Model 4.
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ment and phrase-extraction heuristics described in
(Koehn et al., 2003), minimum-error-rate training
(Och, 2003), a trigram language model with Kneser-
Ney smoothing trained with SRILM (Stolcke, 2002)
on the English side of the training data, and Moses
(Koehn et al., 2007) to decode.

4.4 Evaluation

We evaluate the intrinsic quality of predicted align-
ment A with precision, recall and alignment error
rate (AER). Slightly differently from (Och and Ney,
2003), we use possible alignments in computing re-
call.

recall =
|A ∩ P |

|P |
, precision =

|A ∩ P |

|A|
(20)

AER(S,P ;A) = 1−
|A ∩ S|+ |A ∩ P |

|A|+ |S|
(21)

We also extrinsically measure the word alignment
quality via a Chinese–English translation task. The
translation output is measured using BLEU (Pap-
ineni et al., 2002).

5 Experimental Results

5.1 Word Alignment

We performed word alignment bidirectionally using
our approach to obtain the union and compared our
results with two strong baselines based on generative
word alignment models. The results are shown in
Table 1. We can see that both the syntax-enhanced
model based on HMM intersection anchors (Syntax-
HMM) and on IBM model 4 anchors (Syntax-Model
4) are better than the pure generative word alignment
models. Our approach is superior in precision with
a disadvantage in recall. The best result achieved
10.32% relative decrease in AER compared to the
baseline when we use IBM model 4 intersection to
obtain the set of anchor alignments.

model precision recall f-score AER
HMM refined 0.8043 0.7592 0.7811 0.2059
Syntax-HMM 0.8744 0.7304 0.7959 0.1845

Model 4 refined 0.7941 0.7987 0.7964 0.1929
Syntax-Model 4 0.8566 0.7685 0.8102 0.1730

Table 1: Comparing syntax-enhanced approach with gen-
erative word alignment

5.1.1 The Influence of Anchor Alignment
Quality

As we can see in Table 2, our precision-oriented
approach to acquire anchor alignments was accom-
plished quite well. All four different anchor align-
ment models achieved high precision. However, the
recall differs dramatically, with model 4 achieving
the highest recall and the heuristics-based approach
receiving the lowest. To investigate the influence

anchor model precision recall f-measure AER

Heuristics 0.9774 0.4047 0.5724 0.3947
Model 1 0.9509 0.5011 0.6563 0.3157
HMM 0.9802 0.5327 0.6903 0.2809
Model 4 0.9777 0.5677 0.7179 0.2533

Table 2: Performance of anchor alignment

of the anchor alignment model, we first obtained
the intersection of the words left unaligned after an-
choring using each of the anchor alignment models.
We evaluate the alignment of these words against
the gold-standard alignments involving these words.
The influence of anchor alignment on the perfor-
mance of the syntax-enhanced model can be seen
in Table 3. The performance of the syntax-enhanced
model is closely related to that of the anchor align-
ment method. As can be seen from Table 2 and
3, HMM anchoring achieves the best precision and
so does the syntax-enhanced alignment; IBM model
4 achieves the best recall and so does the syntax-
enhanced alignment. Finally, the best alignment per-
formances are obtained with IBM model 4 anchor-
ing, with the difference in recall between HMM and
IBM model 4 anchoring being more significant than
the difference in precision.

anchor model precision recall f-score AER

Heuristics 0.4505 0.3270 0.3790 0.6210
Model 1 0.5538 0.3894 0.4573 0.5427
HMM 0.5932 0.3611 0.4489 0.5511
Model 4 0.5660 0.4216 0.4832 0.5168

Table 3: Influence of anchor alignment in syntax-
enhanced model

5.1.2 The Influence of Syntactic Dependencies
on Word Alignment

The influence of incorporating syntactic depen-
dencies into the word alignment process is shown
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in Table 4. Syntax plays a positive role in all differ-
ent anchor alignment configurations. The influence
grows proportionally to the strength of the anchor
alignment model. With the Model 4 intersection
used as the set of anchor alignments, adding syn-
tactic dependency features into the syntax-enhanced
alignment model yields a 5.57% relative decrease in
AER.

model precision recall f-score AER
Heuristics

no syntax 0.8362 0.6751 0.7470 0.2302
w. syntax 0.8376 0.6894 0.7563 0.2240

Model 1
no syntax 0.8759 0.6902 0.7720 0.2045
w. syntax 0.8542 0.7160 0.7790 0.2011

HMM
no syntax 0.8655 0.7168 0.7841 0.1952
w. syntax 0.8744 0.7304 0.7959 0.1845

Model 4
no syntax 0.8697 0.7340 0.7961 0.1832
w. syntax 0.8566 0.7685 0.8102 0.1730

Table 4: Influence of syntactic dependencies on word
alignment

5.1.3 Contribution of Different Feature Classes

We interpret the contribution of each feature in
terms of feature weights in SVM model training.
The weights for the most discriminative features in
each feature class in Chinese–English word align-
ment (using HMM intersection as anchor align-
ment) are shown in Table 5. As we can see, all
statistics-based features are informative. Two target
dependency features are informative: ‘PRD’ denot-
ing ‘predicative’ dependency, and ‘AMOD’ denot-
ing ‘adjective/adverb modifier’ dependency.

weight

Model 1 Score 0.1416
POS 0.0540
Log-likelihood Ratio 0.0856

relative distortion 0.0606

DA-1 0.0227
DLA-2 0.0927

tgt-1-PRD 0.0961
tgt-2-AMOD 0.0621

Table 5: Weights of some informative features

5.2 Machine Translation

Research has shown that an increase in AER does
not necessarily imply an improvement in translation
quality (Liang et al., 2006) and vice-versa (Vilar et
al., 2006). Hereafter, we used a Chinese–English
MT task to extrinsically evaluate the quality of our
word alignment.

Table 6 shows the influence of our word align-
ment approach on MT quality.6 On development set,
we achieved statistically significant improvement
using both our syntax-enhanced models—Syntax-
HMM (p<0.002) and Syntax-Model 4(p<0.008).
On the test set, we observed that the MT output
based on our alignment model tends to be shorter
than the reference translations and the BLEU score
is considerably penalized. If we ignore the length
penalty (‘BP’ in Table 6) in significance testing, the
improvement on test set is also statistically signif-
icant: p<0.04 for both Syntax-HMM and Syntax-
Model 4. However, an indepth manual analysis
needs to be carried out in order to determine the ex-
act nature of the shorter sentences derived.

dev. set test set
Baseline 0.5412 0.3510 (BP=0.96)

Syntax-HMM 0.6015 0.3409 (BP=0.86)
Syntax-Model 4 0.5834 0.3585 (BP=0.91)

Table 6: The Influence of Word Alignment on MT

6 Comparison with Previous Work

Our syntax-enhanced model is a discriminative word
alignment model. Certain generative word align-
ment models (e.g. HMM or IBM 4) also take
the first-order dependencies into account. How-
ever, long distance dependencies between words are
hard to incorporate into these models because of
the explosive number of parameters. On the other
hand, like existing discriminative models, our ap-
proach uses a set of informative features based on
co-occurrence statistics, e.g. log-likelihood ratio
and DICE score. The advantage of our approach is
the mechanism by which syntactic features may be
incorporated.

6Note that the only difference between our MT system and
the baseline PB-SMT system is the word alignment component.
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Some previous research also tried to make use
of syntax in word alignment. (Wang and Zhou,
2004) investigated the benefit of monolingual pars-
ing for alignment. They learned a generalized word
association measure (crosslingual word similarities)
based on monolingual dependency structures and
improved alignment performances over IBM model
2 and certain heuristic-based models. (Cherry and
Lin, 2006) used dependency structures as soft con-
straints to improve word alignment in an ITG frame-
work. Compared to these models, our approach di-
rectly takes advantage of dependency relations as
they are transformed into feature functions incorpo-
rated into a discriminative word alignment frame-
work.

7 Conclusion and Future Work

In this paper, we proposed a model that can facili-
tate the incorporation of syntax into word alignment
and measured the combination of a set of syntactic
features. Experimental results have shown that syn-
tax is useful in word alignment and especially effec-
tive in improving the recall. We have also observed
that in our word alignment framework, the two sub-
models are closely related and the quality of the an-
chor alignment model plays an important role in the
system performance.

The promising results will lead us to improve our
model in the following aspects. First, the two sub-
models in our approach are two separate processes
performed in pipeline. We plan to jointly optimize
the two models in one go. Second, some of our
experiments used complex IBM models, e.g. IBM
Model 4, to obtain anchor alignment. We plan to
boostrap the alignment using simple heuristics with-
out relying on complex IBM models. Third, the
alignment searching process assumed the alignment
link for each word is made independently. A feasible
markovian assumption will be tested for searching.
Fourth, a comparison with traditional discriminative
word alignment models is also necessary to justify
the merits of our approach. Finally, we also plan to
adapt our approach to larger data sets and more lan-
guage pairs.
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Abstract

Syntax-based Machine Translation systems
have recently become a focus of research
with much hope that they will outperform
traditional Phrase-Based Statistical Machine
Translation (PBSMT). Toward this goal, we
present a method for analyzing the mor-
phosyntactic content of language from an
Elicitation Corpus such as the one included in
the LDC’s upcoming LCTL language packs.
The presented method discovers a mapping
between morphemes and linguistically rele-
vant features. By providing this tool that
can augment structure-based MT models with
these rich features, we believe the discrimina-
tive power of current models can be improved.
We conclude by outlining how the resulting
output can then be used in inducing a mor-
phosyntactically feature-rich grammar for AV-
ENUE, a modern syntax-based MT system.

1 Introduction

Recent trends in Machine Translation have begun
moving toward the incorporation of syntax and
structure in translation models in hopes of gaining
better translation quality. In fact, some structure-
based systems have already shown that they can out-
perform phrase-based SMT systems (Chiang, 2005).
Still, even the best-performing data-driven systems
have not fully explored the depth of such linguistic
features as morphosyntax.

Certainly, many have brought linguistically moti-
vated features into their models in the past. Huang
and Knight (2006) explored relabeling of non-
terminal symbols to embed more information di-

rectly into the backbone of the grammar. Bonneau-
Maynard et al. (2007) argue that incorporation of
morphosyntax in the form of a part of speech (POS)
language model can improve translation. While
these approaches do make use of various linguis-
tic features, we have only begun to scratch the sur-
face of what actually occurs in the languages of the
world. We wish to address such issues as case mark-
ing, subject-verb agreement, and numeral-classifier
agreement by providing models with information
about which morphemes correspond to which gram-
matical meanings.

2 Task Overview

Feature Detection is the process of determining from
a corpus annotated with feature structures (Figure 2)
which feature values (Figure 1) have a distinct rep-
resentation in a target language in terms of mor-
phemes (Figure 3). By leveraging knowledge from
the field of language typology, we know what types
of phenomena are possible across languages and,
thus, which features to include in our feature speci-
fication.

But not every language will display each of these
phenomena. Our goal is to determine which fea-
ture values (e.g. singular, dual, plural) have a dis-
tinct encoding in a given target language. Viewed
differently, we can ask which feature values can be
clustered by similarity. For instance, in Chinese, we
would expect singular, plural and dual to be mem-
bers of the same cluster (since they are typically not
explicitly expressed), while for Arabic we should
place each of these into separate clusters to indicate
they are each grammaticalized differently. Similarly,
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Feature Name Feature Value Comment
np-gen m ,f, n Biological Gender
np-def +, - Definiteness
np-num sg, dl, pl Number
c-ten past, pres, fut Tense
np-function act, und Actor and undergoer participant roles
c-function main, rel Main and relative clause roles

Figure 1: An example feature specification.

ID Source Language Target Language Lexical Cluster Feature Structure
s1 He loves her. El ama a ella. `1 ((act (np-gen m) (np-num sg) (np-def +))

(und (np-gen f) (np-num sg) (np-def +)) (c-ten pres))
s2 She loves her. Ella ama a ella. `1 ((act (np-gen f) (np-num sg) (np-def +))

(und (np-gen f) (np-num sg) (np-def +)) (c-ten pres))
s3 He loved her. El *ama a ella. `1 ((act (np-gen m) (np-num sg) (np-def +))

(und (np-gen f) (np-num sg) (np-def +)) (c-ten past))
s4 The boy eats. El niño come. `2 ((act (np-gen m) (np-num sg) (np-def +)) (c-ten pres))
s5 The girl eats. La niña come. `2 ((act (np-gen f) (np-num sg) (np-def +)) (c-ten pres))
s6 A girl eats. Una niña come. `2 ((act (np-gen f) (np-num sg) (np-def -)) (c-ten pres))
s7 The girls eat. Las niñas comen. `2 ((act (np-gen f) (np-num pl) (np-def +)) (c-ten pres))
s8 The girls eat. Las niñas comen. `2 ((act (np-gen f) (np-num dl) (np-def +)) (c-ten pres))
s9 Girls eat. Unas niñas comen. `2 ((act (np-gen f) (np-num pl) (np-def -)) (c-ten pres))

Figure 2: An example of sentences that might be found in an elicitation corpus. Notice that each sentence differs from
some other sentence in the corpus by exactly one feature value. This enables us to see how the written form of the
language changes (or does not change) when the grammatical meaning changes.

English would have two clusters for the feature num-
ber: (singular) and (dual, plural). Further, we would
like to determine which morphemes express each of
these values (or value clusters). For example, En-
glish expresses negation with the morphemes no and
not, whereas questions are expressed by reordering
of the auxiliary verb or the addition of a wh-word.

Though many modern corpora contain feature-
annotated utterances, these corpora are often not
suitable for feature detection. For this purpose, we
use an Elicitation Corpus (see Figure 2), a corpus
that has been carefully constructed to provide a large
number of minimal pairs of sentences such as He
sings and She sings so that only a single feature (e.g.
gender) differs between the two sentences. Also, no-
tice that the feature structures are sometimes more
detailed than the source language sentence. For ex-
ample, English does not express dual number, but
we might want to include this feature in our Elicita-
tion Corpus (especially for a language such as Ara-
bic). For these cases, we include a context field for
the translator with an instruction such as “Translate

this sentence as if there are two girls.”

In the past, we proposed deductive (rule-based)
methods for feature detection (Clark et al., 2008).
In this paper, we propose the use of inductive fea-
ture detection, which operates directly on the feature
set that the corpus has been annotated with, remov-
ing the need for manually written rules. We define
inductive feature detection as a recall-oriented task
since its output is intended to be analyzed by a Mor-
phosyntactic Lexicon Generator, which will address
the issue of precision. This, in turn, allows us to in-
form a rule learner about which language features
can be clustered and handled by a single set of rules
and which must be given special attention. How-
ever, due to the complexity of this component, de-
scribing it is beyond the scope of this paper. We also
note that future work will include the integration of a
morphology analysis system such as ParaMor (Mon-
son et al., 2007) to extract and annotate the valuable
morphosyntactic information of inflected languages.
An example of this processing pipeline is given in
Figure 4.
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Feature Value Candidate Morphemes
np-gen m el, niño
np-gen f ella, niña
np-gen n *unobserved*
np-def + el, la, las
np-def - una, unas
np-num sg el, ella, la, una, come, niño, niña
np-num dl-pl las, unas, comen, niñas
c-ten past-pres –
c-ten fut *unobserved*

Figure 3: An example of the output of our system for the above corpus: a list of feature-morpheme pairings.

Elicitation

Corpus

Inductive

Feature

Detection

Morphosyntactic

Lexicon

Generator

Unsupervised

Morphology

Induction

Grammar

Rule

Learner

Decoder

Figure 4: An outline of the steps from an input Elicitation Corpus to the application of a morphosyntactically feature
rich grammar in a MT decoder. This paper discusses the highlighted inductive feature detection component. Note that
this is just one possible configuration for integrating inductive feature detection into system training.

3 The Need to Observe Real Data

One might argue that such information could be ob-
tained from a grammatical sketch of a language.
However, these sketches often focus on the “inter-
esting” features of a language, rather than those that
are most important for machine translation. Fur-
ther, not all grammatical functions are encoded in
the elements that most grammatical sketches focus
on. According to Construction Grammar, such in-
formation is also commonly found in constructions
(Kay, 2002). For example, future tense is not gram-
maticalized in Japanese according to most reference
sources, yet it may be expressed with a construction
such as watashi wa gakoo ni iku yode desu (lit. “I
have a plan to go to school.”) for I will go to school.
Feature detection informs us of such constructional-
ized encodings of language features for use in im-
proving machine translation models.

Recognizing the need for this type of data, the
LDC has included our Elicitation Corpus in their
Less Commonly Taught Languages (LCTL) lan-
guage packs (Simpson et al., 2008). Already, these
language packs have been translated into Thai, Ben-
gali, Urdu, Hungarian, Punjabi, Tamil, and Yoruba.

With structured elicitation corpora already being
produced on a wide scale, there exists plenty of data
that can be exploited via feature detection. Some of
these language packs have already been released for
use in MT competitions and they will start being re-
leased to the general research community this year
through LDC’s catalog.

4 Applications

4.1 Induction of Feature-Rich Grammars

Given these outputs, a synchronous grammar in-
duction system can then use these feature-annotated
morphemes and the knowledge of which features are
expressed to create a feature rich grammar. Consider
the example in Figure 5, which shows Urdu subject-
verb agreement taking place while being separated
by 12 words. Traditional n-gram Language Mod-
els (LM’s) would not be able to detect any disagree-
ments more than n words away, which is the nor-
mal case for a trigram LM. Even most syntax-based
systems would not be able to detect this problem
without using a huge number of non-terminals, each
marked for all possible agreements. A syntax-based
system might be able to check this sort of agree-
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ek talb alm arshad jo mchhlyoN ke liye pani maiN aata phink raha tha . . .
a.SG student named Irshad who fish for water in flour throw PROG.SG.M be.PAST.SG.M

“A student named Irshad who was throwing flour in the water for the fish . . . ”

Figure 5: A glossed example from parallel text in LDC’s Urdu-English LCTL language pack showing subject-verb
agreement being separated by 12 words.

ment if it produced a target-side dependency tree as
in Ding and Palmer (2005). However, we are not
aware of any systems that attempt this. Therefore,
the correct hypotheses, which have correct agree-
ment, will likely be produces as hypotheses of tra-
ditional beam-search MT systems, but their features
might not be able to discern the correct hypothe-
sis, allowing it to fall below the 1-best or out of the
beam entirely. By constructing a feature-rich gram-
mar in a framework that allows unification-based
feature constraints such as AVENUE (Carbonell et
al., 2002), we can prune these bad hypotheses lack-
ing agreement from the search space.

Returning to the example of subject-verb agree-
ment, consider the following Urdu sentences taken
from the Urdu-English Elicitation Corpus in LDC’s
LCTL language pack:

Danish ne Amna ko sza di
Danish ERG Amna DAT punish give.PERF

“Danish punished Amna.”
Danish Amna ko sza dita hai
Danish Amna DAT punish give.HAB be.PRES

“Danish punishes Amna.”

These examples show the split-ergativity of Urdu
in which the ergative marker ne is used only for
the subject of transitive, perfect aspect verbs. In
particular, since these sentences have the perfect
aspect marked on the light verb di, a closed-class
word (Poornima and Koenig, 2008), feature detec-
tion will allow the induction of a grammar that per-
colates a feature up from the VP containing di in-
dicating that its aspect is perfect. Likewise, the NP
containing Danish ne will percolate a feature up in-
dicating that the use of ne requires perfect aspect.
If, during translation, a hypothesis is proposed that
does not meet either of these conditions, unification
will fail and the hypothesis will be pruned 1.

Certainly, unification-based grammars are not the
1If the reader is not familiar with Unification Grammars, we

recommend Kaplan (1995)

only way in which this rich source of linguistic infor-
mation could be used to augment a structure-based
translation system. One could also imagine a system
in which the feature annotations are simply used to
improve the discriminative power of a model. For
example, factored translation models (Koehn and
Hoang, 2007) retain the simplicity of phrase-based
SMT while adding the ability to incorporate addi-
tional features. Similarly, there exists a continuum
of degrees to which this linguistic information can
be used in current syntax-based MT systems. As
modern systems move toward integrating many fea-
tures (Liang et al., 2006), resources such as this will
become increasingly important in improving trans-
lation quality.

5 System Description

In the following sections, we will describe the pro-
cess of inductive feature detection by way of a run-
ning example.

5.1 Feature Specification

The first input to our system is a feature specification
(Figure 1). The feature specification used for this ex-
periment was written by an expert in language typol-
ogy and is stored in a human-readable XML format.
It is intended to cover a large number of phenom-
ena that are possible in the languages of the world.
Note that features beginning with np- are partici-
pant (noun) features while features beginning with
c- are clause features. The feature specification al-
lows us to know which values are unobserved during
elicitation (that is, no sentence having that feature
value was given to the bilingual person to translate).
This is the case for the first four features and their
values in Figure 1. The last two function features
and their values tell us what possible roles partici-
pants and clauses can take in sentences.
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5.2 Elicitation Corpus

As outlined in Section 3, feature detection uses an
Elicitation Corpus (see Figure 2), a corpus that has
been carefully constructed to provide a large num-
ber of minimal pairs of sentences such as He sings
and She sings so that only a single feature (e.g. gen-
der) differs between the two sentences (Levin et al.,
2006; Alvarez et al., 2006). If two features had var-
ied at once (e.g. It sang) or lexical choice varied
(e.g. She reads), then making assertions about which
features the language does and does not express be-
comes much more difficult.

Notice that each input sentence has been tagged
with an identifier for a lexical cluster as a pre-
processing step. Specifying lexical clusters ensures
that we don’t compare sentences with different con-
tent just because their feature structures match. For
example, we would not want to compare Dog bites
man and Man bites dog nor The student snored
and The professor snored. Note that bag-of-words
matching is insufficient for this purpose.

Though any feature-annotated corpus can be used
in feature detection, the amount of useful informa-
tion extracted from the corpus is directly dependent
on how many minimal pairs can be formed from the
corpus. For instance, one might consider using a
morphologically annotated corpus or even an auto-
matically parsed corpus in place of the elicitation
corpus. Even though these resources are likely to
suffer from having very sparse minimal pairs due to
their uncontrolled usage of vocabulary, they might
still contain some amount of useful information.
However, since we seek both to apply these methods
to language for which there are currently no man-
ually annotated corpora and to investigate features
that existing parsers generally cannot identify (e.g.
generic nouns and evidentiality), we will not men-
tion these types of resources any further.

5.3 Minimal Pair Clustering

Minimal pair clustering is the process of grouping
all possible sets of minimal pairs, those pairs of sen-
tences that have exactly one difference between their
feature structures. We use wildcard feature struc-
tures to represent each minimal pair cluster. We de-
fine a wildcard feature as any feature whose value
is *, which denotes that the value matches another *

rather than its original feature value. Similarly, we
define the feature context of the wildcard feature be
the enclosing participant and clause type for a np-
feature or the enclosing clause for a c- type fea-
ture. Then, for each sentence s in the corpus, we
substitute a wildcard feature for each of the values v
in its feature structure, and we append s to the list
of sentences associated with this wildcard feature
structure. A sample of some of the minimal pairs
for our running example are shown in Figure 6.

Here, we show minimal pairs for just one wild-
card, though multiple wildcards may be created if
one wishes to examine how features interact with
one another. This could be useful in cases such as
Hindi where the perfective verb aspect interacts with
the past verb tense and the actor NP function to add
the case marker ne (for split ergativity of Urdu, see
Section 4.1). That said, a downstream component
such as a Morphosyntactic Lexicon Generator would
perhaps be better suited for the analysis of feature in-
teractions. Also, note that the feature context is not
used when there is only one wildcard feature. The
feature context becomes useful when multiple wild-
cards are added in that it may also act as a wildcard
feature.

The next step is to organize the example sentences
into a table that helps us decide which examples can
be compared and stores information that will inform
our comparison. Briefly, any two sentences belong-
ing to the same minimal pair cluster and lexical clus-
ter will eventually get compared. As specified in Al-
gorithm 1, we create a table like that in Figure 7.
Having collected this information, we are now ready
to begin clustering feature values.

Algorithm 1 Organize()
Require: Minimal pairs, lexical clusters, and the

feature specification.
Ensure: A table T of comparable examples.

for all pair m ∈ minimalPairs do
for all sentence s ∈ m do

f← wildcardFeature(s, m)
v← featureValue(s, f)
c← featureContext(m)
`← lexCluster(s)
T[f,m, c, `, v]← T[f,m, c, `, v]∪ s

return T
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ID Set Members Feature Feature Context Feature Structure
m1 {s1, s2} np-gen ((act)) ((act (np-gen *) (np-num sg) (np-def +))

(und (np-gen f) (np-num sg) (np-def +)) (c-ten pres))
m2 {s1, s3} np-ten () ((act (np-gen m) (np-num sg) (np-def +))

(und (np-gen f) (np-num sg) (np-def +)) (c-ten *))
m3 {s4, s5, s7, s8} np-gen ((act)) ((act (np-gen *) (np-num sg) (np-def +)) (c-ten pres))
m4 {s5, s7, s8} np-num ((act)) ((act (np-gen f) (np-num *) (np-def +)) (c-ten pres))
m5 {s6, s9} np-num ((act)) ((act (np-gen f) (np-num *) (np-def -)) (c-ten pres))
m6 {s5, s6} np-def ((act)) ((act (np-gen f) (np-num sg) (np-def *)) (c-ten pres))
m7 {s7, s9} np-def ((act)) ((act (np-gen f) (np-num pl) (np-def *)) (c-ten pres))

Figure 6: An example subset of minimal pairs that can be formed from the corpus in Figure 2.

Feature Min. Pair Feat. Context Lex. Cluster Feat. Value. Sentence
np-gen m1 ((act)) `1 m s1
np-gen m1 ((act)) `1 f s2
np-ten m2 () `1 pres s1
np-ten m2 () `1 past s3
np-num m4 ((act)) `2 sg s5
np-num m4 ((act)) `2 pl s7
np-num m4 ((act)) `2 dl s8
np-num m5 ((act)) `2 sg s6
np-num m5 ((act)) `2 pl s9

Figure 7: An example subset of the organized items that can be formed from the minimal pairs in Figure 6. Each item
that has a matching minimal pair ID, feature context, and lexical cluster ID can be compared during feature detection.

5.4 Feature Value Clustering

During the process of feature value clustering, we
collapse feature values that do not have a distinct
encoding in the target language into a single group.
This is helpful both as information to components
using the output of inductive feature detection and
later as a method of reducing data sparseness when
creating morpheme-feature pairings. We represent
the relationship between the examples we have gath-
ered for each feature as a feature expression graph.
We define a feature expression graph (FEG) for a
feature f to be a graph on |v| vertices where v is
the number of possible values of f (though for most
non-trivial cases, it is more conveniently represented
as a triangular matrix).

Each vertex of the FEG corresponds to a feature
value (e.g. singular, dual) while each arc contains
the list of examples that are comparable according
to the table from the previous step. The examples at
each arc are organized into those that had the same
target language string, indicating that the feature val-
ues are not distinctly expressed, and those that had
a different target language string, indicating that the

change in grammatical meaning represented in the
feature structure has a distinct encoding in the tar-
get language. Algorithm 2 more formally specifies
the creation of a FEG. The FEG’s for our running
example are shown in Figure 8. From these statis-
tics generated from these graphs, we then estimate
the maximum likelihood probability of each feature
value pair being distinctly encoded as shown in Fig-
ure 9.

The interpretation of these probabilities might not
be obvious. They estimate the likelihood of a lan-
guage encoding a feature given that the meaning of
that feature is intended to be conveyed. These proba-
bilities should not be interpreted as a traditional like-
lihood of encountering a given lexical item.

Finally, we cluster by randomly selecting a start-
ing vertex for a new cluster and adding vertices to
that cluster, following arcs out from the cluster that
have a weight lower than some threshold θ. When
no more arcs may be followed, a new start vertex is
selected and another cluster is formed. This is re-
peated until all feature values have been assigned to
a cluster. For our running example, we use θ = 0.6,
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fm

n

{(s1, s2, NEQ), (s4, s5, NEQ), 
(s4, s7, NEQ), (s4, s8, NEQ)}

np-gen
{} {}

pls

dl

{(s5,s7, NEQ), (s6, s9, NEQ)}

{(s5, s8, NEQ)} {(s7, s8, EQ)}

np-num

-+

{(s5, s6, NEQ), 
(s7, s9, NEQ))}

np-def

prespast

fut

{(s1, s2, NEQ)}

c-ten
{} {}

Figure 8: An example subset of the Feature Expression Graphs that are formed from the minimal pairs in Figure 7.

fm

n

| arcs[m,f] with (sm,sf,x,NEQ) |
| arcs[m,f] |

| arcs[m,n] with (sm,sn,x,NEQ) |
| arcs[m,n] |

| arcs[f,n] with (sf,sn,x,NEQ) |
| arcs[f,n] |

Figure 9: An example of how probabilities are estimated for each feature value pair in a Feature Expression Graph for
the feature np-gender.

Algorithm 2 Collecting statistics for each FEG.
Require: The table T from the previous step.
Ensure: A complete graph as an arc list with the

observed similarities and differences for each fea-
ture value.
for all si, sj ∈ T s.t. (mi, ci, `i) = (mj , cj , `j)
do

(vi, vj)← (featureValue(si), featureValue(sj))
if tgt(si) = tgt(sj) then

arcs[vi, vj ]← arcs[vi, vj ] ∪ (si, sj ,m,EQ)
else

arcs[vi, vj ]← arcs[vi, vj ] ∪ (si, sj ,m,NEQ)
return arcs

which results in the following clusters being formed:

np-gen: m, f
np-num: s, pl/dl
np-def: +, -
c-ten: past, pres

5.5 Morpheme-Feature Pairing

Finally, using the information from above about
which values should be examined as a group and
which sentence pairs exemplify an orthographic dif-
ference, we examine each pair of target language

sentences to determine which words changed to re-
flect the change in grammatical meaning. This pro-
cess is outlined in Algorithm 3. The general idea is
that for each arc going out of a feature value vertex
we examine all of the target language sentence pairs
that expressed a difference. We then take the words
that were in the vocabulary of the target sentence
for the current feature value, but not in the sentence
it was being compared to and add them to the list
of words that could be used to express this feature
value (Figure 3).

6 Evaluation and Results

We evaluated the output of feature detection with
one wildcard feature as applied to the Elicitation
Corpus from the LDC’s Urdu-English LCTL lan-
guage pack. Threshold parameters were set to small
values (θ = 0.05). Note that an increase in precision
might be possible by tuning this value; however, as
stated, we are most concerned with recall.

An initial attempt was made to create a gold stan-
dard against which recall could be directly calcu-
lated. However, the construction of this gold stan-
dard was both noisier and more time consuming
than expected. That is, even though the task is
based on how a linguistic field worker might col-
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Algorithm 3 Determine which morphemes are as-
sociated with which feature values.
Require: List of clusters C and list of FEGs F
Ensure: A list of morphemes associated with each

feature value
for all feature ∈ F do

for all vertex ∈ feature do
for all arc ∈ vertex do

for all (s1, s2,m,NEQ) ∈ arc do
v1 ← featureValue(s1,m)
v2 ← featureValue(s2,m)
if v1 6= v then (s1, v1)↔ (s2, v2)
w1 ← vocabulary(s1)
w2 ← vocabulary(s2)
δ ←W1 −W2

for all w ∈ freq do
freq[w]++

for all w ∈ freq do
p = freq[w] / Σw freq[w]
if p ≥ θ′ then

morphemes[v]← morphemes[v]∪ w
return morphemes

lect data, it was more difficult for a human than
anticipated. Therefore, we instead produced a list
of hypothesized morpheme-feature pairs and had a
human trained in linguistics who was also bilingual
in Hindi/Urdu-English mark each pair as “Correct,”
“Incorrect,” or “Ambiguous.” The results of this
evaluation are summarized in Figure 10. The reader
may be surprised by how many incorrect hypothe-
ses were generated, given the controlled nature of
the Elicitation Corpus. However, there are two im-
portant factors to consider. First, features can in-
teract in complex and often unexpected ways. For
instance, in English, the only feature difference in
minimal pair Cats yawned and A cat yawned is the
number of the actor. However, this causes an in-
teraction with definiteness that would cause the pre-
sented algorithms to associate a with the number of
nouns even though it is canonically associated with
definiteness. Second, the bilingual people translat-
ing the Elicitation Corpus are prone to make errors.

Though a fair number of incorrect hypotheses
were produced, the number of correct hypotheses
is encouraging. We also note that the words be-
ing identified are largely function words and multi-

Judgment Morpheme-Feature Pairings
Correct 68

Ambiguous 29
Incorrect 109
TOTAL 206

Figure 10: The results of feature detection. Being a
recall-oriented approach, inductive feature detection is
geared toward overproduction of morpheme-feature pair-
ings as shown in the number of ambiguous and incorrect
pairings.

morpheme tokens from which closed-class func-
tional morphemes will be extracted. One might
think the counts extracted seem low when compared
to the typical MT vocabulary size, but these function
words that we extract cover a much larger probabil-
ity mass of the language than content words.

We are confident that the Morphosyntactic Lex-
icon Generator designed to operate directly down-
stream from this process will be sufficiently discrim-
inant to use these morpheme-feature pairings to cre-
ate a high precision lexicon. However, since this
component is, in itself, highly complex, its specifics
are beyond the scope of this paper and so we leave it
to be discussed in future work.

7 Conclusion

We have presented a method for inductive feature
detection of an annotated corpus, which determines
which feature values have a distinct representation
in a target language and what morphemes can be
used to express these grammatical meanings. This
method exploits the unique properties of an Elici-
tation Corpus, a resource which is becoming widely
available from the LDC. Finally, we have argued that
the output of feature detection is useful for exploit-
ing these linguistic features via a feature-rich gram-
mar for a machine translation system.
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Abstract

We describe a multi-step process for automati-
cally learning reliable sub-sentential syntactic
phrases that are translation equivalents of each
other and syntactic translation rules between
two languages. The input to the process is a
corpus of parallel sentences, word-aligned and
annotated with phrase-structure parse trees.
We first apply a newly developed algorithm
for aligning parse-tree nodes between the two
parallel trees. Next, we extract all aligned
sub-sentential syntactic constituents from the
parallel sentences, and create a syntax-based
phrase-table. Finally, we treat the node align-
ments as tree decomposition points and extract
from the corpus all possible synchronous par-
allel tree fragments. These are then converted
into synchronous context-free rules. We de-
scribe the approach and analyze its application
to Chinese-English parallel data.

1 Introduction

Phrase-based Statistical MT (PB-SMT) (Koehn et
al., 2003) has become the predominant approach to
Machine Translation in recent years. PB-SMT re-
quires broad-coverage databases of phrase-to-phrase
translation equivalents. These are commonly ac-
quired from large volumes of automatically word-
aligned sentence-parallel text corpora. Accurate
identification of sub-sentential translation equiva-
lents, however, is a critical process in all data-driven
MT approaches, including a variety of data-driven
syntax-based approaches that have been developed
in recent years. (Chiang, 2005) (Imamura et al.,
2004) (Galley et al., 2004).

In this paper, we describe a multi-step process for
automatically learning reliable sub-sentential syn-
tactic phrases that are translation equivalents of each
other and syntactic translation rules between two
languages. The input to the process is a corpus of
parallel sentences, word-aligned and annotated with
phrase-structure parse trees for both languages. Our
method consists of three steps. In the first step,
we apply a newly developed algorithm for aligning
parse-tree nodes between the two parallel trees. In
the second step, we extract all aligned sub-sentential
syntactic constituents from the parallel sentences,
and create a syntax-based phrase-table. Our syn-
tactic phrases come with constituent “labels” which
can guide their syntactic function during decoding.
In the final step, we treat the node alignments as
tree decomposition points and extract from the cor-
pus all possible synchronous parallel tree fragments.
These are then converted into synchronous context-
free rules. Our methods do not depend on any spe-
cific properties of the underlying phrase-structure
representations or the parsers used, and were de-
signed to be applicable even when these represen-
tations are quite different for the two languages.

The approach described is used to acquire the re-
sources for a statistical syntax-based MT approach
that we have developed (Stat-XFER), briefly de-
scribed below. The resulting resources can, how-
ever, be used in any syntax-based data-driven MT
approach other than our own. The focus of this pa-
per is on our syntax-driven process for extracting
phrases and rules from data. We describe the ap-
proach and analyze its effectiveness when applied to
large-volumes of Chinese-English parallel data.
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1.1 The Stat-XFER MT Framework

Stat-XFER is a search-based syntax-driven frame-
work for building MT systems. The underlying for-
malism is based on synchronous context-free gram-
mars. The synchronous rules can optionally be aug-
mented by unification-style feature constraints. The
synchronous grammars can be acquired automati-
cally from data, but also manually developed by ex-
perts. A simple example transfer-rule (for Chinese-
to-English) can be seen below:

{NP,1062753}
NP::NP [DNP NP] -> [NP PP]
(
(*score* 0.946640316205534)
(X2::Y1)
(X1::Y2)
)

Each rule has a unique identifier followed by a
synchronous rule for both source and target sides.
The alignment of source-to-target constituents is ex-
plicitly represented using ’X’ indices for the source
side, and ’Y’ indices for the target side. Rules can
also have lexical items on either side, in which case
no alignment information is required for these ele-
ments. Feature constraints can optionally be speci-
fied for both source and target elements of the rule.
We do not address the learning of feature constraints
in the work described here, and concentrate only
on the acquisition of the synchronous CFG rules.
The rules can be modeled statistically and assigned
scores, which can then be used as decoding features.

The Stat-XFER framework also includes a fully-
implemented transfer engine that applies the trans-
fer grammar to a source-language input sentence at
runtime, and produces collections of scored word
and phrase-level translations according to the gram-
mar. These are collected into a lattice data-structure.
Scores are based on a log-linear combination of sev-
eral features, and a beam-search controls the un-
derlying parsing and transfer process. A second-
stage monotonic decoder is responsible for combin-
ing translation fragments into complete translation
hypotheses (Lavie, 2008)

2 PFA Algorithm for Node Aligment

2.1 Objectives of the Algorithm

Our objective of the first stage of our approach is to
detect sub-sentential constituent correspondences in
parallel sentences, based on phrase-structure parses
for the two corresponding sentences. Given a pair
of parallel sentences and their corresponding parse
trees, our goal is to find pairings of nodes in the
source and target trees whose yields are translation
equivalents of each other. Our current approach only
considers complete constituents and their contigious
yields, and will therefore not align discontiguous
phrases or partial constituents. Similar to phrase ex-
traction methods in PB-SMT, we rely on word-level
alignments (derived manually or automatically) as
indicators for translation equivalence. The assump-
tion applied is that if two words are aligned with
each other, they carry the same meaning and can be
treated as translation equivalents. Constituents are
treated as compositional units of meaning and trans-
lation equivalence.

2.2 Related Work

Aligning nodes in parallel trees has been in-
vestigated by a number of previous researchers.
(Samuelsson and Volk, 2007) describe a process for
manual alignment of nodes in parallel trees. This
approach is well suited for generating reliable par-
allel treebanks, but is impractical for accumulating
resources from large parallel data. (Tinsley et al.,
2007) use statistical lexicons derived from automatic
statistical word alignment for aligning nodes in par-
allel trees. In our approach, we use the word align-
ment information directly, which we believe may be
more reliable than the statistical lexicon. (Groves et
al., 2004) propose a method of aligning nodes be-
tween parallel trees automatically, based on word
alignments. In addition to the word alignment in-
formation, their approach uses the constituent labels
of nodes in the trees, and the general structure of the
tree. Our approach is more general in the sense that
we only consider the word alignments, thereby mak-
ing the approach applicable to any parser or phrase-
structure representation, even ones that are quite dif-
ferent for the two languages involved.

88



2.3 Unaligned Words and Contiguity
Word-level alignment of phrase-level translation
equivalents often leaves some words unaligned. For
example, some languages have articles, while oth-
ers do not. It is thus reasonable to expect that con-
stituent pairs in parallel trees that are good transla-
tion equivalents of each other may contain some un-
aligned words. Our PFA node-alignment algorithm
allows for such constituents to be matched.

Different languages have different word orders. In
English, an adjective always comes before a noun,
while in French, in most cases, the adjective fol-
lows its noun. Our node alignment algorithm allows
aligning of constituents regardless of the word order
expressed by the linear precedence relation of their
sub-constituents. As long as one piece of contiguous
text dominated by a node covers the same word-level
alignments as the yield of a node in the parallel tree,
the two nodes can be aligned.

2.4 Wellformedness constraints
Given a pair of word-aligned sentences and their
corresponding parse trees S and T , represented as
sets of constituent nodes, our PFA node alignment
algorithm produces a collection of aligned node-
pairs (Si, Tj). The underlying assumptions of com-
positionality in meaning and word-level alignments
being indicative of translation equivalence lead di-
rectly to the following node alignment wellformed-
ness criteria:

1. If a node Si is linked to a node Tj , then any
node within the subtree of node Si can only be
linked to nodes within the subtree of node Tj .

2. If a node Si is linked to a node Tj , then any
node that dominates the node Si can only be
linked to nodes that dominate the node Tj .

3. If a node Si is linked to a node Tj , then the
word alignments of the yields of the two con-
stituents must satisfy the following:

(a) Every word in the yield of the node Si

must be aligned to one or more words in
the yield of the node Tj , or it should be
unaligned.

(b) Every word in the yield of the node Tj

must be aligned to one or more words in

the yield of the node Si, or it should be
unaligned.

(c) There should be at least one alignment be-
tween the yields of nodes Si and Tj . Thus,
the words in the yields can not all be un-
aligned.

2.5 Arithmetic Representation
Our PFA algorithm uses a arithmetic mapping that
elegently carries over the constraints characterized
by the wellformedness constraints elaborated above.
This mapping is designed to ensure that each aligned
word, which carries a distinct “piece of meaning”
can be uniquely identified, and also inherently re-
flects the compositional properties of constituent
translation equivalence. This is accomplished by
assigning numerical values to the nodes of the two
parse trees being aligned, in a bottom-up fashion,
starting from the leaf nodes of the trees. Leaf nodes
that correspond to words that are aligned are each
assigned a unique prime number. Unaligned leaf
nodes are assigned a value of “1”. Constituent nodes
in the parse trees are then assigned a value that is
the product of all its sub-constituent nodes. Because
of the arithmetic property that any composite num-
ber can be uniquely factored into primes, it should
be evident that the value of every constituent node
uniquely identifies the aligned words that are cov-
ered by its yield. Consequently, by assigning the
same prime values to the aligned words of both trees,
retrieving aligned constituent nodes is as simple as
finding the set of nodes in the two trees that carry the
same numerical value. Note that by assigning values
of “1” to unaligned words, these unaligned words
do not influence the numerical values assigned to
constituent nodes, thus reflecting their treatment as
“don’t cares” with respect to the translation equiva-
lence of constituent nodes.

2.6 Description of the PFA Algorithm
The PFA algorithm uses the concept of ‘composite
meaning as prime factorization’, and hence the name
(Prime Factorization and Alignments). The algo-
rithm assigns values to the leaf nodes, propogates
the values up the tree, and then compares the node
values across the trees to align the nodes. As de-
scribed above, leaf nodes which have word align-
ments are assigned unique prime numbers, and the
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Figure 1: Node-Aligned Parallel Sentences

same prime is assigned to the corresponding aligned
words in the parallel sentences. Leaf nodes corre-
sponding to unaligned words are assigned the value
“1”. The treatment of “one-to-many” word align-
ments is a special case. Such alignments are con-
sidered to carry the same meaning, and should thus
be assigned the same value. To accomplish this, if a
single word is aligned to multiple words in the other
language, we assign the same prime number to all
words on the “multiple” side, and assign the product
of these to the single word equivalent.

Another special case is when the parse trees con-
tain unary productions. In this case, the values of
both nodes involved in this production are the same.
Our node alignment algorithm breaks this “tie” by
selecting the node that is “lower” in the tree (the
daughter node of the unary production). A simi-
lar situation with two nodes being assigned identical
values can arise when one or more unaligned words
are attached directly to the parent node. Here too,
our algorithm aligns the “lower” node and leaves
the “higher” node unaligned. These decisions reflect
our desire to be conservative with respect to such
ambiguous cases, and their implications on the no-
tion of translational equivalence. This also provides
some robustness against noisy alignments.

It is straightfoward to verify that the PFA algo-

rithm satisfies the wellformedness constraints de-
scribed above. Also, since multiplication is com-
mutative, the algorithm is not effected by differing
word orders within parallel constituent structures.

The PFA algorithm run on a sample Chinese-
English parallel sentence is shown in Figure 1. The
value of each node as shown as a part of its label.
The aligned nodes are marked by shapes. A triangle
aligns to a triangle, and squares to squares.

3 Syntax-based Sub-sentential Phrase
Extraction

The alignment of nodes as described in the previous
section allows us to build a comprehensive syntax-
based phrase-to-phrase translation lexicon from a
parallel corpus. To build a syntax-based “phrase
table”, we simply extract all aligned constituent
nodes along with their yields and enter them into
a database, while accumulating frequency counts.
In addition to the source-to-target phrase corre-
spondences, we record the constituent labels of the
aligned constituent nodes on both the source and tar-
get sides (which may be different). These labels
“connect” the phrases with synatactic transfer rules
during decoding. The set of phrases extracted from
the example sentence in Figure 1 is shown in Fig-
ure 2.
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Figure 2: Phrases extracted from Aligned Nodes

The process of building syntax-based “phrase ta-
bles” from large corpora of sentence-parallel data is
quite similar to the corresponding process in phrase-
based SMT systems. Our phrase correspondences,
however, only reflect contiguous and complete con-
stituent correspondences. We also note that the ex-
tracted phrase tables in both approaches can be mod-
eled statistically in similar ways. Similar to common
practice in PB-SMT, we currently use the frequency
counts of the phrases to calculate relative likelihood
estimates and use these as features in our Stat-XFER
decoder.

4 Evaluation of the PFA algorithm

The accuracy of our node alignment algorithm de-
pends on both the quality of the word alignments
as well as the accuracy of the parse trees. We per-
formed several experiments to assess the effects of
these underlying resources on the accuracy of our
approach. The most accurate condition is when the
parallel sentences are manually word-aligned, and
when verified correct parse trees are available for
both source and target sentences. Performance is
expected to degrade when word alignments are pro-
duced using automatic methods, and when correct
parse trees are replaced with automatic parser out-
put. In these experiments, we used a manually word-
aligned parallel Chinese-English TreeBank consist-
ing of 3342 parallel sentences.

4.1 Manual Constituent Node Alignments

We first investigated the accuracy of our approach
under the most accurate condition. We sampled 30
sentences from the Chinese-English treebank cor-
pus. A bilingual expert from our group then man-
ually aligned the nodes in these trees. These node

Precision Recall F-1 F-0.5
0.8129 0.7325 0.7705 0.7841

Table 1: Accuracy of PFA Node Alignments against
Manual Node Alignments

alignments were then used as a “gold standard”. We
then used the accurate parse trees and the manually
created word alignments for these sentence pairs,
and ran the PFA node algorithm, and compared the
resulting node alignments with the gold standard
alignments. The Precision, Recall, F-1 and F-0.5 re-
sults are reported in Table 1.

We manually inspected cases where there was a
mismatch between the manual and automatic node
alignments, and found several trends. Many of
the alignment differences were the result of one-to-
many or many-to-many word alignemnts. For ex-
ample, in some cases a verb in Chinese was word-
aligned to an auxiliary and a head verb on the en-
glish side (e.g. have and put). The PFA algorithm
in this case node-aligns the VP that governs the Chi-
nese verb to the VP that contains both auxiliary and
head verbs on the English side. The gold standard
human alignments, however, in some cases, aligned
the VP of the Chinese verb to the English VP that
governs just the main verb. Other mismatches were
attributed to errors or inconsistencies in the manual
word alignment and to the treatment of traces and
fillers in the parse trees.

4.2 Effect of Using Automatic Word
Alignments

We next tested how sensitive the PFA algorithm is
to errors in automatic word alignment. We use the
entire 3342 sentences in the parallel treebank for
this experiment. We first ran the algorithm with
the correct parse trees and manual word-alignments
as input. We use the resulting node alignments
as the gold standard in this case. We then used
GIZA++ to get bidirectional word alignments, and
combined them using various strategies. In this sce-
nario, the trees are high-quality (from the treebank),
but the alignments are noisy. The results obtained
are shown in Table 2. Unsurprisingly, the “Union”
combination method has the best precision but worst
recall, while the “Intersection” combination method
has the best recall but worst precision. The four
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Comb Method Prec Rec F-1 F-0.5
Intersection 0.6382 0.5395 0.5846 0.6014
Union 0.8114 0.2915 0.4288 0.5087
Sym1 0.7142 0.4534 0.5546 0.5992
Sym2 0.7135 0.4631 0.5616 0.6045
Grow-Diag-Final 0.7777 0.3462 0.4790 0.5493
Grw-Diag-Fin-And 0.6988 0.4700 0.5619 0.6011

Table 2: Manual Trees, Automatic Node Alignments

other methods for combining word alignments fall
in between. Three of the four (all except “grow-
diag-final”) behave quite similarly. We generally be-
lieve that precision is somewhat more important than
recall for this task, and have thus used the “sym2”
method (Ortiz-Martı́nez et al., 2005) (which has the
best F-0.5 score) for our translation experiments.

4.3 Effect of Using Automatic Parses
We evaluated the effect of parsing errors (as re-
flected in automatically derived parse trees) on the
quality of the node alignments. We parsed the tree-
bank corpus on both English and Chinese using the
Stanford parser, and extracted phrases using manual
word alignments. Compared to the phrases extracted
from the manual trees, we obtained a precision of
0.8749, and a recall of 0.7227, that is, an F-0.5 mea-
sure of 0.8174. We then evaluated the most ‘noisy’
condition that involves both automatic word align-
ments and automatic parse trees. We evaluated the
phrase extraction with different Viterbi combination
strategies. The ‘sym2’ combination gave the best
results, with a precision of 0.6251, recall of 0.3566,
thus an F-0.5 measure of 0.4996.

5 Synchronous Tree Fragment and CFG
Rule Extraction

5.1 Related Work
Syntax-based reordering rules can be used as a pre-
processing step for PB-SMT (and other approaches),
to decrease the word-order and syntactic distor-
tion between the source and target languages (Xia
and McCord, 2004). A variety of hierarchical and
syntax-based models, which are applied during de-
coding, have also been developed. Many of these
approaches involve automatic learning and extrac-
tion of the underlying syntax-based rules from data.
The underlying formalisms used has been quite

broad and include simple formalisms such as ITGs
(Wu, 1997), hierarchical synchronous rules (Chiang,
2005), string to tree models by (Galley et al., 2004)
and (Galley et al., 2006), synchronous CFG models
such (Xia and McCord, 2004) (Yamada and Knight,
2001), synchronous Lexical Functional Grammar
inspired approaches (Probst et al., 2002) and others.

Most of the previous approaches for acquiring
syntactic transfer or reordering rules from paral-
lel corpora use syntactic information from only one
side of the parallel corpus, typically the target side.
(Hearne and Way, 2003) describes an approach that
uses syntactic information from the source side to
derive reordering subtrees, which can then be used
within a “data-oriented translation” (DOT) MT sys-
tem, similar in framework to (Poutsma, 2000). Our
work is different from the above in that we use syn-
tactic trees for both source and target sides to infer
constituent node alignments, from which we then
learn synchronous trees and rules. Our process of
extraction of rules as synchronous trees and then
converting them to synchronous CFG rules is most
similar to that of (Galley et al., 2004).

5.2 Synchronous Tree Fragment Pair
Extraction

The main concept underlying our syntactic rule ex-
traction process is that we treat the node alignments
discovered by the PFA algorithm (described in pre-
vious sections) as synchronous tree decomposition
points. This reflects the fact that these nodes denote
points in the synchronous parse trees where transla-
tion correspondences can be put together composi-
tionally. Using the aligned nodes as decomposition
points, we break apart the synchronous trees into
collections of minimal synchronous tree fragments.
Finally, the synchronous fragments are also con-
verted into synchronous context-free rules. These
are then collected into a database of synchronous
rules.

The input to our rule extraction process consists of
the parallel parse trees along with their node align-
ment information. The constituent nodes in the par-
allel trees that were aligned by the PFA node align-
ment algorithm are treated as tree decomposition
points. At each such decomposition point, spliting
the two parallel trees results in two partial trees or
tree fragments. One synchronous pair consists of
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the subtrees that are headed by the aligned nodes
where the decomposition took place. Since the sub-
trees are rooted at aligned nodes, their yields are
translation equivalents of each other. The other syn-
chronous tree fragment pair consists of the remain-
ing portions of the trees. The translation equivalence
of the complete tree (or subtree) prior to decomposi-
tion implies that these tree fragments (which exclude
the detached subtrees) also correspond to translation
equivalents. The tree fragments that are obtained by
decomposing the synchronous trees in this fashion
are similar to the Synchronous Tree Insertion Gram-
mar of (Shieber and Schabes, 1990).

We developed a tree traversal algorithm that de-
composes parallel trees into all minimal tree frag-
ments. Given two synchronous trees and their node
alignment decomposition information, our tree frag-
ment extraction algorithm operates by an “in-order”
traversal of the trees top down, starting from the root
nodes. The traversal can be guided by either the
source or target parse tree. Each node in the tree
that is marked as an aligned node triggers a decom-
position. The subtree that is rooted at this node is
removed from the currently traversed tree. A copy
of the removed subtree is then recursively processed
for top-down decomposition. If the current tree node
being explored is not an aligned node (and thus is not
a decomposition point), the traversal continues down
the tree, possibly all the way to the leaves of the tree.
Decomposition is performed on the corresponding
parallel tree at the same time. We apply this pro-
cess on all the aligned constituent nodes (decompo-
sition points) to obtain all possible decomposed syn-
chronous tree fragment pairs from the original par-
allel parse trees. This results in a collection of all
minimal synchronous subtree fragments. These syn-
chronous subtree fragments are minimal in the sense
that they do not contain any internal aligned nodes.
Another property of the synchronous subtree frag-
ments is that their frontier nodes are either aligned
nodes from the original tree or leaf nodes (corre-
sponding to lexical items). Figure 3 shows some
sample tree fragment pairs that were obtained from
the example discussed earlier in Figure 1.

5.3 Synchronous Transfer Rule Creation

In the last step, we convert the synchronous tree
fragment pairs obtained as described above into syn-

Figure 3: Tree Fragment Pairs Extracted from Aligned
Nodes

chronous context-free rules. This creates rules in a
format that is compatible with the Stat-XFER for-
malism that was described in Section 1. Our system
currently does not use the internal tree structure in-
formation that is contained in the synchronous tree
fragments. Therefore, only the syntactic category la-
bels of the roots of the tree fragments, and the nodes
on the fragment frontier are relevant to decoding.
This in essense corresponds to a “flattening” of the
synchronous tree fragment into a synchronous con-
text free style rule.

The flattening of the tree fragments is accom-
plished by an “in-order” traversal on each of the tree
fragments to produce a string representation. Fron-
tier nodes in the fragment are either labeled con-
stituent nodes or leaf nodes of the original parse tree.
These form the right-hand sides of the flattened rule.
The positions of the constituent nodes in the output
string are numbered to keep track of alignment of the
nodes, which is often non-monotonic due to reorder-
ing between the source and target languages. Finally
the root constituent label of the source tree fragment
becomes the source-side parent category of the rule,
while the root label of the target tree fragment be-
comes the target side parent category.

Accurate automatic transfer rule learning re-
quires accurate word alignments and parse struc-
tures. Thus, to favor high precision (at the expense
of some loss of recall), in our work to date on Chi-
nese and other languages, while we extract syntactic
phrases from all available parallel data, we extract
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rules only from manually word-aligned parsed par-
allel data. To compensate for the limited amount of
data, we generalize the rules as much as possible.
Elements in the rules that originate from leaf nodes
in the parse trees are generalized to their part-of-
speech categories, if the corresponding words were
one-to-one aligned in the parallel sentences. Un-
aligned words and words that are part of one-to-
many alignments are not generalized to the POS
level and remain lexicalized in the final rule.

The phrase table extracted from the corpus and the
rules are scored together to ensure that they are con-
sistent when used in our translation system. For all
Stat-XFER experiments to date, we have used just
the source side conditionig with a constant smooth-
ing factor for robustness to noise.

6 Extraction Applied to Chinese-English
Parallel Data

We used the pipeline of PFA node alignment fol-
lowed by rule extraction to build resources for a
Stat-XFER Chinese-to-English MT system. The
syntax-based phrase table was constructed from
two large parallel corpora released by LDC for the
DARPA/GALE program. The parallel sentences for
both English and Chinese were parsed using the
Stanford parser. The first corpus consists of about
1.2 million sentence pairs. Our extraction process
applied to this corpus resulted in a syntax-based
phrase table of about 9.2 million entries. The other
data source used was a parallel corpus of about 2.6
million sentences, but many of its entries were from
a Chinese-English lexicon. From this corpus, we ex-
tracted 8.75 million phrases.

Rule learning was performed on a 10K-sentence
parallel corpus that was manually word-aligned, re-
leased by LDC for the DARPA/GALE program.
This manually word-aligned corpus includes the par-
allel Chinese-English treebank of 3,343 sentence
pairs. The treebank sentences come with verified
correct parse trees for English and Chinese. The rest
of the 10K corpus was parsed by the Stanford parser.
The complete 10K parallel corpus was node aligned
and rules were extracted as described in Section 5.
Figure 3 shows two synchronous tree fragments that
were extracted from the example node-aligned sen-
tence pair in Figure 1. After generalization and flat-

Figure 4: Rules Extracted from Tree Pairs

Table 3: Statistics for Chinese-English Rules

tening, we obtain rules such as those shown in Fig-
ure 4. The above process resulted in a collection
of almost 100K rules. Some statistics on this rule
set are shown in Table 3. Analysis of this rule set
indicates that only about 4% of these rules were ob-
served more than once in the data. These include
the most general and useful rules for mapping Chi-
nese syntactic structures to their corresponding En-
glish structures. Most of the “singleton” rules are
highly lexicalized. A large portion of the singleton
rules are noisy rules, but many of them are good and
useful rules. Experiments indicate that removing all
singleton rules hurts translation performance.

7 Conclusions

The process described in this paper provides a fully
automated solution for extracting large collection
of reliable syntax-based phrase tables and syntac-
tic synchronous transfer rules from large volumes
of parsed parallel corpora. In conjunction with the
Stat-XFER syntax-based framework, this provides a
fully automated solution for building syntax-based
MT systems. The current performance of this ap-
proach still lags behind state-of-the-art phrase-based
systems when trained on the same parallel data but is
showing encouraging improvements. Furthermore,
the resources extracted by our process can be used
by various other syntax-based MT approaches.
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