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Abstract

This paper proposes representing the se-
mantics of natural-language calendar ex-
pressions as a sequence of compositions of
finite-state transducers (FSTs) that bracket
the denoted periods of time on a finite time-
line of nested calendar periods. In addition
to simple dates and times of the day, the ap-
proach covers more complex calendar ex-
pressions. The paper illustrates the model
by walking through the representation of the
calendar expressiodanuary to March and
May 2007 The representation of the ex-
pressions considered is compositional with
reference to their subexpressions. The pa-
per also outlines possible applications of the
model, based on finding the common peri-
ods of time denoted by two calendar expres-
sions.

natural-language processing. Temporal information
often contains cycles and repetition, such as the cy-
cle of hours within a day. A natural means to pro-
cess cyclical structures could be provided by finite-
state methods. These methods have a sound theo-
retical basis, and they are easier to control than ad
hoc methods. Finite-state transition networks may
also provide a usable representation for sparse sets
of sets. Despite these advantages, explicitly finite-
state methods and representations seem to have been
relatively little used in temporal representation and
reasoning. (However, see Sect. 4 for previous work.)
Although these methods indeed have their limita-
tions, in particular their restricted numerical calcu-
lation ability, we believe that they would suit well to
representing and processing various kinds of tempo-
ral information.

In this paper, we use finite-state transducers
(FSTs) in representing the semantics of calendar ex-

pressions and in finding the common periods of time
denoted by two or more calendar expressions. We

Temporal information is essential in various appliStart from the (intensional) meaning of a natural-
cations, for example, in event calendars and ap@nguage calendar expression; we do nottreat the ex-
pointment scheduling. A common class of tempordfaction of the meaning from the original expression.
information are calendar expressions, which rang&/e use FSTs to mark the denotations of calendar ex-
from simple dates and times of the day to mordressions with brackets on a timeline string. Thus
complex ones, such dke second Tuesday follow-We call the representation presented here the brack-
ing Easter In applications, calendar expression&ting FST model. We also use the composition op-
and other temporal information should often be botgration of FSTs both to construct more complex ex-
processed by software and presented for a humanREessions from simple ones in a compositional way,
read. and to find the common periods of time denoted by
Numerous approaches and models have been @&veral expressions.
veloped to represent and process temporal informa- Some aspects of the present bracketing FST
tion in various fields, from temporal databases tonodel are based our earlier model presented in
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Niemi et al. (2006). That temporal model and repeonnected ones. For exampieo Sundayslenotes
resentation of calendar expressions was based arperiod consisting of two Sundays without the in-
a string of hierarchical calendar periods, expandegrvening days.
to finer ones by FSTs as needed. Although the Calendar expressions can be represented at sev-
approach seemed to promise to make reasonimgal different levels. We distinguish between the
tractable, it was non-compositional and rather prdfollowing levels of representation: (1) a natural-
cedural. In that respect, we regard the present modahguage calendar expressiodanuary to March
as a marked improvement. 2007 (2) a semi-formalized term representation
The rest of the paper is organized as followsof its semantics: intersect( interval( mon(jan),
Section 2 presents the basic principles of the brackaon(mar)), year(y2007)); (3) the representation
eting FST model and illustrates them with examplesif this as a regular (relation) expression or a se-
Section 3 describes some possibilities of simple tengjuence of compositions of them; (4) the FST con-
poral reasoning using the model in such applicatiorsfructed from the regular expression; and (5) the
as event calendars and appointment scheduling. Setring or set of strings specified by the FST com-
tion 4 presents some related work in temporal regeosed with a string representing a timeline. In this
resentation and reasoning research. Section 5 cqraper, we present natural-language expressions, reg-
cludes the paper with discussion and some directiongar expressions at the level of macros and com-
for further research. posed timeline strings. The parametrized regular re-
lation macros can be regarded as the basic building
2 Calendar Expressions in Bracketing FST blocks of calendar expression FSTs.
Model Our work does not cover the conversion of a
natural-language calendar expression to the term
In this section, we present the basic principles Qfgpresentation. Instead, we assume the semantic
the bracketing FST model. We illustrate the prinyerm representation as a starting point. The seman-
ciples primarily with the representation of a fairlyc representation is then converted into a regular ex-
simple calendar expressiodanuary to March and  prassion, which is further compiled into an FST.
May 2007 The expression contains four basic cal- Thg term representation is similar to the calen-
end_ar expressions co.rrespondingto spe(_:ific callend({f).cr‘r XREs (extended regular expressions) of Niemi
periods of the Gregorian calendar, combined with agnq carlson (2006) in that they are structurally fairly
interval, alistand a refinement. Before the exampleyose 1o natural language calendar expressions. Thus
we briefly dlscgss the levels of representation of calz should be relatively simple to generate a natural-
endar expressions. language calendar expression from the term repre-
sentation. It should also be possible to parse a
natural-language calendar expression to a term rep-
resentation.
A calendar expression generally denotes a period
of time that does not depend on the time of use -2 FST Expressions and Macros
the expression, such @ May 2007 However, the We represent the denotation of the example expres-
denotation may be vague or underspecified withogion January to March and May 200@s the com-
context, as inSeptembeor in the morning The plex termintersect( union( interval( mon(jan),
denotation may also be ambiguous; for example, mon(mar)), mon(may)), year(y2007)). This in
weekmay denote either a calendar period or a duurn translates to the following sequence of compo-
ration. In this paper, we model the disambiguateditions of FSTs. (The parametdrsrefer to marker
meanings of natural-language calendar expressiongacket indices, explained below.)
while trying to retain underspecification wherever ~ mon(Jan, i1) omon(Mar, i2)
possible. ointerval(il, i2, i3)
A calendar expression can denote disconnected omon(May, i4)ounion(i3, i4, i5)
periods (non-convex intervals) of time, as well as  oyear(y2007, i6) o intersect(i5, i6, i7)

2.1 Calendar Expressions and their Levels of
Representation
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Remarkably, this composition sequence correspondar periods. Each calendar period is delimited by
directly to a postfix representation of the term exgranularity-specific begin and end markers: for ex-
pression. ample, [y marks the beginning of a year amd]

The denotation of a calendar expression is reprgnarks the end of a month. A begin marker is fol-
sented by indexed marker brackets that delimit thewed by a symbol indicating a specific period, such
denoted periods on a timeline. Marker brackets a@sy2007 for the year 2007 andan for a January.
added by FSTs corresponding to either basic caleA-day is marked for both the day of the month and
dar expressions or operations combining simpler exhe day of the week. The period indicator may be
pressions to more complex ones. Basic expressidollowed by a sequence of markers for a finer gran-
FSTs add new marker brackets to each calendar pdarity.
riod denoted by the expression, whereas operationA timeline string can be constructed by a se-
FSTs add brackets based on their operands that aygence of compositions of FSTs that expand the
denoted by previously added brackets. A compositémeline a granularity at a time to finer granularities,
expression is represented as a sequence of compdei-example, a year to contain monthGranulari-
tions of such FSTs. ties need not be strictly nested, which allows the rep-

We present FSTs at the level of simpleresentation of weeks. The level of detail in a time-
parametrized macros, as above. For exampline can vary: for example, if hours are not referred
the FST constructed fronmon(Jan, i1) marks tointhe expression, they are not needed in the time-
each January with the marker brackitswhereas line.
intersect(i5, i6, i7) marks with the marker brack- A calendar expression is represented on a timeline
etsi7 the periods of time that are inside both markeby enclosing the denoted periods of time in marker
bracketsi5 andi6. More generally, each operationbrackets which have an index corresponding to the
FST macro takes as its arguments marker bracket igxpression{in ... }in. The indices distinguish be-
dices corresponding to the subexpressions of a cdween the denotations of different subexpressions in
endar expressiohThe last argument of each macroa composite expression.
indicates the marker bracket index with which th
FST marks the result of the operation.

The representation of a calendar expression Basic calendar expressions correspond to the basic
compositional as each operation operates on the iReriods of the Gregorian calendar. Basic calendar
dicated periods marked on the timeline and marks iferiods include both generic periods, such as hour,

e2.4 Basic Calendar Expressions

own denotation on the timeline. day, month and year, and specific ones, such as each
hour, day of the week, day of the month, month and
2.3 The Representation of a Timeline year. We also assume expressions for seasons and

To illustrate the representation of a calendar expregpl'days’ such as Easter and Christmas Day.

sion, we need a timeline on which to mark the deno- A basic calendar expression such Jauaryis

tation of the expression. We use a simplified time[epresented as an FST that adds marker brackets on

line consisting solely of the year 2007 at the level o}he timeline around each period denoted by the ex-
pressior® In the present example (see Sect. 2.2),

months. We begin with the following timeline with- p S _ dd ker brack
out marker brackets. (We separate the symbols off[ge irst FSTmon(Jan, il) adds marker brackets

string with spaces.) i1 around each month identified by the symBah,

[y y2007 [m Jan m] [m Feb m] [m Mar m] 2To be able to expand the months of a year and the days of

a month independently of the neighbouring periods, each year

[m Apr m] [m May m] [m Junm] ... [m Dec contains symbols indicating its leap-year status and the day of

m] Y] the week of its first day, and each month, the number of its days
Largely following Niemi et al. (2006), we rep- and the day of the week of its first day. However, for clarity, we

resent a finite timeline as a string consisting of ™ i information in the examples of this paper. ]
Although unqualified natural-language calendar expres

hierarchical (nested) markings for different calensjons, suctianuary typically refer to the nearest past or future

- period relevant in the context, in this work we interpret them as
IMacros may also have integer arguments. underspecified, for example, referring to any January.
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that is, each Januar{il [m Jan ... m]}il. Sim- 2.7 Refinement

llarly, mon(Mar, i2) addsi2 around each March. .y e combine the previous subexpression
The timeline is now as follows. (Boldface |nd|cate§Ni,[h the year 2007 to the final expressidanuary
brackets added at this stage.) _ to March and May 2007 We call this construct a
[y y2007 {i1 [m Jan m] }i1 [m Feb m] {i2 refinement, following Niemi et al. (2006), as each
[m Mar m] }i2 [m Apr m] [m May m]... [Mm  of the subexpressions refines or restricts the denoted
Dec m]y] period of time. We implement refinement as an in-
Basic calendar expressions form the basis faersection (conjunction). In the example, the FST
more complex expressions. The complex examplgsar (y2007, i6) marks the year 2007 wit, and

expressionJanuary to March and May 200on- intersect (i5, i6, i7) marks the denotation of the final
tains three basic constructs used to combine calegxpression with7:

dar expressions: an interval, a list and a refinement.  fig [y y2007 {i7 {i5 {i3 {i1 [m Jan m] }i1 [m
We treat each of them in the following subsections. Feb m] {i2 [m Mar m] }i2 }i3 }i5 }i7 [m Apr

m] {i7 {i5 {i4 [m May m] }i4 }i5 }i7 ... [m
2.5 Interval Dec m]y] }i6

In the example, the subexpressiiamuary to March An intersection FST adds result marker brackets
denotes an interval which begins from the begind'ound periods covered by both the operands.

ning of a January and ends at the end of the closestFrom this final timeline, we can then remove all
following March. The January and March markecPther marker brackets except thes that mark the
above are combined to the interval by the FSflénotation of the whole expression:

interval (i1, i2, i3), which marks withi3 the inter- [y y2007 {i7 [m Jan m] [m Feb m] [m Mar

vals beginning fronil and ending ta2: m] }i7 [m Apr m] {i7 [m May m] }i7 ... [m
[y y2007 {i3 {i1 [m Jan m] }i1 [m Feb m] {i2 Decmly] o
[m Mar m] }i2 }i3 [m Apr m] [m May m] ... _We now take a brief Ipok inside an FST expres-
[m Dec m] y] sion, followed by an outline of the representation of

In general, an interval FST adds a begin marked few other calendar expression constructs and dis-
bracket for tr;e result at the beginning of each begi(r:l.USSion about the interpretation of calendar expres-

period of the interval and an end marker bracket atons:

the end of the closest following end period. 2.8 The Implementation of an FST Expression

26 List The FST expressions used above in representing cal-
_ _ _ endar expressions are rather abstract in that they
The next step is to combine the intendainuary 0 yse macros which correspond to parametrized regu-

March with May to a list representinganuary t0  |ar relation expressions. For example, the following
March and May We treat all list expressions asmacro implements the union operation:

disjunctive; for exampleJanuary and Mays inter- union(i, j, r) =
preted as “any January or May”. noijrs
In the example, the FSon(May, i4) marks S(edr. {iu{)
May with i4, andunion(i3, i4, i5) addsi5 around . (noijrsU (({iu{j) . noijrs. Jiu})))"
the periods marked witt3 or i4 or both: -(Jiu}j) . e}r . noijrs)*

[y y2007 {i5 {i3 {i1 [m Jan m] }i1 [m Feb m]  Here noijrs is an abbreviation of the expression
{i2 [m Mar m] }i2 }i3 }i5 [m Apr m] {i5 {i4 (~{iuliu{iuliu{rulr))”, e denotes the empty
[m May m] }i4 }i5 ... [m Dec m] y] string,A:B the transduction from symb#éito B, A.B
More generally, we represent a list as the uniothe concatenation ok andB, and~A the symbols
(disjunction) of its elements. A (binary) union FSTof the alphabet excluding thoseAn
adds result marker brackets around the periods cov-In effect, the expression inserts the marker brack-
ered by at least one of the operands. ets{r...}r around each brackefs...}i or {j...}j,
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which may contain or overlap with one or more in-mark each Tuesday and Easter with the respective
stances of the other pair of marker brackets. The dafrarker bracketsxday (Tue, i1) o easter (i2)). The
inition assumes that marker brackets with a certailRST nth_following (2, i1, i2, i3) then inserts result
index appear neither nested nor overlapping witmarker bracket& around each Tuesday that is pre-
themselves. Moreover, this slightly simplified ver-ceded by Easter, with exactly one Tuesday in be-
sion does not consider the special cases that may decen. This condition is fairly simple to express in
cur at the beginning or the end of the timeline, suchegular relation expressiofis.
as an end marker bracket not preceded by a corre-The consecutiveness expressta consecutive
sponding begin marker bracket. Sundaygconsecutive_n(2, sun)) differs from the
other constructs above in that it represents a set of
disconnected periods of time, and thus it should
In addition to intervals, lists and refinement expresbe interpreted disjunctively (see Sect. 2.10 below).
sions, it is relatively straightforward to represent irHowever, it is simple to implement as an FST that
the bracketing FST model also various more commarks any two Sundays with no Sundays in between
plex types of calendar expressions. They includthem and leaves the rest of the timeline intact.
constructs presented in Niemi et al. (2006): ex- Among other calendar expression constructs that
ception expressions3(am, except Mondays 9 am we have represented in the model are parity ex-
various kinds of anchored expressiotise(second pressionsdven Tuesdays of the mojtbrdinal ex-
Tuesday following Eastgiand consecutiveness ex-pressions gvery second Monday of the ygand
pressionst(vo consecutive SundgysFurthermore, containment expressionthé months with a Friday
the model can represent a number of deictic anti3th). These expressions can be represented in a
anaphoric temporal expressions. In this subsectiomanner fairly similar to anchored expressions.
we outline the representation of these types of ex- The present model can also be extended fairly
pressions. In several examples below, we presesiraightforwardly to simple deictic and anaphoric
the corresponding term representation instead of @mporal expressions, suchtaslayandthe follow-
in addition to the FST macro representation. ing month Similarly to Carlson (2003), we define
The expressior8 am, except Mondays 9 amFSTs that mark speech time and the reference time
(except(h08, mon, h09)) is an exception expres- of an anaphoric expressiomow (i) and then(i),
sion. Such an expression consists of two or thre@spectively. With their help, we can represemt
parts: a default time, an exception scope and an ofay as containing(day, now) (the day containing
tional exception time. In the above expressi®am  the speech time) arttie following monttasfollow-
is the default time dt below), Mondaysthe excep- ing_nth(1, month, then) (the first calendar month
tion scope ¢9 and9 amthe exception timed(f). Fol-  following the reference time).
lowing Carlson (2003), we express the denotation of
an exception expression with union, difference and.10 Conjunctive and Disjunctive
intersection agdt\ es U (esnet). The union and Interpretations

intersection operations are described above, and tl\‘/%ny calendar expressions can be interpreted either
differencedt) escorresponds tdtn—~es The com- conjunctively or disjunctively. For exampléjon-
plement-esis in turn implemented by the macro gay and Thursdaynight denote either “a (certain)
complement(i, r), which precedes ea¢hwith a}r  \onday and a (certain) Thursday” or “any Mon-
and follows eachi with a{r. For example, the time- day or Thursday”, depending on the point of view.
line with marker brackets..{i ...} ...{i...}i...  The conjunctive interpretation would be feasible for

becomedr...Jr {i..}Ji {r...}r {i.. .} {r...}r. someone who provides a service on the days in ques-
An anchored expression denotes a time re'Q'ron,and the disjunctive one for a client.
tive to an anchor time. For exampldhe second
Tuesday following Easte(nth_following(2, tue, 4The first argument of the macrih_following is an inte-
. . gern. In the macro definition it translates to the concatenation
easter)) refers to a time relative to Easter. TOpowerR”*, whereR is the part of the regular expression to be
obtain the denotation of the expression, FSTs firsépeatech— 1 times.

2.9 Other Calendar Expression Constructs
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In the present work, we generally represent theomponent that would generate from the term rep-
denotation of a calendar expression conjunctivelyesentation the corresponding natural-language cal-
on a single timeline string, whenever possible. Efendar expressions, possibly in multiple languages,
fectively, the denotation dilonday and Thursdaig  along the lines of Niemi and Carlson (2006).

a single disconnected period of time that comprises In appointment scheduling we should find the
all Mondays and Thursdays. common free periods of time in the calendars of two

However, a purely conjunctive representatioror more people or institutions. In addition, the ap-
would provide an incorrect representation for sompointment may have further constraints, suchats
types of expressions. In particular, we need to repeast six hours without interruptiong-inding com-
resent disjunctively expressions denoting multiplenon periods of time with intersection could be ap-
separate disconnected periods of time and exprgdied to appointment scheduling as well.
sions with several possible overlapping denotations.

Both of these properties are true of the expressich Related Work

(any) two Sundaysfor example: if all the possi- _ _
ble combinations of two Sundays were representecfPoral expressions have been widely researched,

on a single timeline, it would in effect denote a”mclud_ing modelling anq r_easoning with calendar ex-
Sundays. Instead, each possible combination of tWR€SSions.  However, finite-state methods have sel-

Sundays is represented on its own timeline. This s§PM been used explicitly. In the following, we very

of timelines is represented as an FST with many Ioo_Q_riefly relate our work to a few other pieces of work

sible paths, each corresponding to a single timelind? thisarea. .
Our original inspiration was Carlson's (2003)
3 Temporal Reasoning Applications event calculus, which includes modelling calen-

dar expressions as extended regular expressions
The bracketing FST model could be used in tempdXREs). In Niemi and Carlson (2006) we repre-
ral reasoning. We have mainly considered a forraented a number of calendar expression constructs
of reasoning that finds the common periods of tim@s XREs; however, the approach generally appeared
denoted by two calendar expressions. Such reasgremputationally intractable.
ing could be used, for instance, in querying an event The Verbmobil project (Wahlister, 2000) had its
database or in appointment scheduling. own formalism to represent and reason with tempo-
A query to an event database could find out, foral expressions in appointment negotiation dialogues
example, at what time certain museums are opdfendriss, 1998). Its coverage of calendar expres-
on Fridays in May, or which museums are open ofions was similar to our present approach.
Fridays in May. For both queries, we should com- The calendar logic of Ohlbach and Gabbay (1998)
pute the common periods of time denoted by botand its time term specification language can repre-
the query and the target expression. The answer $ent calendar expressions of various kinds. How-
the first query would be a representation of the conever, compared to our term representation, the struc-
mon periods, and to the second one, the existentére of calendar logic expressions differs signifi-
or non-existence of common periods. In our modekantly more from that of natural-language calendar
we would mark the denotations of both expressiongxpressions.
on the same timeline and compute their intersection Han and Lavie (2004) and Han et al. (2006) use
using the same operation as for a refinement withitheir own formalism in conjunction with reasoning
a single expression. using temporal constraint propagation. They cover
Although this kind of reasoning might not be ef-more types of expressions than we do, including
ficient enough for large-scale on-line processing, Wurations and underspecified and quantified expres-
might be of use in an application in which some insions, such asvery week in May
formation is generated periodically from a database, TimeML (Boguraev et al., 2005) is a markup lan-
such as a Web page showing events of the weefjuage for marking events and temporal expressions
Such an application would also need a generaticend their relationships in a text. Compared to our
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present approach, TimeML covers many more kindgate other options for keeping the size of the FSTs
of temporal expressions, such as temporal relationsianageable even for complex expressions.
durations and underspecification. However, as Han Since we use a different marker bracket index for
et al. (2006) point out, in many cases TimeML exeach subexpression, the number of different marker
presses only the denotation of the expression, sublnacket symbols is proportional to the number of
as a certain date, whereas our bracketing FST eredes in the expression tree of a term expression.
pressions, as well as and the TCNL representatiorhis number may be fairly large for complex calen-
of Han et al. (2006), represent the intensional meauwlar expressions. An alternative could be to reduce
ing of a calendar expression. Moreover, it is uncleahe number of indices by reusing them; for exam-
how TimeML would suit to the kind of reasoning ple, an operation could use the brackets of one of its
that we have considered. operands to mark the result. However, we probably
Finite-state methods have been explicitly used bghould preserve the indices of reoccurring subex-
a few people to represent or reason with temporgressions to avoid having to recompute them.
information, but the scope of their work is otherwise We found it relatively easy to build FST expres-
mostly rather different from that of ours. Karttunensions for the various calendar expression constructs,
et al. (1996) express the syntax of fairly simple dategven though it might be partly explained by the fact
as regular expressions to check their validity. Fethat only few special cases were treated. To widen
nando (2004) uses regular expressions to repres¢he coverage, we intend to try to represent in the
events with optional temporal information, such aracketing FST model all the calendar expression
(for) an hour Focusing on events, his examplesonstructs mentioned in Niemi and Carlson (2006),
contain only rather simple temporal expressions. Fand relevant ones probably also from Endriss (1998)
nally, Dal Lago and Montanari (2001) and Bresolinand Han and Lavie (2004). We should also test the
et al. (2004) present automata models that are sugtcalability of the representation to longer and more
able in particular for representing infinite granularicomplex calendar expressions.
ties. Their models are based on Blichi automata. Duration expressions are an area still to be inves-
tigated in the bracketing FST model, although they
5 Discussion and Further Work can be represented with finite-state methods, as seen
in Niemi and Carlson (2006). The representation
In the following, we discuss some advantages angt durations in general may be intractable, since a
disadvantages of the bracketing FST model of caljisconnected duration, such as4é hours a week
endar expressions presented in this paper. We algfight be composed of an arbitrary number of arbi-
mention some directions for further research. trarily short periods of time. However, a tractable
Compared our earlier FST-based temporal modelbset should suffice in a practical application.
(Niemi et al., 2006), the bracketing FST model is Even though finite-state methods can be used to
clearly more compositional and less procedural butpresent many different types of calendar expres-
less efficient in at least some aspects. For instanasion constructs, they are unable naturally to rep-
it is an open question if it is possible to compute theesent fuzzy or inexact expressions, suchabsut
denotation of an expression a granularity level at 8 o’clock, internally anaphoric expressions, such as
time, or to expand on the timeline only the period®.00 to 17.00, an hour later in wintefractional ex-
of time relevant to the expression, as in the earligsressions, such dse second quarter of the ygar
model. We thus use a pre-expanded timeline, whickrbitrary repetition expressions, suchtas equally
may be rather long in practical applications. long periods of time However, it might be possi-
The FST compositions for calendar expressiorisle to compile at least some expressions of some of
can quickly result in very large automata unless wehese types to a finite-state representation.
begin the composition sequence from the timeline. Furthermore, there are types of temporal expres-
In some applications it might nevertheless be usefsions that we have not yet considered but that proba-
to combine the expression FSTs before composirgy can be represented with finite-state methods. For
them with a timeline, so we also intend to investi-example, one might want to find in an event database
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the days on which one could take a boat cruise fol- tian S. Jensen, Markus Schneider, Bernhard Seeger,
lowed by one to two hours before a theatre play. and Vassilis J. Tsotras, editorBdvances in Spatial
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(Ka_rttune_n et_al., 1997) as _the main  tool for_ €X- 12-15, 2001, Proceedingsumber 2121 in Lecture
perimenting with regular relation (FST) expressions. Notes in Computer Science, pages 279-298, Heidel-
However, it would be essential to develop an accom- berg, July. Springer-Verlag.

panying compiler to compile term representations Qfjirich Endriss. 1998. Semantik zeitlicher Ausdriicke
calendar expressions into compositions of FST ex- in Terminvereinbarungsdialogen. Verbmobil Report

pressions, instead of translating them by hand. 227, Technische Universitat Berlin, Fachbereich Infor-
In summary, although several issues should be Matik. Berlin, August.

investigated and solved before the bracketing FSTim Fernando. 2004. A finite-state approach to events

model could be useful in a practical application. we in natural language semanticgournal of Logic and

find it more promising in many respects than that of Computation14(1):79-92.

Niemi et al. (2006). In general, we consider finite-Benjamin Han and Alon Lavie. 2004. A framework for

state approaches fairly well suited to modelling the resolution of time in natural languageACM Trans-
fics of calendar exoressions actions on Asian Language Information Processing
seman p : (TALIP), 3(1):11-32, March.
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