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variety of terms to refer to a closing or stopped
Abstract application by inconsistently using terms such as
cancel, quit, close, end andstop in the user inter-
This paper presents how word alignment face and in the accompanying documentation. This
techniques could be used for building stan- is, as Lombard puts it, not a problem for the deve-
dardized term banks. It is shown that time lopment team as they know what all these terms
and effort could be saved by a relatively mean. The translators/localizers, however, will be
simple evaluation metric based on fre- tempted to translate every distinct source term
quency data from term pairs, and source choice to distinct target terms, thereby multiptyin
and target distributions inside the align- the inconsistency.
ment results. The proposed Q-value metric Poor quality in documentation could result not
is shown to outperform other tested metrics only in dissatisfied clients and users, but also in
such as Dice’s coefficient, and simple pair substantially increased costs for revisions, ratran
frequency. lations and delays. In addition, legal damages
could make things worse, for example through
_ lawsuits for serious factual mistakes in the source
1 Introduction documentation or in translations. Capturing mis-

takes in documentation before they reach the us-

Quality assurance (QA) of products and Services lss readers is the only way to avoid the extrascost
standard procedure in most mdus_trlal areas to_daé/nd inconvenience that poor quality will yield.
In the area of document production and localiza- o obvious solution to the inconsistency di-

. . T
tion, quality assurance has been deemed to be b&%ma can be found in standardized term bank
time-consuming and costly as most of the lingui eating a term bank is very time consuming iit i

tic quality assurance has to be made manually. éne in the old way, i.e. by hand. During the last

course, if used, spell and grammar ch_eckers, af€cade word alignment technigues have been used
controlled language checkers for assuring that mas ..o ote practically usable resources for traiosiat

nuals are created using a special variety of SImpl.ivities, much faster than the manual way. How-

fied English, will identify some errors, and.ever, as word alignment can never produce 100 per

sometimes also help to correct them. The majab . accurate term pairs, methods of how to filter

problem for technical writing and Iocallzatlon.out erroneous entries and efficiently revise the ou

quiellity isbto beSfound”in inCO_n?‘iStem use 0{1 termis it from alignment systems need to be developed.
nology. Or as Sue Ellen Wright puts it: "The pri¢yap it an alignment system is close to perfed, th

mary source of rework is inconsistent terminology’c'j(,i,[a itself (the source and target texts) will agmt

(Wright 2006). Inconsistent terminology is perhapg, s - omissions and additions that will result in

most crucial in source language documentatiqnminglogical entries that are unwanted in a stan-

(originals) as mistakes there will multiply by eyer dardized term bank. Perhaps most interesting, high
translation. Lombard (2006) illustrates this phe'uality alignments will produce a map of ’the
nomenon by an example where an American soﬁ-

ware development company may use a great
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source and target texts that reveals how consjsteBitt Thel Tools suite
or inconsistent, term usage is in reality.

In this paper we will address the issue of how téhe ITools software suite three major applications
create standardized term banks by using woitteractive word alignment (ILink), automatic
alignment techniques. The focus lies on the rankord alignment (ITrix), viewer for editing and
ing of the term entries produced by the alignmemrowsing alignment data (IView).
system and on the evaluation of a proposed metric. The ITools suite also includes functions for

sampling test and training data sets, automatic
2 Moaotivation evaluation, statistical processing and conversion
from XML to SQL database format.
The focus of this paper is to eXpIOfe how term can- The basic approach used for a”gnment in the
didate validation can be improved by using a goodools suite combines evidence from a variety of
ranking metric. A good ranking metric correlates tgjifferent sources by assigning each piece of evi-
the precision of a term candidate. This means thgénce a score and then calculating a joint scare fo
using a good term ranking metric makes it possiblg| of them (cf. Tiedemann 2003).
to select a set of term candidates which when Proc-The ITools suite is Supported by connexor’s
essed will result in a higher number approvefjachinese Syntax parsers (Tapanainen & Jarvinen
terms compared to selecting the set of term candigg7) which provide the grammatical information
dates to be processed by random or using a bRgl English, Swedish and several other western

ranking metric. European languages.
A typical word alignment process using the
3 Approach ITools suite consists of the following steps:

The ranking metrics used here are based on dita Morohological tacti d d q
from a set of word aligned term candidates. This’ orlp .009]{'%" Syn 30 IC a?l ependency
means that the presented method can be used o a“asna_ys_|s (I) SOUrce an ]'Earget nes d il
term candidate sets, without regard to how the te%\ S;ar;'Stl'i?]a t%g[caeﬁj'ggiﬁinsoggctg 22tstarget les
candidates have been extracted or produced. T npiing ting d g da inter-
corpus-based approach relies on the existence of a rqlnl?g, |._e.kcrea INg dynamic resources inter
corpus from which statistics can be calculated. ;ctwg y (ILink) ic all Tri
The set of term candidates used in this papgr ngcler:gigﬁt%msagi ?jﬁggqaigt( rix)

were extracted using an align-filter method. The’ Verificati flteri d cat i7ai ¢
extracted term candidates are then ranked usihg " c cauon, Titering and categorization o
term pair frequency, Q-value and Dice’s coeffi- extracted term candidates (IView)

cient (see Metrics below). The ranking order pro-

B e e o e L7 10 e spas e e
accumulated precision. P P y using

The word alignment system used is the ITooI§yntaX parsers for the source and target languages.

suite, developed at Fodina Language Technologl){ln step 2 statistical resources are created both fo

and Linkdping University (Ahrenberg et al. 2003 e word form level (inflected words) and_lemma
Deléger et al. 2006; Nystrom et al. 2006; Foo gevel (base forms). We use t-score and dice asso-

Merkel 2007). The source and target texts used %atlons on co-occurrences between items in the

the alignment case study consisted of arou@dtex’[ and thereby create a bilingual dictionary

35,000 senence pairs (Engiish-Swedish) from paffctt 2 <2 5 2 i I e o be
ent texts from the subject arAaimal care. 9 : PP

used, such as the Giza++ kit (Och & Ney 2005). In
the third stage, a test set and a training set of
aligned sentence pairs are randomly sampled. The
size of these sets varies depending on the project
and time available.
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File Tools Settings Help Fodina
: Disconnect  |A01K | ~| @2 Refresn
- Index Terms - (Selected: 1 of 21257) ~ Term Filters
Conc | _Dom | cat | sStat | Src | Trg |Ereqls FOTFO|_@ | S H|TH|Note|
FROTA.. ADTKK ) rotational movemnent rotationsrorelse 10 4 80..M M <. |= |]® GeneralLanguage
BROTA  AD1K 3 rotational moverment roterande riirelse 2 4 1 n4aN N = [+] #& Domain Specific
BROTA .. ADTK a8 rotational orientation rotationsmassiga orie. 2 2 1 0,...N N = =
BROTA .. ADTK &8 rotational orientation rotationsorientering 8 z 1 2,..N N = Pending Approval
BROTA.. ADTK & ~  rotational path rotationsbanan 1 1 1 05N N o< ~ Approved
BROTA .. AD1K & rotational phase rotationsfas 4 4 3 0,..N N < 3¢ Do not use
BROTA.. ADTK ) rotational plane rotationsplan 2 2 2 05N N = 1 023 Hidden
BPROTA .. ADTK L) rotational position rotationsposition 3 z 20,75 M N = s
BROTA  ADTK 8 v rotational position rotationstillstind 1 2z 1 0N N < illic Do not export
BROTA... A01K I rotational preference rotationspreferens 1 1 1 05N N <. ih Exported
PROTA .. ADTK ) rotational radius svangningsradie 1 1 1 05N ] < [ | T Removed
PROTA... AOIK ) ~ rotational speed rotationshastighet =} 1 60...N N 4 == == Duplicate
BROTA . ADTK L) rotational state roterbart tillstand 1 1 1 05N N = P
BROTA... ADTK &8 rotational stress rotationspafrestning 1 1 1 05N N = _
PROTA .. ADTK I} < rotational tangent rotationstangent 1 1 1 0SSN N = All /None
PROTA . ADTK A8 rotationtransmitting rotationsoverforande 2 2 1 0.V v o= [
- Variant Terms - (2)
Stat | Src | Tra | Freq | S-FO | T-FO | -
< rotational speed rotationshastighet 5 [4] [3] Revise Search
v rotational speed rotationshastigheten 1 o| [KsErcategor
@ General Language
& Domain Specific
Set status
Since the centrifugal force increases in proportion Eftersom centrifugalkraften dkar kwadratiskt 1 =i Pending Approval
Lo the square of the rotational speed of the spool | forhéllande 1ill spolens rotationshastighet | blir oy "
the spool rotating at low speeds when reelingin line bromskraften inte sarskilt stor nar spolen roterar med LU
does not make the braking force very large | lAga hastigheter vid inrallning ; >< Do not use
Th el 9 the figure is turnin, . T
Cm;i:;:’: SZ“M'E o8 ';:‘; mum_i ced Karusellen 0 pd fGguren snurrar mol urs med en lypisk L 71 Hide
wL 5 S . rotationshastighet omkring fyra varv per timrne sa att
of about four turns per hour so that an animal will -~ = ik Do not export
djuren kommer att ha sjuattondelar av en tirmmmes kwart
have sewven eighths of a quarter of an hour ( about %
3 . N _ amkring 13 minuter ) att ata men rotationshastigheten L
thirteen minutes ) to eat but the rotational speed is ot e | & Exported
adjustable B i : | =
T 10 sem & hd

Figure 1. IView application. Used for filtering, tegorization and revision.

In step 4, a training environment is set up in theents but cannot be considered as terms in a spe-
interactive ILink tool where the training results i cific domain.
dynamic resources on four levels: 1) the word form
level, 2) the base (lemma) level, 3) the parts-oB.2 Metrics
speech level, and 4) the syntactic function level. ) ) ) ) o )

In step 5 the automatic alignment is performeﬁs _hmted in th(_a mtroductlo_n, it is desirable Fo-(_)
using ITrix, which results in thousands of pointerimize the quality of the aligned data by stripping
between the source and target texts containing tRWaY Poor quality alignments and keeping the high
actual token links. These token links are then us@ylity ones as this will leave less manual work in
to create an SQL database, keeping all grammatiéﬁ? actual standardization process. To ach_|evg this
information from the XML files as well as creating®€ Needs to order the proposed term pairs in, for
a structured term data base containing a conc&p@mple, descending quality order. Ordering term

level, index term level, term variant level and ex¢@ndidates can be done using different metrics.
amples (see Figure 1). One such metric that has been used in term ex-

However. to arrive at a usable term coIIectiorfraC“o” research is the Dice’s coefficient of asso

the output from the word alignment needs to bgation (Dice 1945). A common approach in
verified. The IView application can be used durin@PP!ying Dice’s coefficient as a ranking metric is
this last step (see Figure 1), which consists dif ve 1© collect corpus statistics (Pazienza et al. 2005)

fying extracted term pairs with access to samplEN€ second metric used in this study is the Q-
contexts as well as statistical data. In IView alyalue, & metric specifically design to operate on
token alignments made by ITrix are compiled int@ligned data (Deléger et al. 2006). These two met-
a table of translation pair types in a graphicalien 'CS aré compareql to a third baseline, which is a
ronment where the annotator can confirm translgtraightforward pair frequency.

tion pairs as domain specific terms or as belonging '€ input data used for these metrics are all
to “general language’, i.e., they are correct a”grpvallal_ale in the SQL database, which contains in-
formation such as
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e Type Pair Frequencies (TPF), i.e. the numbe
of times where the source and target types
aligned

e Target typesper Source type (TpS), i.e. the
number of target types a specific source ty] 0%
has been aligned to. E.g. if the source type A
aligned to the target types B and C, two ty
pairs exist — A-B and A-C. For both these tyg .
pairs, the TpS value is 2.

e Source typesper Target type (SpT), i.e. the
number of source types a specific target ty| ..
has been aligned to. Given the example pr \
vided to explain the TpS, the SpT values f
the two type pairs would be 1 for A-B, and

= Q-value ranking
i """ Dice coefficient ranking
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for A-C. This means that low SpT and Tp: **[ &Y
values correspond to consistent usage of tar I BN DR RN R
and source types if the aligned data is fair 0 200 400 600 800 1000

Number of index terms

correct.

e SourceType Frequency (STF), i.e. the accu-
mulated frequency of a source type in the se
of aligned type pairs.

e TargetType Frequency (STF), i.e. the accu-In other words, a high Q-value indicates a term
mulated frequency of a target type in the set @fandidate pair with few similar candidates whereas
aligned type pairs. a high Dice coefficient indicates a common term.

Figure 2. Precision fall-off using different megic
to rank 1000 randomly sampled term candidates

Using this information, we can calculate the fol4 Evaluation and results

lowing metrics: _ _ _
Processing the patent texts in the ITools suite re-

Q-value= TPF sulted in over 60,000 term candidate pairs in the
TpS+ ST term bank. One thousand entries were sampled

randomly from these term pairs and evaluated ma-

Dice— 2% TPF nually for correctness. The manually corrected test
STF+TTF set of term candidates was then ordered by using

the three different metrics: term pair frequency,

#| Src | Trg TPF | TpS | SpT | STF | TTF Dice coefficient, and Q-value. The results are pre-

1 fat_ty Fett syra| 2 2 1 7 2 sented in Figure 2.

5 ]?act't‘;/ fettsyra | 5 5 I - z As can be seen in Figure 2, ranking the term
acid candidates using the Q-value results in the best
Table 1. Two type pairs and their frequencies. accumulated precision curve. Both Q-value and

] o Dice coefficient metrics rank the term candidates
Given the complete set of type pairs in Table &, thy, 4 fajrly linear correlation with term candidate
Q-value of pair 1 is 0.67 and the Dice coefficisnt \recision, whereas the term pair frequency curve
0.45. The Q-value of pair 2 is 0.71 and the Dicgas a bad precision fit. The Dice coefficient does
coefficient is 0.83. _ not perform well at its highest scores, which could

_The main conceptual difference between thge explained by the fact that the term pairs cantai
Dice coefficient and the Q-value is that the Dicg cqonsiderable amount of term pairs where fre-

coefficient focuses on positive association betweqﬂjency is equal to one (1) (over 50 per cent of the
source and target type, whereas the Q-value fgsm pairs).

cuses on the association between the current source
and target type, but also between the current sourc
and target types with other source and target types
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5 Discussion

Increasein Additional Additional Difference
As stated earlier, the motivation of finding a gogd® m candi- | effortre- approved between
term ranking metric is to increase the efficienéy pddtevolume | quired terms gained ef;i?]” and
the validation process — the process of going fromga00-20020 92.79 8300g 97
term candidates to standardized terms. If we @S30040-30000 49,79 31.6% 2181
sume that the random sample is representative Tafble 3. Earnings and costs when increasing thenvel
the total 60,000 term candidates generated loyterm candidates to process.

ITools, we can choose a combination of precision

and coverage by setting a threshold at the appidsing the three sets of term candidates presented i

priate Q value. Table 2, the relative increases in effort (spang)i
and number of approved terms, as well as the dif-
Precision |Q-value | Number of teem | Estimated ference between these gains and efforts have been
candidatesto number of calculated in Table 3. As we can see, an additional
process ?gf;gved increase in candidate terms from 20 000 to 30 000
95.8% 053 10.400 9963| results in half the effective gain of the resources
91.0% 050 20,040 18236/ Spent, compared to an increase in term candidates
~80.0% 0.20 ~30,000 ~24,0000 to process from 10 000 to 20 000. In effect, having
Table 2. Estimated term volumes and precisionifier d a good term ranking metric with a predictable pre-
ferent Q-values. cision fall rate can provide the information neces-

In table 2, three different Q-values have been chd2’y t0 come to the decision on how term
sen resulting in three sets of term candidates RSCCESSINg resources can be spent in the most ef-
process. Set 2 is double the size of set 1, and sd€ctive way, depending on the present require-
is three times the size of set 1. The increassizén MeNts on the size of the final set of approved
can roughly be translated into the same increase!ffms:

time needed to process the term candidates. The
precision of the sets gives us an estimate of ho

many approved terms we can expect from process ihis paper we have shown that time and effort
ing a given number of term candidates. Furthe, |4 pe saved by a relatively simple evaluation
more, given a scenario where there are no resoul@yric phased on frequency data from term pairs,
restrictions enforced on the validation procesgy,rce and target distributions inside the aligrmen
processing the full set of term candidates will g sults. The proposed metric Q-value is shown to
course result in the highest number of approvegiserform other tested metrics such as the Dice
terms. . ... coefficient, and simple pair frequency. The Q-
However, resources avallab!e for the Va“da_t'(_)oalue is better at handling low frequency data. The
process are often limited. In this case the préisi g ,its point to that one could realistically decid
of the set of term candidates becomes interesing &, \yhat goals a term standardization endeavor
this can roughly be translated into processing effly, g aim for in terms of volume, and time spent.
ciency. If we assume that all term candidates re- tpo pext step to develop the’methodology for
quire the same amount of processing time, we Callising term candidates further is to test it en-s
use the data in Table 1 to derive the earnings agfl 5jignment projects. We are currently investi-
costs connected to the different sizes of term cagsiing techniques to cluster term pairs conceptuall
didate sets. An example of such calculations is pr y using semantic mirroring using a Q-value filter.
sented in Table 3. The initial results look promising in that they neak
it possible to group synonym variants within a
conceptual cluster and thereby making it possible
to automatically filter out undesired term syno-
nyms.

Conclusion and future wor k
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