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Abstract

We introduce a set of 1,000 gold standard
parse trees for the British National Corpus
(BNC) and perform a series of self-training
experiments with Charniak and Johnson’s
reranking parser and BNC sentences. We
show that retraining this parser with a com-
bination of one million BNC parse trees
(produced by the same parser) and the orig-
inal WSJ training data yields improvements
of 0.4% on WSJ Section 23 and 1.7% on the
new BNC gold standard set.

1 Introduction

Given the success of statistical parsing models
the Wall Street Journal (WSJ) section of the Pen
Treebank (PTB) (Charniak, 2000; Collins, 2003, fo
example), there has been a change in focus in rec

years towards the problem of replicating this succes
on genres other than American financial news st%
ries. The main challenge in solving the parser adap

tation problem are the resources required to co
struct reliable annotated training examples.
A breakthrough has come in the form of researc

by McClosky et al. (2006a; 2006b) who show tha{
self-training can be used to improve parser perfor.

mance when combined with a two-stage rerankin
parser model (Charniak and Johnson, 2005). Se
training is the process of training a parser on its ow
output, and earlier self-training experiments usin
generative statistical parsers did not yield encou

aging results (Steedman et al., 2003). McClosky e We parse the BNC (Burnard, 2000) in its entirety
es

al. (2006a; 2006b) proceed as follows: sentenc

*Now affiliated to Lalic, Université Paris 4 La Sorbonne.
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from the LA Times newspaper are parsed by a first-
stage generative statistical parser trained on some
seed training data (WSJ Sections 2-21) andrthe
best parse trees produced by this parser are reranked
by a discriminative reranker. The highest ranked
parse trees are added to the training set of the parser
and the parser is retrained. This self-training method
gives improved performance, not only on Section
23 of the WSJ (an absolute f-score improvement of
0.8%), but also on test sentences from the Brown
corpus (Francis and Kucera, 1979) (an absolute f-
score improvement of 2.6%).

In the experiments of McClosky et al. (2006a;
2006b), the parse trees used for self-training come
from the same domain (American newspaper text)
as the parser’s original seed training material. Bac-
Chiani et al. (2006) find that self-training is ef-
Rctive when the parse trees used for self-training
(VYSJ parse trees) come from a different domain to
he seed training data and from the same domain as
Re test data (WSJ sentences). They report a per-
rmance boost of 4.2% on WSJ Section 23 for a
enerative statistical parser trained on Brown seed
data when it is self-trained using 200,000 WSJ parse
gees. However, McCloskey et al. (2006b) report a

rop in performance for their reranking parser when
he experiment is repeated in the opposite direction,
.e. with Brown data for self-training and testing,
nd WSJ data for seed training. In contrast, we re-
ort successful in-domairself-training experiments

ith the BNC data as self-training and test material,

%nd with the WSJ-trained reranking parser used by

I\'t/IcCIoskey et al. (2006a; 2006b).

1We refer to data as beirig-domain if it comes from the

same domain as the test data anttof-domain if it does not.
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using the reranking parser of Charniak and Johnsanent data in this work. Because they contain verbs
(2005). 1,000 BNC sentences are manually annevhich do not occur in the parser’s training set, they
tated for constituent structure, resulting in the firsare likely to represent a hard test for WSJ-trained
gold standard set for this corpus. The gold standajphrsers. The PTB bracketing guidelines (Bies et al.,
set is split into a development set of 500 parse tred$995) and the PTB itself were used as references by
and a test set of 500 parse trees and used in a setlee BNC annotator. Functional tags and traces were
of self-training experiments: Charniak and Johnnot annotated. The annotator noticed that the PTB
son’s parser is retrained on combinations of WSparse trees sometimes violate the PTB bracketing
treebank data and its own parses of BNC sentencesilidelines, and in these cases, the annotator chose
These combinations are tested on the BNC devdhe analysis set out in the guidelines. It took approx-
opment set and Section 00 of the WSJ. An optimadmately 60 hours to build the gold standard set.
combination is chosen which achieves a Parseval la- o ]

belled bracketing f-score of 91.7% on Section 23 Self-Training Experiments

and 85.6% on the BNC gold standard test set. F@tharniak and Johnson’s reranking parser (June 2006
Section 23 th_|s is an absolutellmprovement of 0.4%ersion) is evaluated against the BNC gold stan-

on the baseline results of this parser, and for thgard development set. Labelled precision (LP), re-

BNC data this is a Statistica”y Signiﬁcant improve'ca” (LR) and f-score measu'%mr this parser are

ment of 1.7%. shown in the first row of Table 1. The f-score of
83.7% is lower than the f-score of 85.2% reported
2 The BNC Data by McClosky et al. (2006b) for the same parser on

. - Brown corpus data. This difference is reasonable
The BNC is a 100-million-word balanced part-of-gince there is greater domain variation between the
speech-tagged corpus of written and transcribe@;sj and the BNC than between the WSJ and the

spoken English. Written text comprises 90% of thgsrqyn corpus, and all BNC gold standard sentences
BNC: 75% non-fictional and 25% fictional. To fa- ;ontain verbs not attested in WSJ Sections 2-21.

cilitate parsing with a WSJ-trained parser, SOme ré- \ye retrain the first-stage generative statistical

versible transformations were applied to the BNGyarser of Charniak and Johnson using combinations
data, e.g. British Engllsh spellings were con\{ertegf BNC trees (parsed using the reranking parser)
to American English and neutral quotes disamang wsj treebank trees. We test the combinations
biguated. The reranking parser of Charniak angp, the BNC gold standard development set and on
Johnson (2005) was used to parse the BNC. 99.8(5 5 Section 00. Table 1 shows that parser accu-
of the & million BNC sentences obtained a parsgqcy increases with the size of the in-domain self-

with an average parsing speed of 1.4s per sentenCgaining materiaP The figures confirm the claim of

A gold standard set of 1,000 BNC sen_tences WadcClosky et al. (2006a) thaself-training with a
constructed by one annotator by correcting the ouferanking parsing model is effective for improving
put of the first stage of Chamiak and Johnson'parser accuracy in general, and the claim of Gildea
reranking parser. The sentences included in the gofdp01) thattraining on in-domain data is effective
standard were chosen at random from the BNC, sulyr parser adaption. They confirm theef-training
ject to the condition that they contain a verb whichpn in-domain data is effective for parser adaptation.
does not occur in the training sections of the WS§he WSJ Section 00 results suggest that, in order
section of the PTB (Marcus et al., 1993). A decito maintain performance on the seed training do-
sion was made to select sentences for the gold staigin, it is necessary to combine BNC parse trees
dard set which differ from the sentences in the WS3—; _

.. . d f findina different All scores are for the second stage of the parsing process,
training Se‘_:t'ons’ and one way 0_ g f.e. the evaluation takes place after the reranking. Alleva
sentences is to focus on verbs which are not attestech is carried out using the Parseval labelled bracketiegics,
in the WSJ Sections 2-21. It is expected that thegth eval b and parameter filaew. prm

Id standard parse trees can be used as traini The notationbnc500K+5ws refers to a set of 500,000
go p Bzgrser output parse trees of sentences taken randomly fi@m t
data although they are used only as test and develagNC concatenated with five copies of WSJ Sections 2-21.
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sefmaning | Lo Fon P S SR O training data, we predict that the novel verbs in the
- 836 837 837 [ 916 [ 905 [ 91.0 BNC gold standard set add to the variety of train-
bnc50k 83.7 | 83.7 | 83.7 | 90.0 | 88.0 | 89.0 . . . .
bncsOk+1ws] | 84.4 | 84.4 | 84.4 | 91.6 | 90.3 | 91.0 ing material, and will further help parser adaptation
bnc250k 84.7 | 845 | 846 | 91.1 | 89.3 | 90.2 :

bne2sok+Sws] | 850 | 849 | 850 | 918 | 905 | 912 from the WSJ domain —a matter for further research.
bnc500k+5ws;j 852 | 851 | 852 | 919 | 904 | 91.2
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