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Introduction

This volume contains the papers presented at the Fourth ACL-SIGSEM Workshop on Prepositions. This
workshop is endorsed by the ACL Special Interest Group on Semantics (ACL-SIGSEM), and is hosted in
conjunction with ACL 2007, taking place on 28th June, 2007 in Prague, the Czech Republic.

Prepositions, postpositions and other adpositions have received a considerable amount of interest in recent
years. Researchers from linguistics, artificial intelligence and psycholinguistics have examined spatial
and temporal aspects of prepositions, their cross-linguistic differences, monolingual and cross-linguistic
contrasts, the role of prepositions in syntactic alternations and their semantics in situated dialog. In
languages like English and German, phrasal verbs have also been the subject of considerable research,
ranging from the development of techniques for their automatic extraction from corpora to methods
for determining their semantics. In other languages, like Romance languages or Hindi, the focus has
been either on the incorporation of the preposition or its inclusion in the prepositional phrase. All these
configurations are important both semantically and syntactically in natural language understanding and
processing.

This workshop builds on the success of three previous workshops on prepositions (held in Toulouse,
2003, Colchester, 2005 and Trento, 2006) in providing a forum for researchers to present their current
work on these areas. The aim of these workshops has been to bring together researchers from a variety of
backgrounds to discuss the syntax, semantics, description, representation and cross-linguistic aspects of
prepositions in order to promote collaboration.

We received 16 submissions in total. Each submission was reviewed by at least 3 members of the program
committee who not only judged each submission but also gave detailed comments to the authors. Of the
received papers 8 were selected for presentation in the workshop: 5 as full-length 8-page papers, and 3 as
6-page short papers.

These eight papers deal with prepositions in six languages (English, French, German, Hindu, Italian and
Telugu) and they address applications as diverse as generating route descriptions, grammar checking, and
machine translation. The present proceedings thus contain work on:

e investigating determinerless prepositional phrases in German and measuring their productivity with
a mathematical approach [Dmges et al.]

e a corpus study to infer the semantics of temporal prepositions in Italian [Caselli and Quochi]

e language technology-oriented lexicography for French prepositions (merging information from
different sources and re-structuring them) [Fort and Guillaume]

e an empirical evaluation of geometric constraints on the interpretation of projective English
prepositions [Hying] and, in related research, landmark classifications based on English
prepositions towards an improved generation of route descriptions [Furlan et al.]

e checking correct preposition usage for English by modeling their contexts with feature vectors [De
Felice and Pulman] and by using a maximum entropy classifier combined with rule-based filters
[Chodorov et al.]
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e the prediction of the correct preposition in English to Hindu and Telugu machine translation
[Husain et al.]

We would like to thank all the authors for sharing their research and the members of the program
committee for their careful reviews and useful comments to the authors. We would also like to thank
Timothy Baldwin and Valia Kordoni for their advice in the planing stages of this workshop, and the ACL
2007 organising committee and workshop coordinators for making this workshop possible.

Fintan Costello, John Kelleher and Martin Volk

May 2007
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A Corpus-based Analysis of Geometric Constraintson Projective
Prepositions

Christian Hying
IMS, Universitat Stuttgart
Azenbergstr. 12
70174 Stuttgart
Germany
christian. hying@ns. uni -stuttgart.de

Abstract Q

This paper presents a corpus-based method
for automatic evaluation of geometric con-
straints on projective prepositions. The
method is used to find an appropriate
model of geometric constraints for a two-

dimensional domain. Two simple models | the examples, théocated objects the circle in
are evaluated against the uses of projective Figyre 1 and theeference objects the rectangle.
prepositions in a corpus of natural language  The notionprojective termrefers to the word of a
dialogues to find the best parameters of these projective preposition that determines the direction,
models. Both models cover more than 96% ¢ g. the wordight for the projective prepositioto

of the data correctly. An extra treatment of  the right of Let us call the use of the projective
negative uses of projective prepositions (€.9.  prepositionspositive usewhen it is used in default
Als not aboveB) improves both models get-  context as in (1) andegative usavhen it is embed-
ting close to full coverage. ded under negation as in (2).

Geometric constraints that are associated with
projective prepositions need to be such that they are

This paper describes an empirical approach to findnet by positive uses such as (1) and violated by neg-
ing an appropriate model of geometric constraints ditive uses such as (2). Given that these sentences
projective prepositions with respect to a domain thadre appropriate uses to describe Figure 1, the spatial
is implicitly given by a corpus. We examine usesscene should meet the constraints that are associated
of the projective prepositionabove below to the with to the right of and violate the constraints tf

right of, to the left ofand other projective preposi- the left of Itis obvious that this dual question of true
tions whose orientation is aligned with one of theor false invokes the issue of vagueness: We may find
former, when they describe the location of an objedétterances describing a particular spatial scene and
relative to another object in two-dimensional space?lso their negations describing the same scene. For

see for example (1) and (2) relating to Figure 1: ~ example, the following positive use abovemay
be appropriate to describe the spatial scene above —

(1)  Thecircle isto the right ofthe rectangle.  The circle is above the rectanglebut also the cor-

(2)  The circle isnot to the left ofthe rectangle. responding negative use in the sentefbe circle is
not above the rectangle

Figure 1: Example of a spatial scene.

1 Introduction

Henceforth, the terntocated object(LO) will be

used to refer to the object whose location is speci- We collect empirical evidence of uses of projec-
fied and the termreference objecf{RO) to refer to tive prepositions from thélCRC Map Taslcorpus
the object relative to which the location is specified(Anderson et al., 1991) — a corpus of human-human

1
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dialogues. In contrast to other approaches that report nw! N | NE N
empirical studies on geometric conditions of projec- W

tive prepositions (Kelleher, 2003; Crawford et al., W | RO| E

2000; Logan and Sadler, 1996; Gapp, 1995; Abella, E
1995) the resource used in this paper enables us to SW| S | SE S

study their use in conversation. (a) Orthogonal pro-  (b) Angular devia-

. . jection model. tion model.
This paper presents a new method for automatic

evaluation of geometric constraints on projective Figure 2: Definition of directions.
prepositions with corpus data. We use this method

to study the use of projective prepositions in human-

human conversations and apply it to two models o€ can find for each simple model a level of granu-
geometric constraints with different parameters idarity which covers more than 96% of the data.

order to evaluate the coverage for each parameter.

A detailed analysis of incorrect cases leads us to@rthogonal projection.  Orthogonal  projection
separate treatment of negative uses. models define conditions on intervals that are

the result of projecting two-dimensional or three-
2 Reated Work dimensional objects onto reference axes. (Papadias

and Sellis, 1994), for example, define an orthogo-
This section introduces two types of spatial orientanal projection model with a horizontal and a verti-
tion relations that we are going to use as geometrical axis. Objects are represented by their projection
constraints for projective prepositions in Section 4.onto these axes or, more illustrative, by bounding

boxes. A bounding box of an object is the mini-

Orientation relations are defined with respect to gha| rectangle with vertical and horizontal sides that

frame of referencéhat defines the actual alignmentcontains the object. Lines which are defined by
of directions (Levinson, 2003). The present studyhe sides of the bounding box of the reference ob-
is carried out under the assumption of a fixed framgct divide the space into nine regions. We refer
of reference such that the maps that are used as Spgthe regions around the bounding box of the ref-
tial data define the reference directions &i5ove  erence object by means of the cardinal directions
below; right, andleft. Although projective preposi- (N, s E,W,NW,NE,SW, B shown in Figure 2(a).
tions are in general sensitive to extra-geometric in- | ot s define two relation®V andINC for ex-

fluences, e.g. dynamic LOs and ROs and function@}essing overlap and complete inclusion. A region
relations between LO and RO (Coventry and Gary gyerlaps with a regior if and only if their in-

rod, 2004), we do not expect that such effects play @;section is not empty. A regiod is completely

role in the data, because the domain is static andiifciuded inB if and only if their intersection yields
hardly contains any pairs of objects with a functionaly.

relationship.
_ _ _ (3) OV(A,B) < An B # () (overlap
In the literature, we find two paradigms for INC(A,B) < AN B = A (inclusion
defining spatial orientation relations: the orthogo-

nal projection paradigm and the angular deviation The spatial orientation relations between LO
paradigm. For each paradigm we review a simpland RO presented below are defined in terms of
model and define different levels of granularity. Theoverlap and complete inclusion of LO with the
limitations of these simple models have been disaine regions around RO defined by the model. We
cussed at length, and more complex models hawxemplify the specification for the directiamorth
been proposed (Kelleher, 2003; Schmidtke, 200Lsing the auxiliary regionsiHP and NXHP, where
Crawford et al.,, 2000; Matsakis and WendlingNHP = NWUNUN E is the half-plane consisting of
1999; Fuhr et al., 1995; Abella and Kender, 1993all northern regions angiXHP = NHPUW U ROUFE
Wazinski, 1992). Nonetheless, it will turn out thatis the (extended) half-plane which consists of all



but the southern regions. For each orientation weentroid of the located object.
define different levels of granularity — increasing

index indicates wider interpretation. The idea i€4) 0= c(RO)c(LO)

that relations on OPO are as strict as possible and on

OP7 as wide as possible. On granularity level OPd,N€ @ngle between two vectorsand b is repre-

the relationnorthl,(LO, RO) is true if LO is com- sented ag (d, b) and the angular deviation gffrom
pletely included in theV-region. The predicate on the d'lrecthn given w IS represehted d#(q’ b)l. _
the next granularity level is true if LO overlaps with Orientation relations are defined via inequality
the givenN-region and is included in the northernconditions specifying that the deviation of the an-

half-planeNHP. Granularity level OP2 only requires gle ¢ from the corresponding reference direction is
inclusion inNHP. OP3 requires overlap WithHP below or equal to a threshold. The threshold is de-

and inclusion in the extended half-plangnp, On fined as the granularity level multiplied by 10 de-
level OP4 the relation is true if LO is included in thedr€€s. We define 19 granularity levels ADrom
extended half-planXp. Relations on OP5 require =0 101=18 according to the pattern shown in (5).
overlap of LO withNXHP and LO must not overlap The same patterns with the reference directions
with S. On OP6northS,(LO, RO) istrue if the LO W, and E apply to the relationsouth;, westy,
does not overlap witt$ and on OP7 it is true if LO andeasty,, respectively.

is not completely included it¥. The same patterns

apply to the relationsouthy,,, westy,,, andeasty,. (5)

ADn: north?,(LO, RO) < |/(N,3)| < (n-10°)

. Note, that opposite relations such asrth and
OPO:"O”}LTP(LQRO) & INC(LO,N) south are disjoint on the levels from ADO to AD8
OPLinorthy,(LO, RO) < OV (LO, N) NINC(LO,NHP)  and overlap from AD9 to AD18.

OP2:north2,(LO, RO) < INC(LO, NHP)
(
P

OP3:north3,(LO, RO) < 3 Data

OV (LO,NHP) A INC(LO, NXHP)

OP4:north,,(LO, RO) < INC(LO,NXHP) This section describes the data that is used for the
OP5:northy,(LO, RO) < analysis of the semantics of projective prepositions.
OV (LO,NXHP) A INC(LO,NXHP U SW U SE) The data is an exhaustive collection of uses of pro-
OP6:northS,(LO, RO) < INC(LO,NXHP U SW U SE) jective prepositions occurring in thelCRC Map
OP7:northl,(LO, RO) < OV (LO,NXHP U SW U SE) Taskcorpus (Anderson et al., 1991) where the speak-

ers describe the location of a two-dimensional ob-
Note, that on granularity levels OP0 to OP3 oppoject relative to another two-dimensional object. The

site relations such asorth andsouth are disjoint. HCRC Map Taskcorpus is a collection of route de-
Their extensions overlap on levels OP4 to OP7.  scription dialogues where one participant tries to ex-

plain a route printed on a map to another partic-
Angular deviation. Angular deviation models de- ipant. It contains transcriptions of 128 dialogues
fine conditions on one or more angles that repreahich were recorded with 32 subjects. The maps are
sent how much LO deviates from a reference direcschematic maps containing line drawings of objects,
tion from the perspective of RO. In two-dimensionalso calledlandmarks Examples of sections of the
space there are four reference directions corresponghaps are shown in Section 5. The participants can-
ing to the cardinal directions:N, S, E, and W. not see each other's maps so that the task can be ac-
They are aligned with the vertical axis and the horeomplished only by means of what the participants
izontal axis, respectively, as shown in Figure 2(b)say to one another. The two maps that are used for
Like the models presented in (Hernandez, 1994ne dialogue are not exactly identical because not all
Gapp, 1994) we use centroids to determine one sitandmarks have an identical counterpart on the other
gle angle between RO and LO. Let the functign)  map. Therefore, the participants align their infor-
return the centroid of its argument and édte a vec- mation about the maps by describing the location of
tor from the centroid of the reference object to thdandmarks.



TERM _ Frequency] TERM Frequency tions in the corpus and annotate them with the fol-
above 87 under 5 . . .
left 86 up 5 lowing type of information:
below 77 west 3
J righth 65 nOl’t?] 2 (6) [TERM : Projective Term
underneat 52 sout 2 DA -
beneath 7 east 1 DIAL : Dialogue Iq§ntlf|er
bottom 7| upwards 1 MAP  : Map Identifier
top 7 over 1 LO : Landmark Identifie
down ° RO : Landmark Identifie]
Table 1: Frequency of projective terms. [INT - (pos | neg)

The featureTERMdenotes the projective term. The
The present study selects those descriptions frofeatureDl AL holds a symbol that uniquely identifies

the corpus that satisfy the following requirements: the dialogue which the corresponding utterance oc-

curs in. The featur&AP specifies the map which the
Requirements: corresponding utterance describes a part of. The fea-
() The description describes the location of oneauresLOfor located object an®Ofor reference ob-
landmark relative to exactly one other landmark. ject hold symbols that uniquely identify landmarks.
(ii) The description contains a projective prepositiorFinally, the featurd NT determines the way how to
that is associated with one of the four cardinalnterpret the whole feature structure. It accepts one
directions from Figure 2(b). of the valuespos andneg. The valuepos indi-
(iii) The description does not contain any modifierscates positive use of the projective preposition in the

given utterance from the corpus: The feature struc-

Afte_r haymg removed_ duplicates of descnptlonsture is interpreted as the statement that the partici-
occurring in the same dialogue, the set of data con

) ; -  ~~pant of dial | AL who h P
sists of 734 different uses of projective preposmonsIO ant of dialogued who has maAP produced

. - Utterances where the locationloDrelative toROon
324 uses are filtered out by condition (iii) because

they contain modifiers such as hedges (s, di- mapMAP can be described correctly by the preposi-

. - . . . tion in question. The valupeg indicates a negative
rection modifiers (e.gstraighf), and distance modi- . .
use of the preposition: The feature structure is in-

fiers (e.g.2 cm. The remaining _set of (.jaté.l CorlSIStsterpreted as the statement that the participant of dia-
of 410 different uses of unmodified projective prepo;
. : L ) . logue DI AL who has mafvMAP produced utterances
sitions which further divides into 389 positive uses . o .
. .~ “where thenegation of the prepositionsed is appro-
and 21 negative uses. Table 1 shows all projective . . . :
terms ordered by frequenc priate to describe the location &fO relative toRO
yireq Y- on mapMAP. In the corpus we find cases of explicit
Spatial data. The corpus is supplemented by elecand implicit negation. The following two examples
tronic copies of the maps that the participants havehow cases of explicit negation.
used. We created geometric representations of each _
map by redrawing the shape of each landmark ard) X is not belowY’.
rep_resentlng it as a closed polygon at the same | 8) A ls X belowY?
cation as the original landmark. All polygons are B No

associated with unique identifiers. Let us define a

function polygon that yields the polygon definition | the first example, the speaker makes a statement
for each landmark. Given thdtis an identifier of 54 uses a negated prepositional phrase. In the sec-

a landmark andn an identifier of a map, the ex- ong example, the negation is triggered by a negative
pressionpolygon(l, m) returns the definition of the response to a question.

corresponding polygon. Implicit negations are triggered by rejections of

Annoctations. We identify all descriptions in the alternatives. In the following example, participaht
corpus that satisfy the requirements specified abovasksB about the truth of alternatives. B chooses
Then we mark the corresponding projective preposiene alternative the others are rejected as incorrect:



A ls X ve or below ? level +pos -pos +neg -neg corr
©) s X above or belo OPO 79 310 21 0 100

B: It's above. OP1 249 140 21 0 270

o _ o OP2 346 43 19 2 365
Participant B states that the first alternativ¥ is OoP3 376 13 16 5 392
above Yis correct and thereby implicitly rejects the op4 385 4 11 10 396

O OP5 386 3 7 14 393
other alternativeX is below Y oP6 387 2 2 19 389
0

OoP7 389 0 21 389

4 Automatic Evaluation of Geometric

Constraints on Projective Prepositions Table 2: Results of the orthogonal projection mod-

els.

This section describes a method of automatic evalu-

ation of geometric constraints on projective preposiandnorth are all mapped ontoorthf’ -relations® For

tions with respect to the data described in the previexample, if we evaluate the account using orthog-

ous section. onal projection and granularity level O the feature
For each level of granularity of the spatial ori-structure shown in (10) is mapped onto the formula

entation relations defined in Section 2 we define%mmghgp(m,772)wherew1 andm, are the polygons

a model-theoretic semantics that maps projectiveéetermined by OandRO, respectively.

prepositions onto truth conditions that are expressed

in terms of these spatial orientation relations. In gend10) TERM = above

eral, truth conditions determine the truth of a natu- DIAL  =d0

ral language expression with respect to a particular MAP fme

model of a situation. Applied to data used in this ;(()) ;n;igzindn:dfort
study this means that the truth conditions determine INT = neg

the applicability of projective prepositions with re- - -
spect to a pair of landmarks that appear on the sameitomatic evaluation. We evaluate a semantics
map. of projective prepositions by automatically comput-
) o N ing truth conditions for each feature structure in the
Semantics.  For each projective preposition We yata ang evaluating it with the corresponding geo-
define as many meanings as we have defingfayic representations of RO and LO. If the truth

levels of granularity of spatial orientation relations, 5 ;e istrue and the feature structure specifies pos-
in Section 2. We define a semantics on featurg; o ,;se {e. I NT = pos), then in this case the

structure representations (6).  Given the modelemantics is correct. Likewise, if the truth value
a and the granularity leveh we map a feature s ta156 and the data specifies negative UBAIT =
structure f onto the truth conqun shown in (a) if neg) the semantics is correct. In all other cases
f.INT=pos and onto (b) otherwise: there is a mismatch between the semantics and the
feature structure, so that the corresponding use of
a projective preposition provides negative empirical
evidence against the semantics.

Let f be a feature structure of type (6),
o = polygon(f.LO, f.MAP), and
Tro = polygon(f.RO, f.M AP)), then
@) /- TERMI|Z (710, 77r0) if f.INT=pOS; 5 Resultsand Discussion
(b) =|| f. TERM | (710, mpo) if f.INT=neEQ.
The results of the evaluation are shown in Table 2

As said above, the functiopolygon (-, -) yields a and Table 3. It comprises the evaluation of 27 se-
geometric representation of the landmark SpeCiﬁeH"antic accounts Corresponding to 8 levels of gran-
by a landmark identifer and a map identifier. Theyarity of the orthogonal projection model (OPO to
term|| f. T ERM]|” denotes the mapping of a projec-

tive term from Table 1 onto a spatial relation with the *(O'Keefe, 1996) suggests that distinct projective preposi
tions can be associated with different levels of granulafar

accoun.ta gnd the granularity levet. For example, example,aboveandup. For the present study the data is too
the projective termsbove top, up, upwards over, sparse to compare such differences.



level +pos -pos +neg -neg corr

ADO 0 389 21 0 21

AD1 116 273 21 0 137

AD2 179 210 21 0 200

AD3 250 139 21 0 271

AD4 291 98 21 0 312

AD5 320 69 21 0 341

AD6 347 42 20 1 367

AD7 370 19 18 3 388

AD8 382 7 17 4 399

AD9 385 4 14 7 399

AD1I0 386 3 12 9 398

AD11 386 3 10 11 39 \_

AD12 386 3 7 14 393 ™~

AD13 386 3 5 16 391

AD14 387 2 5 16 392 Figure 3: Pebbled shore, crane bay, and boat house.
AD15 388 1 4 17 392

AD16 388 1 3 18 391

AD17 388 1 1 20 389 q o
AD18 389 0 0 21 389 4 8¢

giraffes

Table 3: Results of the angular deviation models.

OP7) and 19 levels of granularity of the angular ﬁ;@
deviation model with thresholds fromf (ADO) to disused vacehouse

180° (AD18). The first column specifies the gran-
ularity level used. The evaluation of positive uses
of projective prepositions is listed in the second and

Figure 4: Disused warehouse and giraffes.

third column, the results for negative uses in the G: have you got anythingelow pebbled
fourth and fifth column. The columnspos and shore
+neg report the number of correct cases in which F: washed stones and flag ship ... and bay

the truth conditions are consistent with the value of

the | NT feature. The number of all correct cases is Note, that Figure 3 does not display the landmarks
the sum of+pos and+neg and is printed in the last washed stoneandflag ship The participantF’ says
column with the labetorr. The remaining columns that crane bayis below pebbled shore This case
-pos and -neg report incorrect truth conditions for is not captured by OP4 but by OP5 (overlap with
positive and negative uses, respectively. extended half-plane).

Orth al ect 0 Il orth | All negative uses are correctly rejected by OPO
rthogonal projection. ~Over all orthogonal pro- 4 op1. The next level OP2 (i.e. completely in-

jection models OP4 (mclude_d in_extended hahc'cluded in half-plane) does not reject the following
plane) correctly covers a maximum number of 39@ )

WO cases:
cases (96.6%).

For a more detailed analysis aiming at full cover{12) dialogue g4nc2, utterance 264f

age we take a closer look at the errors: there are 4 G: i don't have a disused warehouse on
positive uses for which OP4 provides an incorrect mine

semantics. The corpus reveals that three of these F: ohright. well it's just parallel to it ...
uses are not covered by OP4 because the speakers like ... just ehm ... ... well notinder-

confused left and right. This confusion is apparent
either because itis corrected by the speaker at a later _
point in the dialogue or because the use is obviousht3)  dialogue g3nc7, utterance 66f

neath the giraffes ... you know ...

wrong. The remaining case is given by the following G: istotem polébelow the trout farm?
part of the corpus relating to Figure 3: F: noi-, well, it's kind of opposite it
(11)  dialogue g4ec3, utterance 174f These uses are explicit negations. In (E2¥ays



R e e 7:0 e bridge 4 ol \‘\
] trout farm P ) e
f}f‘% highest viedpoint
s
tolem poie - ’:\*%//;{
y N v o
o, WS
PULES Ll m

tribal settiement overgrown jAll\j

Figure 5: Totem pole and trout farm.

(@) Tribal settlement an¢b) Highest viewpoint and
o ) rope bridge. overgrown gully
that thewarehousén Figure 4 is not underneath the

giraffes And in (13) F' indicates that théotem pole Figure 6: Section of maps 13 and 10.
is not below thetrout farm in Figure 5. As said
before, OPL1 is the most general model that rejects

these cases. (15)  dialogue g4ecl, utterance 10f

To summarise, a semantics that aims at covering F: s it underneath the rope bridge or to
all of the good data employs OP5 for positive uses the |eft?
and OP1 for negative use%.0On level OP5 and to a G: it's underneath the rope bridge

lesser extent on OP4, the extensions of opposite re-
lations such aaboveandbelowoverlap, because all (16)  dialogue g4ec8, utterance 41f

objects that are included in the union of the regions G: and ehtothe .left orright of highest
W, RO, and E are bothaboveand below relative viewpoint
to the reference object. Since on OP4 the overlap is F: ...itsbeneath it

smaller than on OP5 it is better to use OP4 instead.
A combination of OP4 for positive uses and OP1 for These examples show implicit negative uses. The
negative uses still covers almost all of the good datatterances in (15) give rise to the interpretation that
(99.8%). the tribal settlementis not to the leftrope bridge

o ~ And the utterances in (16) imply that tgergrown
Angular deviation. Over all angular deviation g1y is neither to the left nor to the right of ttegh-
models AD8 and ADS correctly cover a maximuMegt yiewpoint These three negative uses and again
number of 399 cases (97.3%). the localisation of theotem polein (13) have not

On level AD9 there are 4 positive uses with amyeen modelled correctly by the semantics that em-
incorrect semantics. Again the same three uses ggyys ADS,

above are due to confusion of left and right. The

. . . . To summarise, a semantics aiming to cover all of
remaining use is the following utterance, which re-the ooddata uses AD13 for positive uses and AD5
lates to the part of a map depicted in Figure 3. Th 9 P

narrowest model that covers this use is AD13: ?or negative USES. _Cons_ldermg that the extensions
of the opposite relations in AD13 overlap to a great

(14)  dialogue g4ec3, utterance 332 extent, it is better to use a combination of AD9 for
my boat house is ... dowmelow crane bay Positive uses and AD5 for negative uses which still

covers all of the good data except one case (99.8%).
All negative uses are correctly rejected by all If we compare the angular deviation model

mod_els fr_om_ADO to AD5. quel ADG6 does not (AD9/ADS5) with the orthogonal projection model
predict rejection of the case which has already bee('a)P4/OP1), the angular deviation model is superior,

described above |r_1 (12). AD7 gddltlonally prOdu_Ce%ecause in AD9 the extensions of opposite relations
two further errors in the following two cases whlchSuch asabove and below only have a very small

describe Figure 6(a) and Figure 6(b), respectively. overlap, namely when the angular deviation is ex-

’Good data means all data excluding the cases where Ieﬁ_CtIy_ _90)’ while in OP4 the overlap is much more
and right was confused. significant.



6 Summary and Conclusion Klaus-Peter Gapp. 1994. Basic meanings of spatial re-
lations: computation and evaluation in 3d space. In

This paper described a method to evaluate geometricAAAI'94: Proceedings of the twelfth national confer-

constraints on projective prepositions with empirical €Nce on Artificial intelligence (vol. 2)pages 1393-

data extracted from a corpus of human-human con- =00 Menio Park, CA, USA. American Association

; P ) for Artificial Intelligence.
versations. The key feature of the approach is the an-
notation of projective prepositions in the corpus witH<.-P. Gapp. 1995.  An empirically validated model

. . . : for computing spatial relations. In I. Wachsmuth,
links to geometric representations of the objects that C.-R. Rollinger, and W. Brauer, editork-95: Ad-

the arguments of the prepositions refer to. The data ances in Artificial Intelligence. 19th German Annual
is used to automatically apply and evaluate differ- Conference on Atrtificial Intelligencg@ages 245-256.
ent granularity levels of a semantics building upon Springer, Berlin, Heidelberg.

a simple orthogonal projection model and a simpley, | Hemandez. 1994Qualitative Representation of
angular deviation model. Both models cover more Spatial KnowledgeSpringer-Verlag New York, Inc.
than 96% of the data correctly. Further refinement

shows that the angular deviation model covers th&®" Kelleher. 2003.A Perceptually Based Compu-
tational Framework for the Interpretation of Spatial

data almost perfectly (99.8%) if we provide an extra Language in 3D Simulated Environmenh.D. the-

treatment for negative uses, so that positive uses aresis, Dublin City University, Dublin.

aC((:jepted yvhen the angular dzwa:]lon E beIoWI 90§tephen C. Levinson. 2003Space in Language and

arl .negatlve uses are accepted when the angular ©Cognition Cambridge University Press.

viation is greater than 50

Gordon D. Logan and Daniel D. Sadler. 1996. A com-
putational analysis of the apprehension of spatial rela-
tions. In Paul Bloom, Mary A. Peterson, Lynn Nadel,
and Merril G. Garrett, editord,anguage and Space
MIT Press.
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Abstract

In order for automated navigation systems
to operate effectively, the route instructions
they produce must be clear, concise and eas-
ily understood by users. In order to incorpo-
rate a landmark within a coherent sentence,
it is necessary to first understand how that
landmark is conceptualised by travellers —
whether it is perceived as point-like, line-
like or area-like. This paper investigates
the viability of automatically classifying the
conceptualisation of landmarks relative to a
given city context. We use web data to learn
the default conceptualisation of those land-
marks, crucially analysing preposition and
verb collocations in the classification.

1 Introduction

At present, many navigation systems produce badly-
worded and difficult to follow route instructions,
which do not closely correspond with the way
people give one another directions (Dale et al.,
2005). Typically, automated navigation systems
give turning instructions with street names as refer-
ence points, eg turn right at Smith St. By contrast,
human-generated route instructions tend to use land-
marks in preference to street names as navigational
reference points (Michon and Denis, 2001).
According to Allen (1997), landmarks are typi-
cally used in route directions in one of two ways—
as descriptives, providing a static picture of a spa-
tial scene so that the traveller can verify his or her
location along a route, eg the City Library is on
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your left, or to specify or clarify a point on a route
at which the traveller must make a choice between
multiple pathways, termed choice points or decision
points. Route instructions which identify decision
points with respect to landmarks have been found to
be significantly easier to follow than standard street-
based or turn-based route instructions (Michon and
Denis, 2001).

This paper goes beyond classical approaches to
landmarks that focus on salient point-like objects.
Instead, we aim to find appropriate ways of classify-
ing landmarks automatically, based on the way those
landmarks are used in spatial sentences on the web:
as point-like, linear-like, and area-like objects that
structure movement pattern in urban spaces. In par-
ticular, we analyse how different prepositions and
verbs with pre-classified semantics co-occur with
mentions of the landmarks. A preposition such as
through can be used with reference to a landmark
we are conceptualising as an area, but not one we are
conceptualising as a point. Landau and Jackendoff
(1993) presented an analysis of the spatial proper-
ties of commonly used English spatial prepositions,
such as at, in and fo. This classification used as the
basis of a list of prepositions for the present study,
grouped according to whether the preposition indi-
cates a point-like, line-like or area-like landmark. In
addition, a short list of verbs was compiled based
on the verb classes of Levin (1993) and similarly di-
vided into the three conceptual classes.

Each of the verbs and prepositions was combined
in turn with a list of landmarks in Melbourne, Aus-
tralia, to produce a series of spatial phrases such
as at Flinders St Station. These phrases were then

Proceedings of the 4th ACL-SIGSEM Workshop on Prepositions, pages 9-16,
Prague, Czech Republic, June 2007. (©2007 Association for Computational Linguistics



sent to the Google search engine, which determined
the approximate number of documents on the web
containing that exact phrase. The document counts
were then summed over the conceptual categories
the prepositions and verbs appeared in — point, line
and area. The result of this was a probabilistic cat-
egorisation of each landmark, according to its usage
in spatial contexts on the web.

Evaluation of the baseline was performed based
on annotators’ independent judgements of the con-
ceptual class of each of the landmarks, gathered
from a web-based annotation interface. It was found
that the baseline classification agreed with the gold
standard classification 63.8% of the time. A slight
improvement on the baseline was achieved via a su-
pervised neural network classifier, which took the
web counts as inputs. This classifier agreed with
the gold standard 68.5% of the time. As a result
of this analysis, a set of systematically ambiguous
landmarks was identified, with implications for fu-
ture landmark classification models.

In the remainder of this paper, we describe back-
ground research (Section 2) and then outline our re-
search methodology (Section 3). We then present
the results of a series of landmark classification
experiments (Section 4), and finally discuss the
broader implications of the experiments (Section 5).

2 Background

2.1 Spatial Cognition

Route directions should be designed in such a way as
to be quickly and easily comprehended by the trav-
eller (Lovelace et al., 1999). Optimally, route di-
rections should exhibit cognitive adequacy — char-
acterising an external representation of a route (as
with a map or route directions) in a way supportive
of human spatial cognitive processes and knowledge
representation (Klippel, 2003). For this reason, the
improvement of route directions requires an investi-
gation into human spatial cognition.

Route instructions which reference landmarks are
able to achieve a number of worthwhile goals: they
have the effect of increasing the spatial awareness
of the recipient by informing them about their sur-
roundings; landmark-referencing route instructions
can decrease the cognitive load on the recipient; and
it is more natural-sounding to receive route instruc-
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tions in terms of landmarks.

2.2 Landmark Conceptualisation

In order to provide appropriate landmark-referenced
route instructions, it is necessary to understand how
landmarks can be used in spatial sentences to locate
a trajector. On a geometric level, all landmarks can
be considered areas when projected onto a top-down
map. However, on a conceptual level, landmarks can
be used in a point-like, line-like or area-like manner,
depending on their spatial relationship with a route
(Hansen et al., 20006).

One possible approach to determining a land-
mark’s conceptual class is to make use of the land-
mark’s geometric context, including its size relative
to the route and the number of decision points with
which it coincides. However, this approach may
have little ecological validity, as people may not in
fact conceptualise landmarks as point, line or area
based purely on geometry, but also based on prag-
matic considerations. For instance, it may be the
case that people don’t tend to conceptualise Flinders
St Station as an area, even though it satisfies the ge-
ometric criteria.

2.3 Past Research on Landmark Interpretation

The only research we are aware of which has ad-
dressed this same topic of landmark interpretation
is that of Tezuka and Tanaka (2005). In an investi-
gation of the spatial use of landmarks in sentences,
Tezuka and Tanaka (2005) modified existing web
mining methods to include spatial context in order
to obtain landmark information.

It is natural to question the appropriateness of web
data for research purposes, because web data is in-
evitably noisy and search engines themselves can in-
troduce certain idiosyncracies which can distort re-
sults (Kilgarriff and Grefenstette, 2003). However,
the vast amount of data available can nevertheless
give better results than more theoretically motivated
techniques (Lapata and Keller, 2004). And impor-
tantly, the data that can be gleaned from the web
does not mirror the view of a single person or a se-
lect group, but of the entire global community (or at
least the best available representation of it).



3 Methodology

The prepositions and verbs which accompany a
landmark in spatial sentences capture that land-
mark’s implicit conceptualisation. We use this im-
plicit conceptualisation, as represented on the web,
to develop two automated classification schemes: a
simple voting classifier and a neural network clas-
sifier. We compile a set of gold standard classifi-
cations in order to evaluate the performance of the
classifiers.

3.1 Landmarks

A list of 58 landmarks was generated for Mel-
bourne, Australia. The landmarks were chosen to be
uniquely identifiable and recognisable by most in-
habitants of Melbourne.

3.2 Gold Standard

We had annotators use a web interface to uniquely
classify each landmark as either point-, line- or area-
like. Each landmark’s gold standard category was
taken to be the category with the greatest number
of annotator votes. Where the annotations were
split equally between classes, the maximal geomet-
ric class was chosen, which is to say, line was cho-
sen in preference to point, and area was chosen in
preference to line. The rationale for this is that, for
example, a point-like representation is always recov-
erable from a landmark nominally classified as an
area, but not the other way around. Hence the classi-
fication which maintains both pieces of information,
that this landmark may be treated as an area or a
point, was assigned preferentially to the alternative,
that this landmark may only be treated as a point.

Since landmark conceptualisations can depend on
the mode of transport involved, annotators were in-
structed to consider themselves a cyclist who never-
theless behaves like a car by always staying on the
street network. The intention was to elicit conceptu-
alisations based on a modality which is intermediate
between a car and a pedestrian. Annotators were
also asked to indicate their confidence in each anno-
tation.

3.3 Web Mining

We identified a set of prepositions and verbs as in-
dicating a point-like, line-like or area-like repre-
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sentation. The number of documents on the web
which were found to contain a particular landmark
in point-like, line-like or area-like spatial sentences
provided the raw data for our automated classifi-
cation schemes. The web data thus obtained can
be considered an implicit representation of a gen-
eralised cognitive model of the landmarks.

Prepositions

Landau and Jackendoff (1993) investigated the
use of English spatial prepositions and the require-
ments they place on the geometric properties of ref-
erence objects. This analysis was projected onto the
conceptual classes of point, line and area, to form
a list of conceptually grouped spatial prepositions.
Hence prepositions which require the reference ob-
ject to be (or contain) a bounded enclosure, such
as inside, were classified as denoting an area-like
landmark; prepositions which require the reference
to have an elongated principal axis, such as along,
were classified as denoting a line-like landmark; and
prepositions which place no geometric constraints
on the reference object, such as at, were classified
as denoting a point-like landmark.

The prepositions used were restricted to those
which pertain to a horizontal planar geometry com-
patible with route directions; for example, preposi-
tions which make use of a reference object’s ver-
tical axis such as on top of and under were ig-
nored, as were prepositions denoting contact such
as against. The preposition out was also excluded
from the study as it is typically used in non-spatial
contexts, and in spatial contexts the reference object
is usually covert (eg he took his wallet out) (Tyler
and Evans, 2003). Conversely, out of is frequently
spatial and the reference object is overt, so this com-
pound preposition was retained. The complete list
of prepositions used in the study is given in Table 1.

Verbs

In addition to the list of prepositions, a list of
verbs was created based on the verb classes of Levin
(1993), restricted to verbs of inherently directed mo-
tion which can be used in a phrase immediately pre-
ceding a landmark, such as the verb pass in the
phrase pass the MCG; in other words, the chosen
verbs can be used in a way which parallels the use
of spatial prepositions, as opposed to verbs such as



Point-like Line-like  Area-like
across from along around

at alongside across
after in

away from inside (of)
before into
behind out of
beside outside (of)
in front of through
near within
next to without
opposite

past

to

to the left of

to the right of

to the side of

toward

Table 1: Prepositions used in this research (based on
Landau and Jackendoff (1993))

Point-like Line-like Area-like
hit follow Cross
pass enter
reach leave

Table 2: Verbs used in this research

proceed, which specify a motion but require a prepo-
sition for clarification. This second type of verb is of
no interest to the study as they tell us nothing about
the conceptualisation of landmarks.

As with the prepositions, the verbs were grouped
into the conceptual classes of point, line and area ac-
cording to the requirements they place on reference
objects, including enter for an area-like object, fol-
low for a line-like object and pass for a point-like
object. The complete list of verbs used in the study
is given in Table 2.

Document Counts

Each of the prepositions and verbs was com-
bined with each of the landmarks to create a cross-
product of linguistic chunks, such as at Queen Victo-
ria Market, through Queen Victoria Market, and so
on. Alternative names and common misspellings of
the landmark names were taken into account, such
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as Flinders St Station, Flinders Street Station and
Flinder’s Street Station. Additionally, three con-
jugations of each verb were used—present tense
non-3rd person singular (eg reach), present tense
3rd person singular (eg reaches), and past tense (eg
reached).

Each linguistic chunk was sent in turn to the
Google search engine, which determined the ap-
proximate number of documents on the web contain-
ing that exact phrase. The counts were then summed
over the conceptual categories in which each prepo-
sition and verb appeared. The result of this was
a probabilistic categorisation of each landmark as
point, line or area, according to its usage in spatial
sentences on the web.

It is difficult to determine the context of sentences
using a search engine. It is uncertain whether the
documents found by Google use the searched-for
linguistic chunks in a spatial context or in some
other context. For this reason, each preposition and
verb was assigned a weight based on the proportion
of occurrences of that word in the Penn Treebank
(Marcus et al., 1993) which are labelled with a spa-
tial meaning. This weighting should give an approx-
imation to the proportion of spatial usages of that
word on the web.

Automated Classification

As a naive automated classification of the land-
marks, the document counts were used to place each
landmark in one of the three conceptual classes.
Each landmark was placed in the class in which it
was found to appear most frequently, based on the
classes of the prepositions and verbs with which it
appeared on the web. Hence landmarks which ap-
peared more often with a point-like preposition or
verb, such as at or pass, were placed in the point cat-
egory; landmarks which appeared more often with
a line-like preposition or verb, such as follow, were
placed in the line category; and landmarks which ap-
peared more often with an area-like preposition or
verb, such as around, were placed in the area cate-
gory.

As a more sophisticated classification scheme,
we developed a supervised artificial neural network
classifier. The neural network we developed con-
sisted of a three node input layer, a two node hid-
den layer and a two node output layer, with learning



taking place via the backpropagation algorithm. For
each landmark, the percentage of web counts in each
of the three conceptual classes was used as the initial
activation value of the three nodes in the input layer.
The activation of the output nodes was rounded to 1
or 0. The output node activations were used to indi-
cate whether a landmark falls into the point, line or
area category — 01 for point, 10 for line and 11 for
area. An output of 00 was taken to indicate a fail-
ure to classify. The neural network was trained and
tested using fourfold cross-validation, with the gold
standard classification as the desired output in each
case.

4 Results

Five experiments were conducted on the simple
voting classifier and the neural network classifier.
These experiments used increasingly sophisticated
inputs and gold standard measures to try to im-
prove the performance of the classifiers, as measured
against the gold standard. The neural network clas-
sifier outperformed the voting classifier in all exper-
iments but the final one.

Of the 58 Melbourne landmarks, 27 were clas-
sified as points by the majority of annotators, 2 as
lines, and 29 as areas. These majority classifications
were used as the gold standard. For these classifica-
tions, we calculated a kappa statistic of 0.528 (Car-
letta, 1996). This suggests that the annotation classi-
fication task itself was only moderately well-formed,
and that the assumption that multiple annotators will
classify landmarks in a similar manner does not nec-
essarily hold true.

To determine whether the classifiers were per-
forming at an acceptable level, we established a
majority-class baseline: 29 of the 58 landmarks
were areas, and hence the majority class classifier
has an accuracy of 50%.

The maximum meaningful accuracy that can be
achieved by a classifier is limited by the accuracy
of the annotations themselves, creating an upper
bound for classifier performance. The upper bound
was calculated as the mean pairwise inter-annotator
agreement, which was determined to be 74.4%.
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Accuracy (%) E.R.R. (%)
Baseline 50.0
Voting Classifier 63.8 56.6
Neural Net Classifier 70.0 82.0
Agreement 74.4

Table 3: Results with simple web counts (Experi-
ment 1)

4.1 Experiment 1

Experiment 1 involved using only the raw web count
data as input into the classifiers. The accuracy and
error rate reduction (E.R.R.) of the classifiers are
given in Table 3.

The neural network classifier produced results
slightly better than the simple voting classifier, but
with 18 landmarks incorrectly classified by the neu-
ral network, there is still plently of room for im-
provement. The raw web count data used in this ex-
periment was likely to be biased in favour of certain
prepositions and verbs, because some of these words
(such as at and in, which each occur in over 7 bil-
lion documents) are much more common than others
(such as beside, which occurs in just over 50 million
documents). This may result in the web counts be-
ing unfairly weighted towards one class or another,
creating classifier bias.

The simple voting classifier showed a tendency
towards point classifications over line or area classi-
fications. The neural network classifier reversed the
bias shown by the simple voting classifier, with the
area class showing high recall but low precision, re-
sulting in a low recall for the point class. Neither of
the two line landmarks were classified correctly; in
fact, none of the landmarks were classified as lines.

4.2 Experiment 2

To adjust for the potential bias in preposition and
verb use, the web counts were normalised against
the prior probabilities of the relevant preposition or
verb, by calculating the ratio of the count of each lin-
guistic chunk to the count of its preposition or verb
in isolation. The accuracy and error rate reduction
of the classifiers are given in Table 4.

Normalising the web counts by the prior probabil-
ities of the prepositions and verbs did not improve
the accuracy of the classifiers as expected. The sim-



Accuracy (%) E.R.R. (%)
Baseline 50.0
Voting Classifier 55.2 213
Neural Net Classifier 70.0 82.0
Upper 74.4

Table 4: Results with normalised web counts (Ex-
periment 2)

ple voting classifier reduced in accuracy, while the
accuracy of the neural net classifier remained un-
changed.

4.3 Experiment 3

As explained in Section 3.2, the annotators who gen-
erated the gold standard were required to choose one
of point, line or area for each landmark, even if they
were unfamiliar with the landmark. Some of these
annotators may have been forced to guess the ap-
propriate class. As a result, these annotations may
cause the gold standard to lack validity, which could
be one of the barriers to classifier improvement.

In this experiment, a more sound gold standard
was generated by weighting annotators’ classifica-
tions by their familiarity with the landmark. The
effect of this is that the judgement of an annota-
tor who is very familiar with a landmark outweighs
the judgement of an annotator who is less familiar.
Experiments 1 and 2 were conducted again based
on this new gold standard. These repeated exper-
iments are dubbed Experiments 1’ and 2’ respec-
tively. The results of each of the repeated experi-
ments are shown in Table 5.

The simple voting classifier showed improvement
using the weighted gold standard, with the accura-
cies under Experiments 1’ and 2’ each exceeding
the accuracy of the equivalent experiment using the
original gold standard. Experiment 1’ showed the
most improvement for the simple voting classifier,
giving an accuracy of 67.2% (only one landmark shy
of the 70% accuracy achieved by the neural network
classifier in experiment 1).

While landmarks well-known to all are likely
to produce consistently valid classifications, and
landmarks poorly known to all are likely to pro-
duce consistently invalid classifications, regardless
of whether a weighting scheme is used, it is the land-
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marks which are well-known to some and poorly
known to others which should have gained the great-
est benefit from annotations weighted by familiarity.
However, the majority of such landmarks were al-
ready being classified correctly by the neural net-
work in both Experiments 1 and 2, which explains
why the neural network showed no improvement.

5 Discussion

Surprisingly, the naive conditions in Experiment 1
produced the best overall result, which was a 70%
accuracy for the neural network classifier. Although
the voting classifier and the neural network classi-
fier produced similar levels of accuracy for many of
the experiments, there was very little overlap in the
landmarks that were correctly assigned by each clas-
sifier. Of the 40 landmarks correctly assigned by the
neural network, 18 were incorrectly classified by the
voting classifier. Conversely, of the 37 landmarks
correctly assigned by the voting classifier, 15 were
incorrectly assigned by the neural network. This in-
dicates that the neural net is doing something more
sophisticated than simply assigning each landmark
to its maximum category.

A rather large subset of the landmarks was found
to be consistently misclassified by the neural net,
under various training conditions. For a number of
these landmarks, the annotators showed strong dis-
agreement and indicated that the landmark is am-
biguous, suggesting that there is indeed an inherent
ambiguity in the way these landmarks are concep-
tualised, both between annotators and on the web.
Interestingly, all of the hospitals in the landmark list
were consistently misclassified. A number of anno-
tators expressed confusion with regard to these land-
marks, as to whether the hospital itself or the sur-
rounding gardens should be taken into account. As a
result, annotations of the hospitals tended to be split
between point and area.

However, some of the landmarks that were mis-
classified by the neural net were classified consis-
tently by the annotators — for example, GPO was
classified as a point by all of the Melbourne an-
notators. The ambiguity here presumably lies in
the web counts, which were not able to detect the
same conceptualisation generated by the annotators.
One complication with using web counts is the fact



Voting Classifier

Neural Network Classifier

Experiment Accuracy (%) E.R.R. (%) Accuracy (%) E.R.R. (%)
I 67.2 70.5 65.5 63.5
2/ 58.6 35.2 65.5 63.5

Table 5: Results weighted according to landmark familiarity (Experiments 1’ and 2”)

that the data is global in scope, and with a simple
abbreviation like GPO, there may well be interfer-
ence from documents which do not refer to the Mel-
bourne landmark, and in fact may not refer to a land-
mark or spatial object at all.

One of the underlying assumptions of the study
was that all landmarks can be represented as falling
into exactly one of the three conceptual classes —
point, line or area. This may be an oversimplifica-
tion. Some landmarks may in fact be more proto-
typical or ambiguous than others. Certainly, a num-
ber of the landmark annotations were split almost
equally between point, line and area. It may be that
annotators did not or could not take upon themselves
the mentality of a cyclist as requested in the annota-
tion instructions, and instead simply conceptualised
the landmarks as they usually would, whether that
entails a pedestrian or car modality, or some alterna-
tive such as a train or tram-like modality. It may also
be the case that there are individual differences in
the way people conceptualise certain types of land-
marks, or indeed space in general, regardless of the
modality involved. If this is true, then the low inter-
annotator agreement may be a product of these indi-
vidual differences and not merely an artifact of the
experiment design.

In summary, we have proposed a method for clas-
sifying landmarks according to whether they are
most point-like, line-like or area-like, for use in the
generation of route descriptions. Our method re-
lies crucially on analysis of what prepositions and
verbs the landmarks co-occur with in web data. In a
series of experiments, we showed that we are able
to achieve accuracy levels nearing inter-annotator
agreement levels for the task.

One simplification made during the course of this
study was the treatment of parks and districts as be-
ing comparable entities (i.e. area-like landmarks). In
fact, a distinction may be made between open areas
such as districts, with which the preposition through
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may be used, and closed areas such as parks, for
which through does not apply for car navigation (al-
though obviously does apply for pedestrian naviga-
tion). We hope to take this into account in future
work.
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Abstract A complete lexicon for parsing applications

, ) - should contain subcategorization information for
PrepLex is a lexicon of French prepositions  yregicative words (Briscoe and Carroll, 1993; Car-
which provides all the syntactic information || and Fang, 2004). This subcategorization infor-
needed for parsing. It was built by compar-  mation often refers to prepositions in the description
ing and merging several authoritative lexical  of thejr arguments. Arguments are commonly used
sources. This lexicon also includes infor-  ith a particular preposition (for exampsmpter
mation about the prepositions or classes of - gr[count on]) or a set of semantically linked prepo-

prepositions that appear in French verb sub-  sjtions (such asller [go] LOC, whereLOC can be
categorization frames. This resource has any locative preposition).

been developed as a first step in making cur- - £or deep parsing, we need to distinguish between
rent French preposition lexicons available jygirect complements, required by the verb, and
for effective natural language processing. adjuncts which do not appear in the verb valence.

The following two examples (1a) and (1b) have
the same surface structure, in which the two
When defining lexical entry classes according to capreposition uses faaveccan only be distinguished
egories, an obvious distinction appears between tvaemantically: in the first case, it introduces an
types of classes. First, the closed classes, compriblique complement, whereas in the second case,
ing elements which can be exhaustively enumerated,introduces an adjunct. This issue can be solved
for example pronouns or determiners. Second, opearsing finer-grained semantic information.

classes for which it is impossible to list all the el-

ements (for example, they may vary according to 1. Jean se batavec Paul

1 Introduction

the domain). The four main open classes are nouns, [Jean fights against Paul]
verbs, adjectives and adverbs. The lexicon construc- 1b. Jean se bat avec courage
tion methodology has to be adapted according to the [Jean fights with courage]
type of class that is being dealt with. This distinction leads us to allow two different

The status of the class of prepositions is difficulpreposition uses and therefore causes lexical ambi-
to determine. A priori, prepositions may seem to bguity. In order to limit this ambiguity, it is important
a closed class, with elements which can be enumeer a lexicon to identify the prepositions which can
ated. In practice, however, a comparison of the difhave both functions (we will call these “argument”
ferent available resources shows that it is not an eagyepositions).
task to exhaustively list prepositions. Besides, they

represent more than 14% of French lemmatokens.____
- https://www.kuleuven.be/ilt/blf/
see for example, on a newspaper corpus: rechbaselex _kul.php \#freq (Selva etal., 2002)
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Our work aims at providing the community with
a lexicon that can be directly used by a parser. We
focused on syntactic aspects and extended the work
to some semantic elements, like semantically linked
sets of prepositions (a$DC). The generated lexicon
is freely available and is expected to be integrated
into larger resources for French, whether existing or ®
under development.

Section 2 describes the sources and the compar-
ative methodology we used. Section 3 details the
results of the comparison. Section 4 explains how
the lexicon was created from the above-mentioned
results. Finally, Section 5 shows an example of use
of the lexicon in a parsing application.

2 Methodology

In order to use prepositions for parsing, we need
a large list, containing both garden-variety preposi-
tions and prepositions that appear in verb subcatego-
rization frames. 2.2

2.1 Using syntactic lexicons

In its latest public version, 2.2.1, He con-
tains 48 simple prepositions and 164 multiword
prepositions. It also provides information on
verb subcategorization frames, which contain
14 argument prepositions.

UNL (Universal Networking Lan-
guage (Sérasset and Boitet, 2000)), is a
French to disambiguated English dictionary for
machine translation, which contains syntactic
information in its French part (see table 1 for a
UNL example entry).

UNL has limited coverage (less than 27,000
lemmas), but it provides, in the English part,
semantic information that we will consider us-
ing in the near future. UNL contains 48 simple
prepositions, among which 12 appear in verb
subcategorization frames.

Using reference sources

We then completed the list of prepositions using
manually built resources, including lexicons, dictio-

Obviously, some lexicons already exist which proyaries and grammars:

vide interesting lists of prepositions. This is the
case of L&f (Sagot et al., 2006), which contains
a long list of prepositions. However, the syntactic
part of the lexicon is still under development and

it provides only few prepositions in verb subcate-
gorization frames. Besides, some prepositions in
Lefff are obsolete or rare. The French-UNL dic- e
tionary (Sérasset and Boitet, 2000) also contains
prepositions, but its coverage is quite limited and
the quality of its entries is not homogeneous. Other
sources present prepositions in verb subcategoriza-
tion frames, but the lists are not quite consistent.

We thus collected, as a first step, prepositions
from a certain number of resources, lexicons and ®
dictionaries for the garden-variety list, and syntactic
lexicons for the argument prepositions list. Two re-
sources belong to both categoriesffLand French-

UNL dictionary:
2.3

The Grevisse (Grevisse, 1997) grammatr, in its
paper version, allowed us to check some intu-
itions concerning the obsolescence or usage of
some prepositions.

The TLFi (Trésor de la langue francaise in-
formatisé), that we consulted through the CN-
RTL?, and that offers a slightly different list of
prepositions. In particular, it contains the forms
voici andvoila, that are seldom quoted in the
other available resources.

Finally, the PrepNet (Saint-Dizier, 2006)
prepositions database was used to check the
completeness of our list as well as the semantic
information provided by other sources.

Using verb valence dictionaries

o Lefif (Lexique des Formes Flechies duWethen looked for a way to enrich the list of prepo-

Francais/French inflected form lexicon (Sagog
et al., 2006)) is a large coverage (more tha
110,000 lemmas) French morphological an%
syntactic lexicon (see table 1 for an example o
a Ldff syntactic entry).
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itions appearing in verb subcategorization frames
Lefff and UNL, using resources that focus more
articularly on verbs:
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Lefff entry fordialoguer avedto talk to]

dialoguer: suj:sn|sinflscompl,obja:( a-sn|avec-sn),objde:(de-sn|de-scompl|de-sinf)
UNL entry for dialoguer avedto talk to]

[dialoguer] {AUX(AVOIR),CAT(CATV),GP1(AVEC),VAL1(GN) } "have_talks";
DICOVALENCE entry fordialoguer avedto talk to]

VALS$ dialoguer: PO PP<avec>

VTYPE$  predicator simple
VERB$ DIALOGUER/dialoguer

NUM$ 29730

EG$ le del egué des etudiants a dialogu e avec le directeur de I’ ecole
TRS$ spreken, zich onderhouden, een gesprek hebben, onderha ndelen
PO$ qui, je, nous, elle, il, ils, on, celui-ci, ceux-ci

PP_PR$ avec

PP$ qui, lui_ton, eux, celui-ci, ceux-ci, I'un l'autre

LCCOMP$ nous dialoguons, je dialogue avec toi
SynLex entry foradapter avedto adapt to]
adapter  '<suj:sn,obj:sn,obl:avec-sn>’

Table 1: Description of some entries with the prepositwec[with] in valence dictionaries

e DICOVALENCE, a valence dictionary of rately, using the same methodology.
French, formerly known as PROTON (van den
Eynde and Mertens, 2002), which has beed Source comparison results
based on the pronominal approach. In versio
1.1, this dictionary details the subcategoriza- "
tion frames of more than 3,700 verbs (table We thus listed 85 simple prepositions, among which
gives an example of a DICOVALENCE entry). 24 appear in verb subcategorization frames (see ta-

. . e 2).
V\_/_e extr_acted the S|_mple and multiword prepo- It is noticeable that the different sources use quite
sitions it contains (i.e. more than 40), as well

thei ated tic ol different representations of syntactic information as
as fheir assoclated semantic classes. shown in table 1. L# offers a condensed vision

 We completed this argument prepositions lisPf ver_bs, in which valence patterns are grouped into
with information gathered from SynLex (Gar-°ne single entry, whereas SynLex uses a flatter rep-
dent et al., 2006), a syntactic lexicon Cre_resentation without disjunction on syntactic cate-
ated from the LADL lexicon-grammar ta- gories for argument realization or for optional argu-

bles (Gross, 1975) (see table 1 for a SynLeR€nts. To summarize, we could say that DICOVA-
entry). LENCE lies somewhere betweenfffeand SynLex,

since it uses disjunctive representation but has a finer
Using these sources, we conducted a systematlescription of syntactic information and hence splits
study of each preposition, checking its presenceany entries which are collapsed infffe
in each source, whether in verb subcategorization , N
frames or not, as well as its associated semantt:?2 Multiword prepositions
class(es). We then grouped the prepositions that ay/e obtained a list of 222 multiword prepositions,
pear both as lexical entries and in verb subcategamong which 18 appear in verb subcategorization
rization frames. frames (see table 3). It is to be noticed that only
As multiword prepositions show specific characDICOVALENCE and SynLex contain multiword
teristics (in particular, their number) and raise particprepositions in verb subcategorization frames. As
ular issues (segmentation), we processed them sefiar Lefff, it provides an impressive list of multiword

Simple prepositions
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Lexicons Subcategorization frames
Lefff | TLFi | Grevisse| PrepNet| UNL | Lefff Dv@ SynLex | UNL
a X X X loc 319 | 895 (18 loc)| 887 (70 loc)| 246
apres X X X loc X 2 12 1
aussi X
avec X X X X X 35 | 193(1lloc) | 611 (1loc) | 49
chez X X X loc X 9 (5loc) 1
comme X X 14 11 10 3
de X X X deloc X 310 888 1980 282
(117 deloc) | (69 deloc)
depuis X X X deloc X 2 1
derriere X X X loc X 3
devers X X X
dixit X
emmi X
entre X X X loc X 19 (3 loc) 4
hormis X X X X X
jusque X X X X 7 (7 loc)
les X X X
moyennant, X X X X X
par X X X loc X 3 38 (4 loc) 73 8
parmi X X X loc X 7 (3loc) 7
passé X X
selon X X X X X 1 1
Voici X X

Table 2: Some simple prepositions in different sources
3DICOVALENCE

prepositions (more than 150) which represents an present in the UNL dictionary as a preposition,

excellent basis for our work. _ _ _
e obsolete or very rare, likemmi(from TLFi),

4 Lexicon construction devers(from Lefff, TLFi, Grevisse) ocomme

_ _ L , _ de (from DICOVALENCE).
The first selection criterion we applied to build the

lexicon is that a preposition should appear in at least We also checked the semantic features given in
one source among the above-mentioned ones. Algbe sources and removed erroneous ones,aiac
we consider a preposition to be an argument prepas locative in SynLex and DICOVALENCE.
sition if it appears in at least one verb subcategoriza-
tion frame. Some remarks

o Some sources include as prepositions forms that are
4.1 Manualfiltering not universally considered to be prepositions in lin-
We then filtered the prepositions according to verguistics. This is the case, in particular, for:
simple criteria. In particular, we identified some

prepositions to be removed as they were: e commewhich is not present in the three refer-

ence sources (Grevisse, TLFi and PrepNet) as
e erroneous, this is the case, for example, of it is ambiguous and can also be used as a con-
aussi(adverb rather than preposition), which is junction,
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Lexicons Subcategorization frames
Lefff | TLFi | Grevisse| PrepNet| UNL | Lefff Dv? SynLex | UNL
a cause de X X X
a la faveur de X X
a partir de X X deloc 1
afin de X X X X
au nord de loc
au vu de X
aupres de X X X loc 27 (1 loc) 35
comme de 1
conformémenta X X
d'avec X 1 6
d’entre X
en faveur de X X X 13
face a X X 2
ilya X
jusqu’a X loc X 10 (2 loc)
jusqu’en X
jusqu’ou X
loin de X X loc
par suite de X
pour comble de| X
pres de X X loc
guant a X X X
toutaulongde| X X
vis-a-vis de X X X 1

Table 3: Some multiword prepositions in different sources

4DICOVALENCE

e il y a ory compris which only appear in Li#,

e d’aveg which only appears in Grevisse and
verb subcategorization frames in DICOVA-

LENCE and SynLex.

We decided to keep those forms in the lexicon for
practical reasons, keeping the parsing application in

mind.

Moreover, even if its coverage is quite large, the

created lexicon is obviously not exhaustive.

this respect, some missing entries should be added,

namely:

e some locative prepositions (and,

like question in Grammaire méthodique du
francais (Riegel et al., 1997),

through
metonymy, time prepositions) that are pre-
fixed byjusqu’, for examplejusqu'aupes de
This elided form ofjusque should probably
be treated separately, as a preposition modi-
fier. The same goes fales followed by a
time preposition (or a locative one, through
metonymy).

However, it is to be noticed that none of these

« prepositions from the DAFLES (Selva et al_’missing prepositions appear in verb subcategoriza-

2002), like, for exampleau cetriment de

tion frames.
This filtering process also allowed us to iden-

e prepositions appearing in reference grammarsfy some issues, in particular elisions in multiword
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forms, likeafin de afin d’, or contractions likdace their names whereas, in other cases, a prefix notation
a, face auor a partir de a partir du, which will be is used.
processed !n tr]e segmeptatlon step. . a [prep=a|LOC; funct=aobj|loc|ad;;

Others, likeles which is only used in toponyms comp.cat=nplsinf; comp.cpl=void|ceque]

in dashed forms (e.g. Bathelemont-lés-Bauzemontpr &s [prep=apres|LOC; funct=obllloc|ad;;
comp.cat=np]

will be processed during named entity segmentatioyec  [prep=avec; funct=obljad;
comp.cat=np]
4.3 Results a_travers [prep=a_travers; funct=obl|adj;
comp.cat=np]

We obtained a list of 49 simple prepositions, of

which 23 appear in verb subcategorization frames Technically, the only difficult part is to decide

in at least one source and are therefore consideredhiew to represent semantic classes of prepositions

be argument prepositions (see table 4). like LOC. Here, we chose to define the whole set
We also obtain a list of more than 200 multi-Of argument prepositions as well as all the semantic

word prepositions, among which 15 appear in verklasses (noted in uppercase) as possible atomic val-

subcategorization frames in at least one source at@s for theprep feature. We then used the disjunc-

are therefore considered to be argument prepositiofign alLOC to indicate that the prepositicncan be

(see table 5). used, either as a specific preposition or as a locative
For the time being, we limited the semantic inoreposition.

formation in the lexicon tdoc (locative) anddeloc ~ Additionally, we decided to add to the lexicon in-

(source), but we intend to extend those categories fermation about the sources in which the preposition

those used in DICOVALENCE (time, quantity, man-appears, in order to allow filtering for some specific

ner). We have already added those to the prepogipplications. In the case of argument prepositions,

tions database that is being populated. we also added information about the preposition’s
We also referred to the sources to add the caftequency in the source, as well as a relevant exam-

egories of the arguments introduced by argumere.

prepositions. We also decided to add corpus-based frequencies
PrepLex is currently distributed in a text formatto the lexicon. Thus, for each preposition, we pro-

suitable both for hand-editing and for integration irvide its frequency per 1000 words, either as found in

a parser or other natural language processing toot®e DAFLES (Selva et al., 2002), from a newspaper

In the format we propose, syntactic information isorpus composed dfe MondeandLe Soir(1998),

described via feature structures. These feature strud-as extracted directly frorhe Monde(1998) with

tures are always recursive structures of depth 2. Tiesimplegrepcommand, without tagging.

external level describes the structure in terms of “ar-

guments” whereas the internal level gives a fineép Using the lexicon in a NLP system

syntactic description of either tHeead or of each . :

argument. This format aims at being modular and 6\1/tVe brle_f_ly expose some parsing problems related to

defining some “classes” that share redundant infop_reposmons.

mation. In the case of prepositions, the skeleton cg_l Segmentation issues

the feature structure used by all entries is:
Prep : [ The first issue that appears when integrating preposi-

head [cat=prep, prep=#, funct=#] tions in a parsing system is that of segmentation. In
comp [cat=#, cpl=@] particular, contractions have to be processed specif-
] ically so thatau is identified as the equivalent of

When instantiated for a particular preposition, & le. The same goes fale which can appear in
feature values are to be provided (written with “#"some multiword prepositions and can be elided as
in the above description) and the last parametrized. However, these phenomena are not specific to
feature (written with@) is optional. When they are prepositions. They can be addressed either in the
in the head sub-structure, features are referred to kgxicon (for example L#f explicitly contains both
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Lexicons Subcategorization frames
Lefff | TLFi | Grevisse| PrepNet| UNL | PrepLex | Lefff | DV | SynLex | UNL | PrepLex
44 69 55 36 46 49 14 | 24 18 11 23
Table 4: Total number of simple prepositions by source
Lexicons Subcategorization frames
Lefff | TLFi | Grevisse| PrepNet| UNL | PrepLex | Lefff | DV | SynLex | UNL | PrepLex
166 | 11 77 89 2 206 0 16 4 0 15

Table 5: Total number of multiword prepositions by source

au cours deandau cours d), or during the segmen- Manual filtering was used to eliminate obsolete or
tation step. rare prepositions, as well as a number of errors.

We decided on the second solution as it improveghe resulting lexicon contains more than 250 French
lexicon maintainability. prepositions, among which 49 are simple preposi-

An issue that is more directly linked to multiword tions.
prepositions is that of segmentation ambiguities. For In syntactic lexicons, subcategorization frames
example, in the following two sentences (2a) andescribe prepositions introducing arguments. Prepo-
(2b) the group of wordau cours dds a multiword  sitions appearing in verbal valence frames are called
preposition in the first case, but it has to be deconfargument prepositions”. We identified 40 of them.
posed in the second one. Other multiword preposi- The produced lexicon is freely availabl@.It will
tions can never be decomposed, for exanypdem- be developed further. In particular, some other in-
pris. formation sources will be incorporated. This is the

This highlights the fact that segmentation is amease for the verbsonstructiondields from the TFLi
biguous and that it is necessary to be able to keephich contain prepositions, that can be considered
the segmentation ambiguity through the whole parss argument prepositions. We plan to use this infor-
ing process. mation to improve the lexicon.

We are also populating a database with this lexical
information.3 This will help us ensure a better main-
tenance of the lexicon and will allow enrichment of
the entries, in particular with examples and associ-
ated verbs. We are adding corpus-based frequencies
5.2 Adjunct prepositions vsargument to this database.

prepositions A more ambitious task would be to enrich the lex-

In deep parsing we have to distinguish betweei¢on with fine-grained semantic information (more
prepositions introducing a verb argument and prepéletailed than the general clasdes, deloc, ..).

sitions introducing adjuncts. However, we havéMany interesting linguistic studies have been con-
seen that this distinction often relies on semanticducted on prepositions, including cross-lingual ap-
and that parsing should leave the two possibilitiegroaches. However, most of them are limited to de-
open. Precise information about argument preposi@iling the semantics of a small number of preposi-

tions and verb subcategorizations eliminates marii{Pns; with the exceptions of PrepNet (Saint-Dizier,
of these ambiguities. 2006) for French prepositions and TPP (Litkowski

and Hargraves, 2005) (The Preposition Project) for
English. It is now necessary to transform those re-
aources in order to make them directly usable by nat-
Ural language processing systems.

2a.ll a beaucoup travail au cours deette ange
[He worked hard duringhe year]

2b. Il a beaucoup travaik au cours déVl. Durand
[He worked hard irMr Durand’s_coursg

6 Conclusion

We created a list of French prepositions for parsin
applications by comparing various lexicons and dic
tionaries. We hence focused on syntactic aspects. ®http://loriatal.loria.fr/Resources.html
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Abstract

This paper presents ongoing work on the de-
tection of preposition errors of non-native
speakers of English. Since prepositions
account for a substantial proportion of all
grammatical errors by ESL (English as a
Second Language) learners, developing an
NLP application that can reliably detect
these types of errors will provide an invalu-
able learning resource to ESL students. To
address this problem, we use a maximum
entropy classifier combined with rule-based
filters to detect preposition errors in a corpus
of student essays. Although our work is pre-
liminary, we achieve a precision of 0.8 with
arecall of 0.3.

Introduction

Joel R. Tetreault and Na-Rae Han
Educational Testing Services
Rosedale Road
Princeton, NJ, 08541
jtetreaul t| nzhan@ts. org

writer (Murata and Ishara, 2004). Preposition errors
are not only prominent among error types, they are
also quite frequent in ESL writing. Dalgish (1985)
analyzed the essays of 350 ESL college students
representing 15 different native languages and re-
ported that preposition errors were present in 18%
of sentences in a sample of text produced by writ-
ers from first languages as diverse as Korean, Greek,
and Spanish.

The goal of the research described here is to pro-
vide software for detecting common grammar and
usage errors in the English writing of non-native En-
glish speakers. Our work targets errors involving
prepositions, specifically those of incorrect preposi-
tion selection, such amrive to the town and those
of extraneous prepositions, asrirost ofpeople

We present an approach that combines machine
learning with rule-based filters to detect preposition
errors in a corpus of ESL essays. Even though this
és work in progress, we achieve precision of 0.8 with

Acquisition (2002) estimates that 9.6% of the stud recall of 0.3. The paper is structured as follows: in

dents in the US public school population speak EP
language other than English and have limited E
glish proficiency. Clearly,
increasing need for tools for instruction in Englis

as a Second Language (ESL).
In particular, preposition usage is one of the most

e next section, we describe the difficulty in learn-

Ang English preposition usage; in Section 3, we dis-
there is a substantial an§YSS related work; in Sections 4-7 we discuss our
hmethodology and evaluation.

2 Problem of Preposition Usage

difficult aspects of English grammar for non-nativeWhy are prepositions so difficult to master? Perhaps
speakers to master. Preposition errors account fdris because they perform so many complex roles. In
a significant proportion of all ESL grammar errors.English, prepositions appear in adjuncts, they mark
They represented the largest category, about 29%e arguments of predicates, and they combine with
of all the errors by 53 intermediate to advanced ESbther parts of speech to express new meanings.
students (Bitchener et al., 2005), and 18% of all er- The choice of preposition in an adjunct is largely
rors reported in an intensive analysis of one Japanesenstrained by its objectn the summeron Friday,
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at noor) and the intended meaningt(the beach correctly detected.
on the beachnearthe beachby the beach Since  Izumi et al. (2003) and (2004) used error-
adjuncts are optional and tend to be flexible in theiannotated transcripts of Japanese speakers in an
position in a sentence, the task facing the learner jaterview-based test of spoken English to train a
quite complex. maximum entropy classifier (Ratnaparkhi, 1998) to

Prepositions are also used to mark the argumentscognize 13 different types of grammatical and lex-
of a predicate. Usually, the predicate is expressddal errors, including errors involving prepositions.
by a verb, but sometimes it takes the form of an adFhe classifier relied on lexical and syntactic features.
jective He was fond obeed, a noun They have Overall performance for the 13 error types reached
a thirst for knowledg® or a nominalization The 25.1% precision with 7.1% recall on an independent
child’s removal fromthe classroo The choice of test set of sentences from the same source, but the
the preposition as an argument marker depends oesearchers do not separately report the results for
the type of argument it marks, the word that fills thepreposition error detection. The approach taken by
argument role, the particular word used as the predzumi and colleagues is most similar to the one we
icate, and whether the predicate is a nominalizatiofave used, which is described in the next section.
Even with these constraints, there are still variations More recently, (Lee and Seneff, 2006) used a
in the ways in which arguments can be expressethnguage model and stochastic grammar to replace
Levin (1993) catalogs verb alternations suciThsy prepositions removed from a dialogue corpus. Even
loaded hay orthe wagorvs. They loaded the wagon though they reported a precision of 0.88 and recall
with hay, which show that, depending on the verbpf 0.78, their evaluation was on a very restricted do-
an argument may sometimes be marked by a prepmain with only a limited number of prepositions,
sition and sometimes not. nouns and verbs.

English has hundreds of phrasal verbs, consist-
ing of a verb and a particle (some of which are4 The Selection Model
also prepositions). To complicate matters, phrasal
verbs are often used with prepositions (igive up A preposition error can be a case of incorrect prepo-
on someong give in to their demands Phrasal sition selection They arrived_tathe towr), use of a
verbs are particularly difficult for non-native speak-Preposition in a context where it is prohibitetihey
ers to master because of their non-compositionalitj@me_toinside), or failure to use a preposition in a
of meaning, which forces the learner to commit then§ontext where it is obligatory (e.gHe is fond this

to rote memory. booK. To detect the first type of error, incorrect
selection, we have employed a maximum entropy
3 Related Work (ME) model to estimate the probability of each of

34 prepositions, based on the features in their lo-
If mastering English prepositions is a daunting taskal contexts. The ME Principle says that the best
for the second language learner, it is even moreodel will satisfy the constraints found in the train-
so for a computer. To our knowledge, only thredng, and for those situations not covered in the train-
other groups have attempted to automatically deng, the best model will assume a distribution of
tect errors in preposition usage. Eeg-Olofsson et anaximum entropy. This approach has been shown
(2003) used 31 handcrafted matching rules to detetst perform well in combining heterogeneous forms
extraneous, omitted, and incorrect prepositions iaf evidence, as in word sense disambiguation (Rat-
Swedish text written by native speakers of Englishpaparkhi, 1998). It also has the desirable property of
Arabic, and Japanese. The rules, which were baséandling interactions among features without having
on the kinds of errors that were found in a trainingto rely on the assumption of feature independence,
set of text produced by non-native Swedish writersas in a Naive Bayesian model.
targeted spelling errors involving prepositions and Our ME model was trained on 7 million “events”
some patrticularly problematic Swedish verbs. In &onsisting of an outcome (the preposition that ap-
test of the system, 11 of 40 preposition errors werpeared in the training text) and its associated con-
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text (the set of feature-value pairs that accompaa portion of 1100 Lexile text (11th grade) that had
nied it). These 7 million prepositions and their connot been used for training. For each context, the
texts were extracted from the MetaMetrics corpus afnodel predicted the probability of each preposi-
1100 and 1200 Lexile text (11th and 12th grade) antion given the contextual representation. The high-
newspaper text from the San Jose Mercury Newest probability preposition was then compared to
The sentences were then POS-tagged (Ratnaparkifie preposition that had actually been used by the
1998) and then chunked into noun phrases and vewriter. Because the test corpus consisted of pub-
phrases by a heuristic chunker. lished, edited text, we assumed that this material
The maximum entropy model was trained withcontained few, if any, errors. In this and subsequent
25 contextual features. Some of the features reprégests, the model was used to classify each context as
sented the words and tags found at specific locatio@e of 34 classes (prepositions).
adjacent to the preposition; others represented theResults of the comparison between the classifier
head words and tags of phrases that preceded or falnd the test set showed that the overall proportion
lowed the preposition. Table 1 shows a subset of thef agreement between the text and the classifier was
feature list. 0.69. The value of kappa was 0.64. When we ex-
Some features had only a few values while othamined the errors, we discovered that, frequently,
ers had many. PHRre is the “preceding phrase” the classifier's most probable preposition (the one
feature that indicates whether the preposition waéassigned) differed from the second most probable
preceded by a noun phrase (NP) or a verb phrasy just a few percentage points. This corresponded
(VP). In the example in Table 2, the prepositiorfo a situation in which two or more prepositions
into is preceded by an NP. In a sentence that bavere likely to be found in a given context. Con-
gins After the crowd was whipped up into a frenzysider the contexthey thanked him for his consider-
of anticipation the prepositiorinto is preceded by ation ___ this matter where eithewof or in could fill
a VP. There were only two feature#value pairs fothe blank. Because the classifier was forced to make
this feature: PHRpre#NP and PHBpre#VP. Other a choice in this and other close cases, it incurred a
features had hundreds or even thousands of diffeligh probability of making an error. To avoid this
ent values because they represented the occurrersitiation, we re-ran the test allowing the classifier
of specific words that preceded or followed a prepoto skip any preposition if its top ranked and sec-
sition. Any feature#value pairs which occurred withond ranked choices differed by less than a specified
very low frequency in the training (less than 10 timesimount. In other words, we permitted it to respond
in the 7 million contexts) were eliminated to avoidonly when it was confident of its decision. When
the need for smoothing their probabilities. Lemmadhe difference between the first and second ranked
forms of words were used as feature values to fuehoices was 0.60 or greater, 50% of the cases re-
ther reduce the total number and to allow the modeleived no decision, but for the remaining half of the
to generalize across inflectional variants. Even aftéest cases, the proportion of agreement was 0.90 and
incorporating these reductions, the number of vakappa was 0.88. This suggests that a considerable
ues was still very large. As Table 1 indicates, TGRimprovement in performance can be achieved by us-
the word sequence including the preposition and theg a more conservative approach based on a higher
two words to its right, had 54,906 different valuesconfidence level for the classifier.
Summing across all features, the model contained a
total of about 388,000 feature#tvalue pairs. Table 8 Evaluation on ESL Essays
shows an example of where some of the features are

derived from. To evaluate the ME model’s suitability for analyzing
ungrammatical text, 2,000 preposition contexts were
5 Evaluation on Grammatical Text extracted from randomly selected essays written on

ESL tests by native speakers of Chinese, Japanese,
The model was tested on 18,157 preposition corand Russian. This set of materials was used to look
texts extracted from 12 files randomly selected fronfior problems that were likely to arise as a conse-
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Feature | Description No. of values with freq> 10
BGL Bigram to left; includes preceding word and POS 23,620
BGR Bigram to right; includes following word and POS 20,495
FH Headword of the following phrase 19,718
FP Following phrase 40,778
PHRpre | Preceding phrase type 2

PN Preceding noun 18,329
PNMod | Adjective modifying preceding noun 3,267
PNP Preceding noun phrase 29,334
PPrep Preceding preposition 60

PV Preceding verb 5,221
PVP Preceding verb phrase 23,436
PVtag POS tag of the preceding verb 24
PVword | Lemma of the preceding verb 5,221
PW Lemma of the preceding word 2,437
TGL Trigram to left; includes two preceding words and POS44,446
TGR Trigram to right; includes two following words and PO[S54,906

Table 1: Some features used in ME Model

After whipping the _crowd up into a frenzy of anticipation...
PVword PN PW FH
BGL BGR
| —TGL— | | —TGR— |

Table 2: Locations of some features in the local context akpgsition

guence of the mismatch between the training cocate common sites of comma errors and skip these
pus (edited, grammatical text) and the testing corpusontexts.
(ESL essays with errors of various kinds). When the There were two other common sources of clas-
model was used to classify prepositions in the ESkification error: antonyms and benefactives. The
essays, it became obvious, almost immediately, thatodel very often confused prepositions with op-
a number of new performance issues would have foosite meanings (likevith/withoutandfrom/tg), so
be addressed. when the highest probability preposition was an
The student essays contained many misspelleshtonym of the one produced by the writer, we
words. Because misspellings were not in the trairblocked the classifier from marking the usage as an
ing, the model was unable to use the features assoeror. Benefactive phrases of the foffior + per-
ated with them (e.g., FHword#frinzy) in its decisionson/organizatior(for everyone, for my schgolvere
making. The tagger was also affected by spellinglso difficult for the model to learn, most likely be-
errors, so to avoid these problems, the classifiarause, as adjuncts, they are free to appear in many
was allowed to skip any context that contained misdifferent places in a sentence and the preposition is
spelled words in positions adjacent to the preposiot constrained by its object, resulting in their fre-
tion or in its adjacent phrasal heads. A second prolatuency being divided among many different con-
lem resulted from punctuation errors in the studertexts. When a benefactive appeared in an argument
writing. This usually took the form of missing com- position, the model's most probable preposition was
mas, as if disagree because fromy point of view generally not the prepositiofor. In the sentence
there is no evidencen the training corpus, commas They described a part foa kid, the prepositiorof
generally separated parenthetical expressions, susas a higher probability. The classifier was pre-
asfrom my point of viewfrom the rest of the sen- vented from markingor + person/organizatioras
tence. Without the comma, the model selectéd a usage error in such contexts.
as the most probable preposition followibgcause To summarize, the classifier consisted of the ME
instead offrom. A set of heuristics was used to lo- model plus a program that blocked its application
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Rater 1vs. | Classifiervs. | Classifiervs. | concerned about precision because the feedback that

Rater 2 Rater 1 Rater 2 tudents receive from an automated writing anal
Agreement| 0.926 0.942 0.934 students v u ed wriling analy-
Kappa 0.599 0.365 0.201 sis system should, above all, avoid false positives,
Precision | N/A 0.778 0.677 i.e., marking correct usage as incorrect. We tried to
Recall N/A 0.259 0.205

improve precision by adding to the system a naive

Bayesian classifier that uses the same features found
in Table 1. As expected, its performance is not as
good as the ME model (e.g., precision = 0.57 and
in cases of misspelling, likely punctuation errorsyecall = 0.29 compared to Rater 1 as the gold stan-
antonymous prepositions, and benefactives. Amtard), but when the Bayesian classifier was given a
other difference between the training corpus and thgeto over the decision of the ME classifier, overall
testing corpus was that the latter contained grammagrecision did increase substantially (to 0.88), though
ical errors. In the sentenc&his was my first experi- with a reduction in recall (to 0.16). To address the
ence_abouthoose friendsthere is a verb error im- problem of low recall, we have targeted another type
mediately following the preposition. Arguably, theof ESL preposition error: extraneous prepositions.
preposition is also wrong since the sequeabeut
choosas ill-formed. When the classifier marked the7 Prepositions in Prohibited Contexts
preposition as incorrect in an ungrammatical con-
text, it was credited with correctly detecting a prepoOuUr strategy of training the ME classifier on gram-
sition error. matical, edited text precluded detection of extrane-
Next, the classifier was tested on the set of 2,000Us prepositions as these did not appear in the train-
preposition contexts, with the confidence thresholthd corpus. Of the 500-600 errors in the ESL test set,
set at 0.9. Each preposition in these essays wa42 were errors of this type. To identify extraneous
judged for correctness of usage by one or two huma@fepOSition errors we devised two rule-based filters
raters. The judged rate of occurrence of prepositiowhich were based on analysis of the development
errors was 0.109 for Rater 1 and 0.098 for Rater Zet. Both used POS tags and chunking information.
i.e., about 1 out of every 10 prepositions was judged Plural Quantifier Constructions This filter ad-
to be incorrect. The overall proportion of agreemen@resses the second most common extraneous prepo-
between Raterl and Rater 2 was 0.926, and kapg#ion error where the writer has added a preposi-
was 0.599. tion in the middle of a plural quantifier construction,
Table 3 (second column) shows the results for thé9r example: some ofpeople This filter works by
Classifier vs. Rater 1, using Rater 1 as the gold staghecking if the target word is preceded by a quanti-
dard. Note that this is not a blind test of the clasfier (such as “some”, “few”, or “three”), and if the
sifier inasmuch as the classifier's confidence thresfead noun of the quantifier phrase is plural. Then, if
old was adjusted to maximize performance on thihere is no determiner in the phrase, the target word
set. The overall proportion of agreement was 0.942s deemed an extraneous preposition error.
but kappa was only 0.365 due to the high level of Repeated PrepositionsThese are cases such as
agreement expected by chance, as the Classifier uggbple can find friends witith the same interests
the response category of “correct” more than 97%vhere a preposition occurs twice in a row. Repeated
of the time. We found similar results when com-prepositions were easily screened by checking if the
paring the judgements of the Classifier to Rater Zame lexical item and POS tag were used for both
agreement was high and kappa was low. In additionyords.
for both raters, precision was much higher than re- These filters address two types of extraneous
call. As noted earlier, the table does not include thpreposition errors, but there are many other types
cases that the classifier skipped due to misspellin¢for example, subcategorization errors, or errors
antonymous prepositions, and benefactives. with prepositions inserted incorrectly in the begin-
Both precision and recall are low in these comning of a sentence initial phrase). Even though these
parisons to the human raters. We are particularlfilters cover just one quarter of the 142 extraneous

Table 3: Classifer vs. Rater Statistics
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errors, they did improve precision from 0.778 tobetter for prepositions that have many examples in
0.796, and recall from 0.259 to 0.304 (comparinghe training set and worse for those with fewer ex-

to Rater 1). amples. This suggests the need for much more data.
2. Combining classifiers.Our plan is to use the
8 Conclusions and Future Work output of the Bayesian model as an input feature for

. ) _the ME classifier. We also intend to use other classi-
We have presented a combined machine learifars and let them vote.

and rule-based approach that detects preposition er-3. ysing semantic information. The ME

rors in ESL essays with precision of 0.80 or highefnodel in this study contains no semantic informa-
(0.796 with the ME classifier and Extraneous PrepQion. One way to extend and improve its cover-
sition filters; and 0.88 with the combined ME andage might be to include features of verbs and their
Bayesian classifiers). Ogr_work is novel in that Wehoun arguments from sources such as FrameNet
are the first to report specific performance results fofhttp://framenet.icsi.berkeley.edu/), which detail the
a preposition error detector trained and evaluated ofpmantics of the frames in which many English
general corpora. words appear.
While the training for the ME classifier was done
on a separate corpus, and it was this classifier that
contributed the most to the high precision, it shouldReferences
be noted that some of the filters were tuned on thg Bitchener, S. Young, and D. Cameron. 2005. The ef-
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While most NLP systems are a balancing act be- courseware developmentComputers and Composi-
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Abstract

We determine the productivity of determin-
erless PPs in German quantitatively, restrict-
ing ourselves to the prepositiaimter The
study is based on two German newspa-
per corpora, comprising some 210 million
words. The problematic construction, i.e.
unterfollowed by a determinerless singular
noun occurs some 16.000 times in the cor-
pus. To clarify the empirical productivity
of the construction, we apply a productivity
measure developed by Baayen (2001) to the
syntactic domain by making use of statisti-
cal models suggested in Evert (2004). We
compare two different models and suggest a
gradient descent search for parameter esti-
mation. Our results show that the combina-
tion of unterrnoun must in fact be character-
ized as productive, and hence that a syntactic
treatment is required.

Introduction

unter Vorbehalt (with reservation),
unter Androhung (on pain),

unter Lizenz (under licence),
unter Vorwand (pretending)

1)

Baldwin et al. (2006) follow a tradition of En-
glish grammar and call constructions like (1) deter-
minerless PPs (D-PP), defined as PPs whose NP-
complement consists of a singular count noun with-
out an accompanying determiner (as e.g. English
by bus in mind). It has been claimed that D-PPs
are mostly idiomatic and not productive. Hence,
computational grammars often include D-PPs only
as stock phrases or listed multiword expressions and
do not offer a grammatical treatment. However, both
claims have to be doubted seriously. Kiss (2006,
2007) shows that the class of D-PPs does not con-
tain more idiomatic phrases than a typical phrasal
category should and also argues against a ‘light P
hypothesis’ which allows a pseudo-compositional
treatment of D-PPs by ignoring the semantics of the
preposition altogether. Trawinski (2003), Baldwin
et al. (2006), as well as Trawinski et al. (2006) offer
grammatical treatments of D-PPs, or at least of some
subclasses of D-PPs. Interestingly, (Baldwin et al.
(2006), 175f.) take the productivity of a subclass

The combination of a preposition with a singularof D-PPs for granted and propose a lexical entry for
count noun, illustrated in (1) with the prepositionprepositions which select determinerless N's as their
unter, is a frequent construction in written and spocomplement. While we are sympathetic to a syn-
ken German. From a theoretical perspective, comactic treatment of D-PPs in a computational gram-
structions like (1) are interesting since they seemnar, we think that the productivity of such construc-
to violate the near universal rule that determinerSons must be considered more closely. The analysis
should accompany singular count nouns if the lamef Baldwin et al. (2006) allows the unlimited com-
guage in question shows determiners at all (cf. Himbination of prepositions meeting their lexical spec-
melmann (1998)).
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assumption is not in line with speaker’s intuitionsP (V) is based on the expectation of the hapax
with regard to producing or judging such constructegomena —E[V;]| — occurring in a vocabulary of
tions. As has been pointed out by Kiss (2006, 2007kize N, i.e.P(N) = %

speakers of German can neither freely produce se-

quences consisting afnter and determinerless N [’

projections (typically a noun) nor can they judge
such constructions in isolation. In addition, not eve
very similar nouns can be interchanged in a D-P
as can be witnessed by comparing near-synonyr
VoraussetzungndPramissavhich both translate as

prerequisite, or as provided in the examples in (2§.f

The examples in (2) illustrate th&braussetzung
cannot be replaced byramissein a D-PP (2a, b),
while it can be replaced as a head noun in a fu
PP (2c, d). While the contrast in (2) casts doubt o
a productive analysis on the basis of the speake
knowledge of language, the present paper will sho
that unter+noun has to be classified as productiv
from an empirical perspective.

a. Auch Philippe Egli besteht auf einer

eigenen Handschriftunter
Voraussetzungles Einverstandnisses
des Ensembles.
Auch Philippe Egli besteht auf einer
eigenen Handschriftunter Pramisse
des Einverstandnisses des Ensembles.
Auch Philippe Egli besteht auf einer
eigenen Handschriftunter der

10

b. *

@) L

T T T
Cardinalities of the frequency classes —+—

Voraussetzungles Einverstandnisses
des Ensembles.

Auch Philippe Egli besteht auf einer
eigenen Handschriftunter der
Pramisseles Einverstandnisses des
Ensembiles.

“Philippe Egli insists on his individual way
of dealing with the issue, provided the
ensemble agrees.”

1000

1

Figure 1: Cardinalities of the frequency classes. The
frequency of each type was counted, then the types

10 100

were grouped into classes of equal frequency. The

number of types in each class was counted. The fre-
guency valuesn are assigned to the x-axis, the size
of the classV,, to the y-axis. Both are scaled loga-
rithmically.

Our investigation is based of a corpus analysis of Since we cannot derive the expectation of the ha-

D-PPs, consisting of the prepositiomterand a fol-
lowing noun, and employs a quantitative measur
of productivity, first developed by Harald Baayen
to analyze morphological productivity. The pre-
liminary conclusion to be drawn from this result
will be that empirical and intuitive productivity of
unter-noun sequences do not match.

pax legomena directly from the corpus, we have to
approximate it by use of regression models. To sim-
plify matters somewhat, Baayen’s models can only
be applied to unigrams, while we have to consider
bigrams — the preposition and the adjacent noun. To
circumvent this problem, Kiss (2006,2007) calcu-

lated P(V) on the basis of the empirical distribu-

In applying Baayen’s productivity measure totion of V; asN gets larger. Evert (2004) offers re-

syntactic sequences, however, we are faced wi

tiression models to determigV; | for n-grams and

a serious problem. Baayen’'s productivity measursuggests two different models, the Zipf-Mandelbrot
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model (ZM) and the finite Zipf-Mandelbrot model number of rare evenfgo describe a class of mod-
(fZM). The difference between these two model®ls that allow the determination of the expectation
is that fZM assumes a finite vocabulary. In thewith a small set of parameters. Evert (2004) pro-
present paper, we apply Evert's models to sequencpseses two LNRE models with are based on Zipf's
of unterrnoun. We differ from Evert’'s proposal in Law (Zipf(1949), Li (1992)) to identify the expec-
estimating the free parameterin both models on tationsE[V],..., E[Vi...]. Both models are based
the basis of the gradient descent algorithm. Contragn the Zipf-Mandelbrot law.
to Evert’'s assumptions, we will show that the results Zipf's Law (Zipf(1949), Li (1992)) posits that the
of the ZM model are much closer to the empiricafrequency of the-most frequent type is proportional
observations than the results of the fZM model.  to % The distribution of random texts displays a
The paper is structured as follows. Section 2 destrong similarity to the results expected according to
scribes the empirical basis of the experiment, a co#ipf’'s Law (cp. Li (1992)). Mandelbrot (1962) et
pus study ofuntert-textnoun,, sequences. Sectional. explain this phenomenon by ZipfRrinciple of
3 introduces the models suggested by Evert (2004)east Effort
Section 3.1 introduces the models, section 3.2 showsRouault (1978) shows that the probability of types
how the free parameter is estimated by making useith a low frequency asymptotically behaves as
of the gradient descent algorithm. The results angosited by the Zipf-Mandelbrot Law
compared in section 3.3.

m=C
2 Corpus Study (i +b)e

with @ > 1 andb > 0.

The present study is based on two German corpora,_l_he models are introduced in section 3.1. Both

with a total of 213 million words: the NZZ-corpus . ¢ h I determined

1995-1998 (Neue Ziircher Zeitung) and the FRRCUJUIME Ia parame ‘”’d‘."’ ?Sde va ”et Wlas .tehe”ﬁ'”el

corpus 1997-1999 (Frankfurter Rundschau). Mak2Y €Mpioying a gradient descent algoriinm imple-
mented in Perl. The optimal value for the free pa-

ing use of the orthographic convention that nouns . .
rameter was found by constructing an error function

are capitalized in German, we have automaticall o Th lculati ied out f
extracted 12.993 types, amouting to some 71.0({8 minimiséa. The caictiation was carried out for
oth models, but better results are produced if the

tokens ofunterand a following noun. From these tion is ai that th bulary is finit
12.993 types, we have removed all candidates whefgSumption s given p that the vocabuiary 1S finfte.

the noun is a proper noun, or realized as a plurag 1 Finite and general Zipf-Mandelbrot models

or as member of a support verb construction. AISOEvert (2004) proposes the finite Zipf-Mandelbrot

we have excluded typlcal stock phrases and all ma?ﬁsodel (fZM) and the general Zipf-Mandelbrot
nouns. The extraction process was done both man- . .

model (ZM) for modelling the expectations of the
ually (proper nouns, mass nouns, support verb con-

: ) r n | ie. B ooy B[Vipae] @n
structions) and automatically (plurals, mass nouns{ equency classeg,, 1.e [.Vl]’ T [Vma] and .
. he expected vocabulary size, i.e. the expectation
As a result of the extraction process, a total num

ber of 1.103 types remained, amounting to 16.44 f the different types/7[V']. The two models make

.__different assumptions about the probability distribu-
tokens. The frequency of every type was determine
: tions of the frequency classes. The fZM assumes
and types with the same frequency were groupe

. . . t there is a minimal probability A — defined as
into classes. 65 equivalence classes were establlshf b y

Wi: A< . Thi ,
according to their frequency: (cf. Figure 1). The Vi A < m. This amounts to the assumption

number of elements in every class was counted art]i&at the vocabulary size itself is finite. Hence, it can
y be expected according to the fZM model that the set

the various count results were associated with thef . 1
variablesy. — V- V- Vor. Of observed types does not increase ohce: 5 is
m = Y1) ¥2- .-, V2134 reached. In the general ZM model, there is no such
3 LNRE Model Regression minimal probability.
Assuming a fZM model, Evert (2004) proposes

Baayen (2001) uses the term LNRE moddisge the following results to estimate the expectation of
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the frequency classeg[V},] and the expected vo-
cabulary sizeE[V]. In the following equations,

T 66
B stands for the maximum probability, defined as O = (V,V1,Va,..., Vaiza) € R (7)
Vi:B>m.
T
1— E" (o) =
E[Vin] = -

(Bl=a — Al=a) .

(B(V)(a), E(Vi)(@), ..., E(Vaiza)(a)) € R® (8)

N*-T'(m—a,N - A) (3)
' Cardinalities of thelfrequency classes L
1 -« 'l—ao,N-A)
ElV] = (Bl-a — Al-a) N o T
l-«

(11— e_N'A) (4)100

(Blfa _ Alfa) Lo Ao

As can be witnessed from the formulae givén,
A, and B are already known or directly derivable
from our observations, leaving us with the determi
nation of the free parameter.

Using the general Zipf-Mandelbrot model, we enc
with the following estimations, again suggested b
Evert (2004):

10

E[V,] = Bl: _O‘m! ‘N*.T(m—a) (5)
gv] = e T2 (6)

As there is no minimal probability, we are left
with the maximal probabilityB, the token size N, .

and again a free parameter 1 10 100 1000

Figure 2: The application of the fZM LNRE Model
combined with Rouault’s estimation method leads to
a strong deviation from the observed data. The ob-
Since the expectation of the frequency classes in (3grved data is depicted as a solid line, the data from
and (5) depend on the free parameterthis pa- the model as a dotted line. The frequency values
rameter must be estimated in a way that minimisege assigned to the x-axis, the size of the cldss

the deviation of expected and observed values. Waspectively the expected siz&V;,) to the y-axis.
measure the deviation with a function that takes intgoth are scaled logarithmically.

account all observed frequencies and their expected

values. A function satisfying these criteria can be A natural choice for a measure of error is the
found by treating observed frequency classes and equiadratic norm of the difference vector between ob-
pectations as real-valued vectors in a vector spaceservation and expectation. As we have no infor-

3.2 Parameter estimation through gradient
descent
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mation about the relationship between different frezg‘f;f €a(Jj)), the step size is multiplied by a con-
quencies we assume that the covariance matrix is ts@ant0 < v < 1: e4(k) = ~veq(k — 1). The al-

unit matrix. gorithm is stopped when the absolute value of the
These thoughts result in the following error func-step size drops under a predetermined threshold:
tion: ‘Ga(k)‘ < €threshold-
3.3 Results
_ 2
g(a) = (E(V)(a) = V)"+ Interestingly, o as determined by gradient descent

on the basis of a fZM leads to a value 0666,
which does not match well with our observations,
> (B(Vin)(@) = Vi) (9) as can be witnessed in Figure 2.
m=1,...,2134

Cardinalities of theI frequency classes -

The minimal« is equal to the root of the deriva-
tive of the error function with respect ta. The
derivative of the error function is:

99 _
da Oo

(BE(V)(@) ~ V)+ o | :

> Y U@ - o)
m=1,...,2134

One way to find the minimuma* =
argming g(a) would be to derive the expected
values with respect tev and solveg’(o*) = 0 for
a. As there is no way known to the authors™q
accomplish this in a symbolic way, the use of a
numeric method to calculatg® is advised.

We chose to findv* by employing a gradient de-
scent method and approximatir% by evaluating

g(a) in small steps, (i) and calculatin ig((:)) =

glao+3 5 €a(§))—glao+X51 €ali))

, wherek is num-

ber of the iterg?i((])%.
In the vicinity of a minimumg—g(a) decreases un? L
til it vanishes atv*. ' 10 100 1000
After every iteration the new,, (k)

L

is chosen by Figulre 3:hTIhe Z(I;/I LNRE I\f/lodelrl1eadts) to afar bett(re]r
. . . k result with less deviation from the observation. The
taking under consideration the change%fm k)) and - served data is depicted as a solid line, the data
the sign ofe, (k — 1). If 243 increased, the sign of from the model as a dotted line. The frequency val-
ea(k — 1) isinverted:e, (k) = —eq(k — 1). uesm are assigned to the x-axis, the size of the class
To prevent the algorithm from oscillat- V,, respectively the expected siZ&(V;,) to the y-
ing around the minimum the last two valuesaxis. Both are scaled logarithmically.
glan + YT ea(d)) andg(ao + 30 €a(y)) are
saved. A gradient descent search on the basis of the ZM
When a step would result in returning to a previimodel delivered a value ef = 0.515, a much better
ous valueg(ag + Eé‘:ll €a(j) + €alk)) = g(ap + approximation (with ac2-Value of 4.514), as can be
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0.15

0.1

0.05

witnessed from Figure 3. The value thus reachednd converge at the values for the full corpus.
also converges with the estimation proceduredor

suggested by Rouault (1978), and taken up by EvertY Vi | EW] | P(N)

(2004), i.e. @ = Y. Consequently, we assume a 42 | 74 | 96.66 | 0.182

ZM model for estimating of expected frequencies. 1068 | 104| 123.47/ 0.118
2151 | 169 | 166.41| 0.079

iEstimated Produlctivity—o— 4262 282 24993 0059

Observed Productivity ---<---

6222 | 384 | 332.19| 0.054
8365 | 469 | 400.43| 0.048
16444 | 746 | 748.81| 0.022

Table 1: Overview of the observed and expected
numbers of hapax legomena and the associated pro-
ductivity value at different corpus sizes.

In a broader perspective, Figure 4 shows that the
combination ofunter+noun is a productive process,
when its empirical distribution is considered. As
was already pointed out in section 1, this finding
is at odds with speaker’s intuitions about combina-
tions of untertnoun. Assuming that this result can
be extended to other subclasses of D-PPs, we would
suggest restricting lexical specifications for preposi-
tions to subclasses of nouns, depending on the perti-
nent preposition. Future research will have to show
whether such clear-cut subclasses can be identified
by looking more closely at the empirical findings,
other whether we are confronted with a continuum,
which would require alternative rule types.
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Abstract

In this work we report on the results of a
preliminary corpus study of Italian on the
semantics of temporal prepositions, which
is part of a wider project on the automatic
recognition of temporal relations. The cor-
pus data collected supports our hypothesis
that each temporal preposition can be asso-
ciated with one prototypical temporal rela-
tion, and that deviations from the prototype
can be explained as determined by the oc-
currence of different semantic patterns. The
motivation behind this approach is to im-
prove methods for temporal annotation of
texts for content based access to informa-
tion. The corpus study described in this pa-
per led to the development of a preliminary
set of heuristics for automatic annotation of
temporal relations in text/discourse.

1 Introduction

In this work we report on the preliminary results
of a corpus study, of contemporary Italian, on tem-
poral relations that hold between a temporal ad-
junct and an event as a way to determine the se-
mantics of temporal prepositions. We claim, fol-
lowing Schilder and Habel (2001), that the seman-
tics of temporal prepositions is rel (e, t), where rel
is used to indicate the temporal relation associated
with a certain preposition, ¢ represents the meaning
of the Temporal Expression (timex), and e the
meaning of the event description involved.

Prepositions introducing a temporal adjunct are
explicit signals of temporal relations. The ability to
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determine temporal relations between timexes in-
troduced by prepositions and events is fundamental
for several NLP tasks like Open-Domain Question-
Answering systems (Hartrumpf et al. 2006, and
Pustejovsky et al. 2002) and for Textual Entail-
ment and Reasoning.

The corpus data collected seems to support our
hypothesis that each temporal preposition can be
associated with one prototypical temporal relation,
and that deviations from the prototype can be ex-
plained as determined the occurrences of different
semantic pattern.

The work described in this paper is part of a lar-
ger project we are conducting on temporal dis-
course processing in Italian, as proposed in Mani
and Pustejovsky (2004).

2 Background

This section presents a brief overview of the Ti-
meML specification language (Pustejovsky et al.
2005), which has been used as the starting point for
this work, and some theoretical issues on Italian
prepositions.

2.1 TimeML

The TimeML specification language (Pustejovsky
et al. 2005) offers a guideline for annotation of
timexes, events and their relations. Like other an-
notation schemes', TimeML keeps separated tem-
poral expressions and events, tagged, respectively,
with TIMEX3 and EVENT. In addition, two other
tags are used: SIGNAL and LINK.

The EVENT tag is used to annotate events, de-
fined as something which occur or happen, and

! Filatova and Hovy (2001), Schilder and Habel (2001),
Setzer (2001).

Proceedings of the 4th ACL-SIGSEM Workshop on Prepositions, pages 3844,
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states, defined as situations in which something
holds true.

Temporal expressions, or timexes, like day times
(noon, the evening, Ip.m...), dates of different
granularity (vesterday, February 2 2007, last week,
last spring, last centuries...), durations (five hours,
in recent years...) and sets (twice a day...), are
annotated with the TIMEX3 tag. This tag is based
on specifications given by Ferro et al. (2001) and
Setzer (2001). Each timex is assigned to one of the
following types: DATE, for calendar times, TIME,
for times of the day, even if indefinites (e.g. ‘the
evening’), DURATION, for timexes expressing a
duration, and SET, for sets of times. Each timex is
further assigned a value, according to the ISO 8601
specifications (for instance, 3 anni ‘3 years’ is
normalized as “P3Y”, i.e. a “period of 3 years”).

Function words which explicitly signal a relation
between two elements (timex and event, timex and
timex, or event and event) are tagged with SIG-
NAL.

Finally, the LINK tag is used to specify the re-
lation between two entities. It may indicate a tem-
poral relation (TLINK), a subordinating relation
(SLINK) or an aspectual relation (ALINK). The
TLINK tag, which is pivotal for the present work,
comprises 15 relations, only 13 of which are purely
temporal. The 13 relations can be seen as derived
from Allen’s (1984) temporal logic, and 6 of them
are binary relations - one being the inverse of the

other. These relations (simultaneous, in-
cludes, is included, during,
inv_during, begin, end, begun by,

ended by, before, after) make explicit the
temporal relation holding between two elements.

2.2

Italian prepositions can be divided into two main
groups: monosyllabic like a, da, in, per, tra, -and
polysyllabic ones like fino a ‘up to’, dopo ‘after’,,
prima ‘before’...This difference at a surface level
reflects a difference also at a semantic level:
monosyllabic prepositions are either semantically
empty elements (i.e. when they are particles pre-
selected by the VP), or they bear a very abstract
relational meaning, which gets specialized on the
basis of the co-text; polysyllabic prepositions, on
the other hand, have a more specific meaning of
their own. For instance, the preposition dopo ‘af-
ter’ always means “subsequently, afterwards”, dis-
regarding its co-text; which makes the identifica-

Temporal PPs in Italian
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tion of the relation between the elements involved
an easier task. In addition to this, most prepositions,
both polysyllabic and monosyllabic, belong to dif-
ferent semantic fields, e.g. spatial, temporal, man-
ner or other.

For the purpose of this work, any preposition
followed by a timex, as defined in TimeML (Sec-
tion 2.1), is considered a temporal preposition.
Consequently, we will speak of Temporal PP for
any sequence of the form “preposition + timex”.

In Italian, as in many other languages, the form
that Temporal PPs, or temporal adjuncts, may take
is influenced by the aspect and actionality of the
VP. In traditional grammars, for instance, it is
claimed that they can be introduced by in if the
lexical aspect denotes a telic event (e.g. (1)) and by
per if the lexical aspect denotes a process or a par-
ticular subclass of telic events, i.e. achievements
(e.g. (2)). Moreover, these kinds of Temporal PPs
necessarily refer to the conclusion of the process
denoted by the events and thus are incompatible
with the progressive aspect:

1) a. Maria ha pulito la stanza in mezz 'ora.
[Maria cleaned the room in half an hour]
b. La pizza arriva in cinque minuti.
[The pizza will arrive in five minutes]
2) a. Marco ha lavorato per due ore.
[Marco has worked for two hours]
b. Marco mi presto il libro per due giorni.
[Marco lend me his book for two days]

The influence of the aspect and actionality of the
VP has an impact also in the identification of their
meaning. In particular, in example 1) a. the prepo-
sition signals that the event of cleaning the room
lasted for half an hour, while in the example 1) b.
the event of arriving takes place after five minutes
from the utterance time. In example 1), thus, the
same Temporal PP, i.e. IN + timex, has two dif-
ferent meanings, signalled by the relations in-
cludes and after. The different temporal rela-
tions are determined by two different semantic pat-
terns: [DURATIVE Verb] + in + [TIMEX type:
DURATION] for 1) a, and [TELIC Verb] + in +
[TIMEX type: DURATION], for 1) b.



3  The corpus study

In order to verify our hypothesis that the most fre-
quent temporal relations represents the prototypical
meaning of a temporal preposition’, a corpus study
has been conducted. It is important to note that we
do not refer to frequency fout court, but is fre-
quency with respect to a certain semantic pattern.
Since we want to develop a system for automatic
annotation of temporal relations, a 5 million word
syntactically shallow parsed corpus of contempo-
rary Italian, drawn from the PAROLE corpus, has
been used’.

All occurrences of a prepositional chunk with
their left contexts has then been automatically ex-
tracted and imported into a database structure us-
ing a dedicated chunkanalyser tool*. This auto-
matically generated DB was then augmented with
ontological information from the SIMPLE Ontol-
ogy, by associating the head noun of each preposi-
tional chunk to its ontological type, and has been
queried in order to extract all instances of Tempo-
ral PPs, by restricting the nouns headed by preposi-
tions to the type “TIME”, which is defined in SIM-
PLE as “all nouns referring to temporal expres-
sions” (SIMPLE Deliverable 2.1: 245).

To identify the meaning of temporal preposi-
tions, therefore, we considered sequences of the
form:

Fin Vb Chunk + Prep Chunk: semtype= TIME

where Fin Vb Chunk is a shallow syntactic con-
stituent headed by a finite verb and corresponds to
the “anchoring” event, and Prep Chunk is the
prepositional phrase that represents an instance of
a timex. To get a more complete picture of the dis-
tribution of Temporal PPs in text, we extracted
sequences from zero up to a maximum of two in-
tervening chunks, obtaining a set of about 14,000
such sequences.

A first observation is about the distribution of
the Temporal PPs. As illustrated in Table 1 (below)
Temporal PPs tend to occur immediately after the
event they are linked to.

? We assume and extend Haspelmath’s (forth.) proposal on the
explanatory and predictive power of frequency of use.

3 The corpus was parsed with the CHUNK-IT shallow parser
(Lenci et al. 2003).

* By courtesy of Ing. E. Chiavaccini.
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Sequence Distance | # Occurrences
Fin_ Vb + PP (Time) 0 5859
Fin Vb + PP (Time) 1 4592
Fin Vb + PP (Time) 2 3677

Table 1. Occurrences of Temporal PPs with respect
to the distance from the event.

The data in Table 1 show that Temporal PPs
have a behavior similar to modifiers, like adjec-
tives anchoring on the time axis of the event they
refer to.

3.1 Annotating Temporal Relations

To identify the semantics of temporal prepositions,
a subcorpus of 1057 sequences of Fin Vb Chunk +
Prep Chunks (Time) was manually annotated by
one investigator with temporal relations in a bot-
tom-up approach.

The tags used for the temporal relation annota-

tion were taken from the TimeML TLINK values
(see Section 2.1). This will restrict the set of possi-
ble relations to a finite set. To ease the task, we
excluded the inverse relations for includes,
during, begin, and end. In order to understand
the role of the co-text, we also marked the types of
timexes according to the TimeML TIMEX3 tag
(ibid.). In this annotation experiment we did not
consider information from the VP because it will
be relevant to explain the deviations from the pro-
totype.
. To facilitate the assignment of the right temporal
relation, we have used paraphrase tests. All the
paraphrases used have the same scheme, based on
the formula rel (e, t), illustrated in the 3):

3) The event/state of X is R timex.

where X stands for the event identified by the Fin
Vb Chunk, R is the set of temporal relations and
timex is the temporal expression of the Temporal
PP. This means that the sequence in 4):

4) [[vas[Sono stato sposato]
anni]]
‘I have been married for four years’

[[ pp[per quatto

can be paraphrased as 5):

5) The state of “being married” happened
during four years.




The only temporal relation that is not para-
phrased in this way is simultaneous, which cor-
responds to 6):

6) The event/state X HAPPENS(-ED) AT
timex.

4 Results

Among the 1057 sequences in our sub-corpus, we
found that only 37.46% (for a total of 449 ex-
cerpts) where real of instances of Temporal PPs,
the others being either false positives or complex
timexes, i.e. timexes realized by a sequence of a
NP followed by a PP introduced by “di” (of), as in
the following example:

7) [~e[la notte]] [pp[di Natale]
‘the Christmas night’

In Table 2 (below) we report the temporal
prepositions identified in the corpus:

Temporal Preposition # occurrences
In “in’ 91
A ‘at/on’ 64
Da ‘from/since/for’ 37
Dopo ‘after’ 1
Attraverso ‘through’ 1
Di ‘of’ 43
Durante ‘during’ 5
Entro ‘by’ 9
Fino a ‘up to’ 6
Fino da ‘since’ 3
Oltre ‘beyond’ 1
Per ‘for’ 50
Tra ‘in’ 3
Verso ‘towards’ 1

Table 2. Instances of temporal prepositions in the
corpus.

The relative low number of real Temporal PPs
can negatively influence the analysis and the iden-
tification of the semantics of the temporal preposi-
tions. In order to verify whether the data collected
could represent a solid and consistent baseline for
further analysis, we analysed all instances of false
positive timexes. With the exception of a few
cases, which could have been easily recognized by
means of a Timex Grammar, we found out that
482/608 instances are represented by nouns which
have some sort of temporal value but whose as-
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signment to the semantic type “Time” in the On-
tology do not correspond to the given definition
(Section 3), e.g: colazione ‘breakfast’, scuola
‘school’, presidenza ‘presidency’, and many others.

Therefore, we performed a new extraction of
sequences excluding all instances of false positives.
The new results are very different since more than
56.03% of all prepositional chunks are Temporal
PPs. This provides support to the fact that the se-
quences extracted from the sub-corpus, though
small in number, can be considered as a consistent
starting point for identifying the semantics of tem-
poral prepositions. In particular, the prepositions
presented in Table 2 correspond to the most fre-
quent prepositions which give rise to temporal re-
lations between timexes and events. Though small,
the 449 sequences prove to be reliable: we have
identified a total of 320 temporal relations, as illus-
trated in Table 3:

Temporal Relation # occurrences
Includes 87
During 72
Before 11
After 11
Imm_before 1
Imm_after 2
Simultaneous 5
Beginning 52
Ending 10
No Temporal Link 60
No Assigned 9

Table 3. Kinds of Temporal Relation Identified.

5 Inferring Preposition Semantics

The analysis we propose for each single preposi-
tion provides information on its semantics. Such
information is obtained on the basis of the fre-
quency’ with which a given temporal relation is
associated or coded by that preposition. We claim,
as already stated, that temporal relations coded by
prepositions are signals of a certain semantic pat-
tern. Different temporal relations coded by the
same preposition signal different semantic pattern.
According to the frequency with which a temporal
relation, or a semantic pattern, occurs, it is consid-
ered either as the prototypical (i.e. most frequent)
meaning or as a deviation from the norm, whose

> Note that what counts is relative frequencies, and not
absolute frequencies.




explanation relies in the analysis of the semantic
pattern in which it occurs. It is for this reason that a
major role in this analysis is played by the types of
timexes which follow the preposition. Keeping
track of their types, according to the TimeML clas-
sification (Section 2.1), is very useful mainly for
cases where the same temporal preposition codes
different temporal relations depending on the type
of the timex by which it is followed. In other
words, it is a way to assess the semantic pattern
which has been used to code that meaning. In the
following sections we will focus on the semantics
of the most frequent temporal prepositions, that is
in ‘in’, a ‘at, on’, per ‘for’®, da ‘for, since, from’.
Cases of low frequency temporal relations are not
analyzed here because they would require both
more data and a separate investigation.

5.1

These two prepositions, although they encode dif-
ferent temporal relations, are presented in a unique
subsection due to their extremely similar coherent
distribution across temporal relations. In particular,
the 80% (40/50) of per identifies a DURING tem-
poral relation, and 83.78% (31/37) of da identifies
a BEGIN temporal relation.

From these data, we can represent the semantics
of per as follows:

Prepositions per and da

8) A(e, A(t, DURING (e, t))
and that of da as:

9) A(e, A(t, BEGIN (e,t))

5.2

The preposition in is by far the most used temporal
preposition. In our corpus there are 91 occurrences
of this preposition, distributed as follows:

The Preposition in

INCLUDES (57/91: 62.63%)
DURING (19/91: 20.87%)
AFTER (6/91: 6.59%)

BEGIN (3/91: 3.29%)
SIMULTANEOUS (2/91: 2.19%)
No LINK (2/91: 2.19%)

END (1/91: 1.09%)

SNote that the Italian preposition “per” corresponds only
to a subset of uses of the English preposition “for” as in
the example:

a) Suono per un’ora [She played for an hour.]
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Following our idea that the most frequent rela-
tion represents the prototypical meaning of the
preposition; we claim that Temporal PPs intro-
duced by in tend to code a relation of inclusion,
semantically represented as:

10) A(e, A(t, INCLUDES( e, t)).

Since this preposition is not exclusively used
with this meaning, the data forces us to provide an
explanation for the other relations identified, in
particular for DURING, AFTER and BEGIN.

Considering the DURING relation, we analyzed
the types of timexes governed by the preposition
but found that type distinctions did not help. Nev-
ertheless, we observed a clearcut regularity analys-
ing the normalized values of the timexes involved:
we found that, whenever the timexes are definite
quantified intervals of time (e.g. 2 days, 3 years,
half an hour) or temporally anchored instants, in
encodes the temporal relation of DURING, thus
deviating from the default interpretation repre-
sented in 10).

The relation AFTER shares with DURING the
restriction on the normalized values of the timexes.
However, for the AFTER relation there is a strong
contribution from the VP, as claimed in traditional
grammars. In such cases, it is the actionality of the
VP that forces the interpretation of in to express
the AFTER relation. In fact, this relation appears to
occur only with achievement verbs, which inher-
ently focus on the telos — or ending point (see ex-
ample 1) b Section 1).

Finally, the BEGIN relation can be found only
with aspectual verbs, e.g. iniziare ‘begin’ or
riprendere ‘resume’. In these cases the preposition
does not really work as a temporal preposition, but
more as a particle selected by the verb.

5.3 The Preposition a

The preposition a presents a non-trivial distribu-
tion, which makes it difficult to identify a proto-
typical value:

INCLUDES (20/64: 31.25%)
No LINK (19/64: 29.68%)
BEGINS (7/64: 10.93%)

ENDS (4/64: 6.25%)
SIMULTANEOUS (2/64: 3.12%)



However, with NoLINK relations the preposi-
tion a does not have a temporal value, rather it is
used to express either quantities of time (and it
usually corresponds to “how many times an event
occurs or happens”) or it can be considered as a
particle selected by the VP. Therefore, if we ex-
clude the NoLINK relations, we can consider that
a Temporal PP introduced by « typically expresses
a relation of inclusion. Further support to this ob-
servation can be observed in the possibility of sub-
stituting a with in, at least in the temporal domain.
The semantics of the preposition is the following:

11) A(e, A(t, INCLUDES(e, t)).

As for the BEGINS and ENDS relations, the
behaviour is the same as for the preposition in, i.e.
they are activated by aspectual verbs.

6 Conclusion and Future Work

In this preliminary study we showed that preposi-
tions heading a Temporal PP can be associated
with one default temporal relation and that devia-
tions from the norm are due to co-textual influ-
ences. The prototypical semantics of temporal
prepositions can be represented as in 8)-11).

We also showed that the normalized values of
timexes play a major role in the identification of
temporal preposition semantics, more than the bare
identification of their types. Instances of deviations
from the prototypical meaning which could not be
explained by differences in the timexes forced us
to analyse the VPs, thus providing useful informa-
tion for the definition of the heuristics.

An important result of this work is the definition
of a preliminary set of heuristics for automatic an-
notation of temporal relations in text/discourse.
Our study also suggests a possible refinement of
the SIMPLE Ontology aimed at its usability for
temporal relation identification; and it can be seen
as a starting point for the development of a Timex
Grammar.

In the next future we intend to implement this
set of heuristics with a machine learning algorithm
to evaluate their reliability. All wrongly annotated
relations could be used for the identification of the
relevant information to determine the contribution
of the VP.

Some issues are still open and need further re-
search, in particular it will be necessary to investi-
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gate the role of some ‘complex’ Temporal PPs
(e.g. in questo momento ‘in this moment’, which
can be paraphrased as ‘now’), and how to extract
the meaning of Temporal PPs as suggested in
Schilder (2004).
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Abstract

This paper proposes a machine-learning
based approach to predict accurately, given
a syntactic and semantic context, which
preposition is most likely to occur in that
context. Each occurrence of a preposition in
an English corpus has its context represented
by a vector containing 307 features. The
vectors are processed by a voted perceptron
algorithm to learn associations between con-
texts and prepositions. In preliminary tests,
we can associate contexts and prepositions
with a success rate of up to 84.5%.

1 Introduction

Prepositions have recently become the focus of
much attention in the natural language processing
community, as evidenced for example by the ACL
workshops, a dedicated Sem-Eval task, and The
Preposition Project (TPP, Litkowski and Hargraves
2005). This is because prepositions play a key role
in determining the meaning of a phrase or sentence,
and their correct interpretation is crucial for many
NLP applications: Al entities which require spatial
awareness, natural language generation (e.g. for au-
tomatic summarisation, QA, MT, to avoid generat-
ing sentences such as *I study at England), auto-
matic error detection, especially for non-native En-
glish speakers. We present here an approach to
learning which preposition is most appropriate in a
given context by representing the context as a vector
populated by features referring to its syntactic and
semantic characteristics. Preliminary tests on five
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prepositions - in, of, on, to, with - yield a success
rate of between 71% and 84.5%. In Section 2, we il-
lustrate our motivations for using a vector-based ap-
proach. Section 3 describes the vector creation, and
Section 4 the learning procedure. Section 5 presents
a discussion of some preliminary results, and Sec-
tion 6 offers an assessment of our method.

2 Contextual features

Modelling preposition use is challenging because it
is often difficult to explain why in two similar con-
texts a given preposition is correct in one but not the
other. For example, we say A is similar to B, but dif-
ferent from C, or we study in England, but at King’s
College. Nor can we rely on co-occurrence with par-
ticular parts of speech (POS), as most prepositions
have a reasonably wide distribution. Despite this
apparently idiosyncratic behaviour, we believe that
prepositional choice is governed by a combination
of several syntactic and semantic features. Contexts
of occurrence can be represented by vectors; a ma-
chine learning algorithm trained on them can predict
with some confidence, given a new occurrence of a
context vector, whether a certain preposition is ap-
propriate in that context or not.

We consider the following macro-categories of
features to be relevant: POS being modified; POS of
the preposition’s complement; given a RASP-style
grammatical relation output (GR; see e.g. Briscoe
et al. 2006), what GRs the preposition occurs in;
named entity (NE) information - whether the mod-
ified or complement items are NEs; WordNet in-
formation - to which of the WordNet lexicographer

Proceedings of the 4th ACL-SIGSEM Workshop on Prepositions, pages 45-50,
Prague, Czech Republic, June 2007. (©2007 Association for Computational Linguistics



classes' the modified and complement nouns and

verbs belong; immediate context - POS tags of +2
word window around the preposition. For example,
given a sentence such as John drove to Cambridge,
we would note that this occurrence of the preposi-
tion o modifies a verb, its complement is a location
NE noun, the verb it modifies is a ‘verb of motion’,
the tags surrounding it are NNP, VBD, NNP2, and it
occurs in the relation ‘iobj’ with the verb, and ‘dobj’
with the complement noun.

Our 307-feature set aims to capture all the salient
elements of a sentence which we believe could be in-
volved in governing preposition choice, and which
can be accurately recognised automatically. Our
choice of features is provisional but based on a study
of errors frequently made by learners of English:
however, when we spot a misused preposition, it of-
ten takes some reflection to understand which ele-
ments of the sentence are making that preposition
choice sound awkward, and thus we have erred on
the side of generosity. In some cases it is easier: we
observe that in the earlier example England is aloca-
tion NE while King’s College is an organisation NE:
this distinction may be the trigger for the difference
in preposition choice.

3 Vector construction

The features are acquired from a version of the
British National Corpus (BNC) processed by the
C&C tools pipeline (Clark and Curran, to appear).
The output of the C&C tools pipeline, which in-
cludes stemmed words, POS tags, NER, GRs and
Combinatory Categorial Grammar (CCG) deriva-
tions of each sentence, is processed by a Python
script which, for each occurrence of a preposition in
a sentence, creates a vector for that occurrence and
populates it with Os and /s according to the absence
or presence of each feature in its context. Each vec-
tor therefore represents a corpus-seen occurrence of
a preposition and its context. For each preposition
we then construct a dataset to be processed by a ma-
chine learning algorithm, containing all the vectors
which do describe that preposition’s contexts, and
an equal number of those which do not: our hypoth-

IThese are 41 broad semantic categories (e.g. ‘noun denot-
ing a shape’, ‘verb denoting a cognitive process’) to which all

nouns and verbs in WordNet are assigned.
*Penn Treebank tagset.
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esis is that these will be sufficiently different from
the ‘positive’ contexts that a machine learning algo-
rithm will be able to associate the positive vectors
more strongly to that preposition.

4 Testing the approach

To test our approach, we first experimented with
a small subset of the BNC, about 230,000 words
(9993 sentences, of which 8997 contained at least
one preposition). After processing we were left with
over 33,000 vectors associated with a wide range of
prepositions. Of course there is a certain amount of
noise: since the vectors describe what the parser has
tagged as prepositions, if something has been mis-
tagged as one, then there will be a vector for it. Thus
we find in our data vectors for things such as if and
whether, which are not generally considered prepo-
sitions, and occasionally even punctuation items are
misanalysed as prepositions; however, these repre-
sent only a small fraction of the total and so do not
constitute a problem.

Even with a relatively large number of vectors,
data sparseness is still an issue and for many prepo-
sitions we did not find a large number of occurrences
in our dataset. Because of this, and because this
is only a preliminary, small-scale exploration of the
feasibility of this approach, we decided to initially
focus on only 5 common prepositions*: in (4278 oc-
currences), of (7485), on (1483), to (4841%), with
(1520). To learn associations between context vec-
tors and prepositions, we use the Voted Perceptron
algorithm (Freund and Schapire 1999). At this stage
we are only interested in establishing whether a
preposition is correctly associated with a given con-
text or not, so a binary classifier such as the Voted
Perceptron is well-suited for our task. At a later
stage we aim to expand this approach so that a noti-
fication of error or inappropriateness is paired with
suggestions for other, more likely prepositions. A
possible implementation of this is the output of a

3These prepositions often occur in compound prepositions
such as in front of ; their inclusion in the data could yield mis-
leading results. However out of 33,339 vectors, there were only
463 instances of compound prepositions, so we do not find their
presence skews the results.

“Here fo includes occurrences as an infinitival marker. This
is because the tagset does not distinguish between the two oc-
currences; also, with a view to learner errors, its misuse as both
a preposition and an infinitival marker is very common.



ranked list of the probability of each preposition oc-
curring in the context under examination, especially
as of course there are many cases in which more
than one preposition is possible (cf. the folder on
the briefcase vs. the folder in the briefcase).

We use the Weka machine learning package to run
the Voted Perceptron. Various parameters can be
modified to obtain optimal performance: the num-
ber of epochs the perceptron should go through, the
maximum number of perceptrons allowed, and the
exponent of the polynomial kernel function (which
allows a linear function such as the perceptron to
deal with non-linearly separable data), as well as,
of course, different combinations of vector features.
We are experimenting with several permutations of
these factors to ascertain which combination gives
the best performance. Preliminary results obtained
so far show an average accuracy of 75.6%.

5 Results and Discussion

We present here results from two of the experiments,
which consider two possible dimensions of varia-
tion: the polynomial function exponent, d, and the
presence of differing subsets of features: WordNet
or NE information and the +2 POS tag window.
Tests were run 10 times in 10-fold cross-validation.

5.1 The effect of the d value

The value of d is widely acknowledged in the litera-
ture to play a key role in improving the performance
of the learning algorithm; the original experiment
described in Freund and Schapire (1999) e.g. reports
results using values of d from 1 to 6, with d=2 as
the optimal value. Therefore our first investigation
compared performance with values for d set to d=1
and d=2, with the other parameters set to 10 epochs
and 10,000 as the maximum number of perceptrons
allowed (Table 1).

We can see that the results, as a first attempt at
this approach, are encouraging, achieving a success
rate of above 80% in two cases. Performance on on
is somewhat disappointing, prompting the question
whether this is because less data was available for it
(although with, with roughly the same sized dataset,
performs better), or if there is something intrinsic to
the syntactic and semantic properties of this prepo-
sition that makes its use harder to pinpoint. The
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average performance of 75.6 - 77% is a promising
starting point, and offers a solid base on which to
proceed with a finer tuning of the various parame-
ters, including the feature set, which could lead to
better results. The precision and recall support our
confidence in this approach, as there are no great dif-
ferences between the two in any dataset: this means
that the good results we are achieving are not com-
ing at the expense of one or the other measure.

If we compare results for the two values of d, we
note that, contrary to expectations, there is no dra-
matic improvement. In most cases it is between less
than 1% and just over that; only on shows a marked
improvement of 4%. However, a positive trend is
evident, and we will continue experimenting with
variations on this parameter’s value to determine its
optimal setting.

5.2 The effect of various feature categories

As well as variations on the learning algorithm it-
self, we also investigate how different types of fea-
tures affect performance. This is interesting not only
from a processing perspective - if some features are
not adding any useful information then they may be
disregarded, thus speeding up processing time - but
also from a linguistic one. If we wish to use insights
from our work to assist in the description of preposi-
tion use, an awareness of the extent to which differ-
ent elements of language contribute to preposition
choice is clearly of great importance.

Here we present some results using datasets in
which we have excluded various combinations of the
NE, WordNet and POS tag features. The WordNet
and POS macrocategories of features are the largest
sets - when both are removed, the vector is left with
only 31 features - so it is interesting to note how this
affects performance. Furthermore, the WordNet in-
formation is in a sense the core ‘lexical semantics’
component, so its absence allows for a direct com-
parison between a model ‘with semantics’ and one
without. However, the WordNet data is also quite
noisy. Many lexical items are assigned to several
categories, because we are not doing any sense res-
olution on our data. The POS tag features represent
‘context’ in its most basic sense, detached from strict
syntactic and semantic considerations; it is useful to
examine the contribution this type of less sophisti-
cated information can make.



d=1 d=2
Preposition | %correct  Precision Recall F-score | %correct Precision Recall F-score
in 76.30% 0.75 0.78 0.77 76.61% 0.77 0.77 0.77
of 83.64% 0.88 0.78 0.83 84.47% 0.87 0.81 0.84
on 65.66% 0.66 0.65 0.65 69.09% 0.69 0.69 0.69
to 81.42% 0.78 0.87 0.82 82.43% 0.81 0.85 0.83
with 71.25% 0.73 0.69 0.70 72.88% 0.73 0.72 0.73
av. 75.65% 0.76 0.75 0.75 77.10% 0.77 0.77 0.77

Table 1: The effect of the d value
All features No W.Net NoPOS NoNER No WN+POS GRsonly

% correct 83.64% 83.47% 81.46%  83.33% 81.00% 81.46%
Precision  0.88 0.89 0.76 0.88 0.74 0.93
Recall 0.78 0.76 0.91 0.77 0.94 0.68
F-score 0.83 0.82 0.83 0.82 0.83 0.78

Table 2: OF: the effect of various feature categories (d=1)

Full results cannot be presented due to space re-
strictions: we present those for ‘of’, which are rep-
resentative. In almost case, the dataset with all fea-
tures included is the one with the highest percentage
of correct classifications, so all features do indeed
play a role in achieving the final result. However,
among the various sets variation is of just 1 or 2%,
nor do f-scores vary much. There are some interest-
ing alternations in the precision and recall scores and
a closer investigation of these might provide some
insight into the part played by each set of features:
clearly there are some complex interactions between
them rather than a simple monotonic combination.

Such small variations allow us to conclude that
these sets of features are not hampering peformance
(because their absence does not in general lead to
better results), but also that they may not be a major
discriminating factor in preposition choice: gram-
matical relations seem to be the strongest feature -
only 18 components of the vector! This does not
imply that semantics, or the immediate context of a
word, play no role: it may just be that the way this
data is captured is not the most informative for our
purposes. However, we must also consider if some-
thing else in the feature set is impeding better perfor-
mance, or if this is the best we can achieve with these
parameters, and need to identify more informative
features. We are currently working on expanding
the feature set, considering e.g. subcategorisation
information for verbs, as well as experimenting with
the removal of other types of features, and using the
WordNet data differently. On the other hand, we also
observe that each macrocategory of features does
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contribute something to the final result. This could
suggest that there is no one magic bullet-like feature
which definitely and faultlessly identifies a preposi-
tion but rather, as indeed we know by the difficulties
encountered in finding straightforward identification
criteria for prepositions, this depends on a complex
interrelation of features each of which contributes
something to the whole.

6 Evaluation and related work

6.1 Error detection evaluation

One of our motivations in this work was to inves-
tigate the practical utility of our context models in
an error detection task. The eventual aim is to be
able, given a preposition context, to predict the most
likely preposition to occur in it: if that differs from
the one actually present, we have an error. Using
real learner English as testing material at our current
stage of development is too complex, however. This
kind of text presents several challenges for NLP and
for our task more specifically, such as spelling mis-
takes - misspelled words would not be recognised
by WordNet or any other lexical item-based com-
ponent. Furthermore, often a learner’s error cannot
simply be described in terms of one word needing
to be replaced by another, but has a more complex
structure. Although it is our intention to be able to
process these kinds of texts eventually, as an interim
evaluation we felt that it was best to focus just on
texts where the only feature susceptible to error was
a preposition. We therefore devised a simple artifi-
cial error detection task using a corpus in which er-



rors are artificially inserted in otherwise correct text,
for which we present interim results (the dataset is
currently quite small) and we compare it against a
‘brute force’ baseline, namely using the recently re-
leased Google n-gram data to predict the most likely
preposition.

We set up a task aimed at detecting errors in the
use of of and to, for which we had obtained the best
results in the basic classification tests reported ear-
lier, and we created for this purpose a small corpus
using BBC news articles, as we assume the presence
of errors there, spelling or otherwise, is extremely
unlikely. Errors were created by replacing correct
occurrences of one of the prepositions with another,
incorrect, one, or inserting of or to in place of other
prepositions. All sentences contained at least one
preposition. Together with a set of sentences where
the prepositions were all correct, we obtained a set
of 423 sentences for testing, consisting of 492 prepo-
sition instances. The aim was to replicate both kinds
of errors one can make in using prepositions>.

We present here some results from this small
scale task; the data was classified by a model of the
algorithm trained on the BNC data with all features
included, 10 epochs, and d=2. If we run the task on
the vectors representing all occurrences of each of
the prepositions, and ask the classifier to distinguish
between correct and incorrect usages, we find the
percentage of correct classifications as follows:

Prep Accuracy | Precision | Recall
of 75.8 0.72 0.68
to 81.35 0.76 0.74
Average: | 78.58 0.74 0.71

These results show both high precision and high
recall, as do those for the dataset consisting of cor-
rect occurrences of the preposition and use of an-
other preposition instead of the right one: (of - 75%,
to - 67% - these are accuracy figures only, as preci-
sion and recall make no sense here.) This small task
shows that it is possible to use our model to reliably
check a text for preposition errors.

However, these results need some kind of base-
line for comparison. The most obvious baseline
would be a random choice between positive and neg-
ative (i.e. the context matches or does not match the

3 A third, omitting it altogether, will be accounted for in fu-
ture work.
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preposition) which we would expect to be success-
ful 50% of the time. Compared to that the observed
accuracies of 75% or more on all of these various
classification tasks is clearly significant, represent-
ing a 50% or more reduction in the error rate.

However, we are also working on a more chal-
lenging baseline consisting of a simple 3-gram
lookup in the Google n-gram corpus (ca. 980 million
3-grams). For example, given the phrase fly __ Paris,
we could decide to use fo rather than at because we
find 10,000 occurrences of fly to Paris and hardly
any of fly at Paris. In a quick experiment, we ex-
tracted 106 three-word sequences, consisting of one
word each side of the preposition, from a random
sample of the BBC dataset, ensuring each type of er-
ror was equally represented. For each sequence, we
queried the Google corpus for possible prepositions
in that sequence, selecting the most frequent one as
the answer. Despite the very general nature of some
of the 3-grams (e.g. ome of the), this method per-
forms very well: the n-gram method scores 87.5%
for of (vs. our 75.8%) and 72.5% for to (vs. our
81.35%). This is only a suggestive comparison, be-
cause the datasets were not of the same size: by the
time of the workshop we hope to have a more rig-
orous baseline to report. Clearly, unless afflicted by
data sparseness, the raw word n-gram method will
be very hard to beat, since it will be based on fre-
quently encountered examples of correct usage. It is
therefore encouraging that our method appears to be
of roughly comparable accuracy even though we are
using no actual word features at all, but only more
abstract ones as described earlier. An obvious next
step, if this result holds up to further scrutiny, is to
experiment with combinations of both types of in-
formation.

6.2 Related work

Although, as noted above, there is much research be-
ing carried out on prepositions at the moment, to the
best of our knowledge there is no work which takes
an approach similar to ours in the task of preposi-
tion choice and error correction, i.e. one that aims to
automate the process of context construction rather
than relying on manually constructed grammars or
other resources such as dictionaries (cf. TPP). Fur-
thermore, much current research seems to have as
its primary aim a semantic and functional descrip-



tion of prepositions. While we agree this is a key
aspect of preposition use, and indeed hope at a later
stage of our research to derive some insights into this
behaviour from our data, at present we are focusing
on the more general task of predicting a preposition
given a context, regardless of semantic function.

With regard to related work, as already men-
tioned, there is no direct comparison we can make
in terms of learning preposition use by a similar
method. One useful benchmark could be results ob-
tained by others on a task similar to ours, i.e. error
detection, especially in the language of non-native
speakers. In this case the challenge is finding work
which is roughly comparable: there are a myriad of
variables in this field, from the characteristics of the
learner (age, L1, education...) to the approach used
to the types of errors considered. With this in mind,
all we can do is mention some work which we feel
is closest in spirit to our approach, but stress that the
figures are for reference only, and cannot be com-
pared directly to ours.

Chodorow and Leacock (2000) try to identify er-
rors on the basis of context, as we do here, and
more specifically a +2 word window around the
word of interest, from which they consider func-
tion words and POS tags. Mutual information is
used to determine more or less likely sequences of
words, so that less likely sequences suggest the pres-
ence of an error. Unlike ours, their work focuses on
content words rather than function words; they re-
port a precision of 78% and a recall of 20%. Our
precision is comparable to this, and our recall is
much higher, which is an important factor in error
detection: a user is likely to lose trust in a sys-
tem which cannot spot his/her errors very often®.
Izumi et al. (2004) work with a corpus of En-
glish spoken by Japanese students; they attempt to
identify errors using various contextual features and
maximum entropy based-methods. They report re-
sults for omission errors (precision 75.7%, recall
45.67%) and for replacement errors (P 31.17%, R
8%). With the caveat that we are not working with
spoken language, which presents several other chal-
lenges, we note that in our task the errors, akin to re-
placement errors, are detected with much more suc-

6 Although of course precision is a key measure: it is not
helpful for the user to be exposed to false alarms.

50

cess. Finally we can note the work done by Eeg-
Olofsson and Knutsson (2003) on preposition errors
in L2 Swedish. Their system uses manually crafted
rules, unlike ours, and its performance is reported as
achieving a recall of 25%. On the basis of this brief
and by no means exhaustive overview of the field,
we claim that our results in the error detection task
are competitive, and we are working on fine-tuning
various parameters to improve them further.

7 Conclusion

We have presented an automated approach to learn-
ing associations between sentence contexts and
prepositions which does not depend on manually
crafted grammars and achieves a success rate of up
to 84.5%. This model was tested on a small set
of texts with artificially created preposition errors,
and was found to be successful at detecting between
76% and 81% of errors. Ongoing work is focusing
on how to further improve performance taking into
consideration both the parameters of the voted per-
ceptron algorithm and the feature set of the vectors.
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Abstract

The paper describes an approach to auto-
matically select from Indian Language the
appropriate lexical correspondence of Eng-
lish simple preposition. The paper de-
scribes this task from a Machine Transla-
tion (MT) perspective. We use the proper-
ties of the head and complement of the
preposition to select the appropriate sense
in the target language. We later show that
the results obtained from this approach are
promising.

1 Introduction

The task of identifying the appropriate sense from
some target language (here, Hindi and Telugu) for
a given simple preposition in some source lan-
guage (here, English) is rather complex for an MT
system, and noting that most foreign language
learners are never able to get a firm hold on prepo-
sitions of a new language (Brala, 2000), this should
not be surprising. A simple example illustrates the
problem:

(1a) He bought a shirt with tiny collars.
‘with’ gets translated to vaalii in Hindi (hnd).
and as kaligi unna in Telugu (tlg).
(1b) He washed a shirt with soap.
‘with’ gets translated to se in hnd.
and as to (suffixed to head noun) in tlg.

For the above English sentences, if we try to
swap the senses of ‘with’ in their corresponding
target translation, the resulting sentences either
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India.

become ill-formed or unfaithful to their English
source. The pervasive use of preposition (or its
equivalent in a given language) in most of the lan-
guages makes it a crucial element during transla-
tion. Inappropriate sense selection of a preposition
during machine translation can have a negative
impact on the quality of the translation, sometimes
changing the semantics of the sentence drastically,
thereby making the preposition sense selection
module a critical component of any reliable MT
system.

Finding the proper attachment site for the prepo-
sition in English, i.e. getting the correct parse for
the prepositional phrase (PP) is a classic problem
in MT, and this information can be used to identify
the sense of a preposition. Figure 1 and Figure 2
below show the correct attachment site of PPs in
example (1a) and (1b) respectively.

S

E

VNP

NP PP
[He] [ bought [a shirt  [with tiny collars]] ]
Figure 1

/S\
NP VP

V. NP PP

[He] [ washed [a shirt] [with soap] ]
Figure 2

Proceedings of the 4th ACL-SIGSEM Workshop on Prepositions, pages 51-58,
Prague, Czech Republic, June 2007. (©2007 Association for Computational Linguistics



The correct parse of the PP helps us in selecting
the appropriate sense. However, finding the appro-
priate attachment only reduces the problem. It does
not lead to a ‘complete solution’. The following
examples (2a, 2b and 3a, 3b) have the same at-
tachment site but take different senses in the target
language:

(2a) He has had fever for two days now.
‘for’ gets translated as se in hnd.
and as nundi in tlg.

(2b) He had fever for two days.

‘for’ gets translated as taka in hnd.
Not translated in tlg.

(3a) He is going to Delhi.
‘to’ gets translated as ko, or preferably left un-
translated in hnd.
and in tlg as ki (suffixed to the head noun), or
may be left un-translated.

(3b) He is going to his mother.
‘to’ gets translated as ke paasa in hnd.
and daggaraku in tlg

After looking at cases such as (2a), (2b) and (3a),
(3b) where the parse is same i.e., preposition ‘for
and ‘to’ get attached to the main verb ‘have’ and
‘go’ respectively, it is clear that we need to come
up with some criterion which can help us in
achieving our task.

There has been extensive work on understanding
prepositions linguistically, often from various an-
gles. Syntactically (Jackendoff, 1977; Emonds,
1985; Rauh, 1993; Pullum and Huddleton, 2002),
from a Cognitive perspective (Lakoff and Johnson,
1980; Langacker, 1987; Brala, 2000), Semantically
by (Saint-Dizier and Vazquez, 2001; Saint-Dizier,
2005), and the Pragmatic aspects by (Fauconnier,
1994).

The work of automatically selecting the correct
sense has also received good amount of attention
and there have been many attempts to solve the
problem. (Japkowicz et. al, 1991) attempts to trans-
late locative prepositions between English and
French. The paper introduces the notion of ‘repre-
sentation of conceptualization’ based in turn on
(Grimaud, 1988). The paper synthesizes this idea
with the thesis of ideal meaning (Herskovits, 1986).
(Tezuka et. al, 2001) have tried to resolve concep-
tual geographical prepositions using inference rule
based on cognitive maps which people have of the
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external world. (Hartrumpf et al., 2005) use
knowledge representation formalism for PP inter-
pretation.

Some studies pertain to systems which have
been implemented for MT; (Gustavii, 2005) uses
aligned parallel corpora to induce automatic rules
by applying transformation-based learning. (Alam,
2004) make use of contextual information to de-
termine the meanings of over. (Trujillo, 1992) use
a transfer rule based approach to translate locative
PP-phrase, the approach uses the dependency rela-
tions marked as indices with individual word and a
bilingual lexicon which has mapping between
source and target lexical item (with indices).
(Naskar and Bandyopadhyay, 2005) look at the
semantics of the head noun of the reference object
(this is their main criterion) to get the lexical
meaning of prepositions in an English-Bengali MT
system.

The current paper presents a study of preposi-
tions at, for, in, on, to and with in context of Eng-
lish to Indian language MT system. The paper is
arranged as follows; Section 2 describes our ap-
proach to solving the mentioned task, the 3rd sec-
tion shows the performance of our approach along
with the error analysis during the testing phase, we
conclude the paper along with some future direc-
tion in section 4.

2 Our Approach

All the previous attempts can be broadly classified
into 3 main categories; one, where the preposition
is the main focus, concentration is on the semantics
(cognitive or lexical) of the preposition; second,
focus on the verb and the PP which the verb takes
as argument; and lastly, the head noun of the PP
becomes the deciding factor to get the appropriate
sense.

Very few approaches, like (Alam, 2004; Saint-
Dizier and Vazquez, 2001), consider both, the
head (modified) and the complement (modifier)
information, to decide the sense of the preposition.
The modified (or head) is the head of the phrase to
which the PP attaches. The modifier (or
complement) is the head noun of the PP. The
following examples show very clearly why given a
preposition we cannot depend only on the modified
or the modifier separately, and that we must
consider them both to solve the problem.



Considering only the modifier (the complement);

(4a) He apologized to his mother.
‘to’ gets translated as se in hnd
& ki (suffixed to the head noun) in tlg
(4b) He went to his mother.
‘to” gets translated as ke paasa in hnd
& as daggaraku in tlg

Considering only the modified (the head);

(5a) He waits for her at night.
‘at’ gets translated as meM in hnd
& not translated in tlg

(5b) He waits for her at the station.
‘at’ gets translated as par
&aslointlg

Only considering the modifer ‘his mother’ in 4a
and 4b is not sufficient, likewise taking only the
modified ‘waits’ in 5a and 5b will be insufficient,
both the pairs take different senses and have the
same partial contextual enviornment which is
misleading. Hence, the combined context of
complement-head forms a better candidate for
solving the problem. We come across plenty of
cases where isolated information of
modifier/modified can be misleading.

The task of preposition sense selection can be
divided into;

(a) Getting the correct parse (the task of PP at-
tachment, identification of phrasal verb, etc.),

(b) Context and semantic extraction,

(c) Sense selection.

This paper describes the algorithm for achieving
the above mentioned steps. We assume the input to
our module has the correct parse, i.e. Step (a)
above is assumed here. The proposed algorithm is
a component in English to Indian language MT
system*, therefore, the required input can be pre-
sumed to be available. Steps (b, c) above are rule
based, which make use of the modifier-modified
relation, these relations and the properties of modi-
fier/modified form the core of the context in step
(b). We then apply a series of rules, which specify
the context and semantics in which a sense

! (http://shakti.iiit.ac.in). Note here that the proposed

algorithm has been tested with Shakti version 0.83x which has
still not been released. The released version is 0.73.
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is expected to occur.

2.1  Context and semantic extraction

Extraction of context and semantic information (of
modifier/modified) is done automatically by vari-
ous sub-modules which are combined together to
perform the overall task. We use the word ‘con-
text’ very loosely. A context for us is a combina-
tion of various properties which can be syntactic or
lexical, or both; syntactic context can be modifier-
modified relation, lexical properties can be mor-
phological information such as TAM (tense, aspect
and modality) of a verb, class of the verb (Levin,
1993), category of the lexical item and in some
cases the lexical item itself.

The semantics of the modifier and the modified
are captured using WordNet (Miller, 1990), and
certain other resources such as person, place dic-
tionaries, place and time filters (these filters make
use of syntactic cues to mark basic time and place),
etc. We use WordNet to get the hypernyms of a
word. By using this property we can easily get the
broader, more general class/concept for a modi-
fier/modified. Although effective and very intui-
tive, this method has its own problems. We will
elaborate these problems in section 3.2. WordNet
is also used to identify person and place names by
using the hyponym tree for person and place.

Along with the WordNet, as mentioned above,
we use certain other filters such as place and time.
They are used prior to using WordNet. In case a
rule requires the modifier to be a place (rules are
explained in 2.2), this information is acquired from
the place filter. If the filter’s result is negative we
use WordNet. Dictionaries and POS tags are
checked for identifying proper names, we use a
proper name dictionary as POS taggers tend to
have a fixed upper limit especially when it comes
to the identification of named entities. In essence,
the linguistic resources are used in the following
order;

(1) Dictionaries,

(2) Time & Place filter,

(3) WordNet.

Preliminary results have shown that certain
prepositions occurring in the PP complement of
certain verb classes (Levin, 1993) translate to a
specific sense in Hindi. For example, preposition
‘at’ in the case of peer verbs always translates to
kii tarapha or kii ora in Hindi. This knowledge can



be very informational and we plan to pursue this
aspect in the future.

2.2  Sense Selection

We have noticed in the previous examples that the
prepositions from English either get translated as
suffixes to the head noun of the PP (in Telugu) or
as postpositions (in Hindi and Telugu). An
example where a preposition in English gets
translated as postposition in its Telugu translation
is shown below;

(6) The book is on the table.
‘buka taibila paiina undi’
‘Book’ ‘table’ ‘on’  ‘there’

We select the correct sense of the preposition
based on a series of rules which are applied
linearly. These rules have been manually
constructed. We have tried to make the rules
mutually exclusive, so that there are no clashes.
Also, by making sure that the rules are mutually
exclusive we don’t need to worry about the order
in which the rules are listed out in the rule file, thus
making the rule file less fragile. These rules
currently cover around 20 high frequency English
prepositions, these prepositions vary in their
degree of ambiguity; some are highly ambiguous
(e.g. to, by, with, etc.), whereas some are less
ambiguous (e.g. against, around, as, etc.), hence
these are easier to handle.

Various senses on the target side for a given
English preposition are selected on the basis of
rules listed out in a file. The rule file comprises of
tuples, each having 6 attributes.

The attributes are listed below;

a) Source Language preposition

b) Modified category

¢) Constraints on the modified item

d) Modifier category

e) Constraints on the modifier item

f) Dictionary sense id of the source language
preposition

An example of a tuple:
#at, v, -, n, place_close, at%p%5
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(7) He has opened a school at his home.
‘usane apne ghara mem eka skuula kholaa hei’
‘He erg’ “his’ ‘house’ ‘at’ ‘one’ ‘school’‘open’ ‘is’

The rule above requires the modifier to be a
noun and places a constraint “place_close” on it.
We map this constraint (place_close) with some set
of lexical items found in a synset of a hypernym
obtained from  WordNet. For  example,
“place_close” might correspond to ‘housing’,
‘lodging’, ‘building’, etc in a synset. In essence
“place_close” is place holder for different relations
which might be present in a synset. The modified
category and the modifier category can be ex-
tracted after the correct parse of the PP is known;
the constraints applied on the modified and modi-
fier item (point c, e above) can be of various kinds,
some of them are;

e Semantic relations corresponding to
WordNet hypernyms for a given word

o Presence of the lexical item in some list
(eg. verb class)

e Semantic property such as ‘time’ or “place’

o Lexical property such as aspect, negativity

etc.
Worilier cabegory
Comgfraints on i
modifier fem
— Serseld
Consireins on ihe
mockfied item
Modified caegary
Source Lantuage
pregeshion

Figure 3: Single rule tuple

The constraints specified in a tuple can be com-
bined together using logical operators such as
‘and’, ‘or’, ‘negation’. So, for a single rule, multi-



ple constraints can be introduced. For a sense, if
needed, complex constraints can be introduced
which must be satisfied.

#for, v, L%:for.dat && aspect:continuous, n, time,
for%p%?5

(8) He has been playing for years.

‘vaha kaii saalo se khela rahaa hai’

‘He’ ‘many’ ‘years’ “for’ ‘play’ ‘cont.” ‘is’

The above rule (for the Hindi translation) has
two constraints for the modified (which is a verb in
this case), the two constraints have been combined
using an ‘and’ operator (represented using two
ampersands, ‘&&’). Only if the two constraints are
satisfied, the constraint is considered as satisfied
else it is considered as failed. The use of different
logical operator gives a lot of expressive power to
a single rule. Sometimes it might be desirable to
place multiple constraints together, because for a
given sense these constraints always occur together,
and by listing them as separate rules we will miss
out the fact that they co-occur.

It is not always necessary (or possible) to fill the
constraint fields. In fact, sometimes it is even de-
sirable to leave them unspecified. In such a case
we place a hyphen in that field, such as the follow-
ing rule;

#at, v, -, n, place_close, at%p%5

In the above rule, the constraint for the modified
field is unspecified. There are also cases when it is
not desirable to have a translated preposition corre-
sponding to its source;

# 1o, L: verbs.txt, -, n, place, ZZ

(9) He went to Delhi.
‘vaha dilli gayaa’ (in hnd)
‘He’ *Delhi’ *went’

The ‘ZZ’ in the above rule signifies that the
translated sentence will have no preposition corre-
sponding to the preposition ‘to’ when it occurs
with certain verbs which are specified by
“L:verbs.txt” (‘verbs.txt’ is a list of verbs). For the
above Hindi sentence post-position ‘ko’ can

2 List
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perhaps be introduced, i.e. ‘vaha dilli ko gayaa’,
but ‘vaha dilli gayaa’ is more natural, and the
translated sentence is better off without a ‘ko’.
Finally, each preposition handled has a default
rule, which is applied at the end when all the other
rules for that preposition fail; the sense given by
the default rule is based on the most frequent usage
of the preposition at the target side. All the fields
(except the first and last) in the default rule have
hyphens. The default rule for ‘to’ is written below;

to, -, -, -, -, t0%p%1

Some of the rules in the rule file are given below,
for ease of comprehension, we mention the actual
target sense instead of the dictionary id for the last
field (the actual rule file has dictionary sense id)

at, v, L:peer_verbs.txt, n, -, Kii tarapha

at, v, L:transaction_verbs.txt, n, price, meM

for, v, -, n, distance, taka

in, n, animate, n, place, kaa

on, Vv, -, n, time, ko

to, v, L:go_verbs.txt, n, animatelauthority, ke

paasa
with, v, -, n, instrument, se
2.3 Recap

We briefly describe the various steps of the al-
gorithm again;

(@ Given a raw sentence we feed it to the
Shakti MT system which performs various
source language analysis, for our algo-
rithm, information such as PP attachment
and correct identification of the phrasal
verb (if present) is crucial.

(b) The output of step (a) is taken by our
module which automatically constructs
the six field tuple described above. At this
point we can only fill some fields, which
are field 1 (source language preposition),
field 2 (modified category) and field 4
(modifier category).

(c) We then compare this constructed tuple
with the appropriate tuples present in the
rule file. For this constructed tuple to sat-
isfy the various constraints mentioned in
the tuple with which it is compared re-
sources such as place filter, time filter,
lists and WordNet are consulted automati-



cally. The order in which we use these re-
sources has been already been mentioned
in section 2.1. The tuple for which all the
constraints are satisfied is selected, the
last field of this tuple contains the diction-
ary id of the sense.

(d) Output the selected sense.

3 Evaluation

For the current study, experiments were conducted
with 6 high frequency prepositions, they are; at,
for, in, on, to, and with. The algorithm was tested
on 100 sentences for each preposition in both the
language pairs, i.e., 600 sentences for English-
Hindi and 600 sentences for English-Telugu. These
sentences were randomly extracted from the
ERDC? corpus. The corpus contains text from dif-
ferent domains such as medicine, sports, history,
etc. The input to the implemented system was
manually checked and corrected to make sure that
there were no errors in the information which is
expected by the system. The bulk of these correc-
tions involved rectifying the wrong PP attachment
given by the parser and the mistakes in phrasal
verb identification.

Prep* Precision BL | No.of Sense
At 73.4 51.5 5
For 84.05 69.5 6
In 82 65.2 7
On 85 70 3
To 65.2 354 10
With 66 50 6
Table 1{English-Hindi}.
Prep’ Precision BL No. of Sense
At 68 48 5
For 72 50 7
In 82 82 3
On 76 76 2
To 80 80 2
With 94 90 3

Table 2{English-Telugu}.

3Electronic Research and Development Centre, NOIDA
* Prepositions
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3.1

The tables above show the performance of the sys-
tem and compares it with the baseline score (BL).
BL is the precision of the system with only the de-
fault sense. The tables also show the number of
sense which English prepositions can take on the
target side. Table 1 and Table 2 show English-
Hindi and English-Telugu results respectively.

The implemented system gives very promising
results. Certain prepositions give comparably low
precision. The reasons for the inappropriate sense
selection are discussed in the next section. The
English-Telugu results (Table 2) show same
system precision and BL for some preposition (‘in’
and ‘to’). This is because these prepositions have
less number of sense on the target side and all the
instances found in the test data had the default
sense.

Performance

3.2

The errors made by the system were analyzed and
the major reasons for inappropriate sense selection
were;

Error analysis

() Noise generated by WordNet,

(b) Special constructions,

(c) Metonymy,

(d) Ambiguous sentences,

(e) Presence of very general constraints.

The problem of noise generation by WordNet
sometimes leads to surprising and unexpected
sense selection; this is because in WordNet a noun
or verb will have multiple sense, and each of these
senses will have various levels of hypernym syn-
sets, so, while finding various concepts/features
(specified by the rule for a preposition) we need to
look at each one of these senses. We need to do
this because we currently don’t have the sense in-
formation. So, an inappropriate sense might some-
times satisfy the constraint(s) and result in inap-
propriate selection. The solution for this will obvi-
ously be to identify the correct sense of modi-
fier/modified prior to getting its semantic property
from the WordNet.

There are certain constructions in which the
head noun of the PP is a pronoun, which refers
back to a noun. For us this will create a problem, in
such cases we will first need to get the referent



noun and then apply the constraints on it, take the
following example;

(10) The rate at which these reactions occur is
known as rate of metabolism.

In the above example, the head noun of the PP
(at which) refers to the noun (rate) on which we
need to apply the constraints. At present the
coreference information is not available to us,
therefore in such cases the algorithm fails to give
the correct output.

The other reason for failure was the ambiguity
of the sentence itself which could be interpreted in
various ways, like the example below;

(11) Andamaan should go to India.

The above sentence can be interpreted (and
translated) in two ways, the hindi translations for
the two interpretation are;

(11a) ‘andamaan indiaa ko jaanaa chahiye’

‘Andamaan’ ‘India’ ‘to’ ‘go’  ‘should’
India should get Andaman.

(11b) ‘andamaan ko indiaa jaanaa chahiye’

‘Andamaan’ ‘to” ‘India’ ‘visit’ “should’
Andaman should visit India.
In (11a) we get the sense that the

possesion/control of ‘Andamaan’ should go to
‘India’, and in (11b) it is ‘Andamaan’ (the
government of ‘Andamaan’) which is going to
‘India’ (the government of India), as in, The United
States should go to UK, also in (11b) we can have
‘Andamaan’ as somebodys’ name, as in, Ram
should go to India. In such cases we failed to get
the appropriate translation of the preposition as it
in turn depends on the correct interpretation of the
whole sentence. Ambiguity of numerals in a
sentence is yet another case which lead to faliure,
like the following example;

(12) At 83, Vajpayee is overweight.

In the above sentence, the number 83 can either
mean this persons’ (Vajpayee) age or his weight.
The target side translation takes different
preposition sense for these two interpretation.
Hindi takes para and in Telugu ‘at’ is not-
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translated when we treat 83 as weight, and when
treated as age, we get mem and lo/ki in Hindi and
Telugu respectively.

We found that certain prepositions occur in large
number of metonymical usage, like, ‘with’ and
‘at’. The constraints in a rule have been formulated
for the general usage and not the extended usage of
a given word. The example below shows one such
instance;

(13) Great bowlers spend hours after hours at
the nets.

While looking in WordNet for the various
senses of ‘net’ not a single sense matches with the
kind of usage in which ‘net’ is used in the above
sentence.

Certain rules for some of the preposition were
found to be very general, the low performance of
‘for’ and ‘to’ in telugu and hindi respectively are
mainly due to this reason. In general, formulating
rules (English-Hindi) for preposition ‘to’ was very
difficult. This was because ‘to’ can have around 10
senses in Hindi. The rules with very general
constraints tend to satisfy cases where they should
have failed. One has to revisit them and revise
them.

4  Conclusion and Future Work

In this paper we described an approach to select
the appropriate sense for a preposition from an
English to Indian language MT perspective, we
discussed the issues involved in the task, we ex-
plained the steps to achieve the required task;
which are, semantic and context extraction, and
sense selection. We reported the performance of
the system, and showed that our approach gives
promising results. We also discussed the identified
problems during the error analysis; such as noise
generation by WordNet.

One of the pertinent tasks for the future would
be to come up with a solution to reduce the noise
generated by WordNet. The scope of rule file in
terms of handling more prepositions needs to be
broadened. We would like to extend this work to
handle complex preposition. Finally, we would like
to explore if ML techniques can be combined with
the rule base to exploit the benefits of both the ap-
proaches.
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