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Abstract largely idiosyncratic, because its meaning (“to chat”)

does not have much to do with the meaninghbot

or breeze MWESs such agjive a try(“try”) and make

a decision(“decide”) are semantically less idiosyn-
cratic (more predictable). These are MWEs because
the overall meaning of the expression diverges from
the combined meanings of the constituents. Nonethe-
less, there is some degree of predictability in their
meanings that makes them distinct from idioms. In
these, the complement of the verb (here, a noun) de-
termines the primary meaning of the overall expres-
sion. This class of expressions is referred to as light
1 Motivation verb constructions (LVCs) in the linguistics literature

Multiword expressions (MWES) are widely used in(Mlyamoto, 2000; Butt, 2003).
written language as well as in colloquial speech. An Clearly, acomputational system should distinguish
MWE is composed of two or more words that toddioms and LVCs, both from each other, and from
gether form a single unit of meaning, efgying pan ~ Similar-on-the-surface (literal) phrases suctshsot
take a strol] andkick the bucketMost MWESs behave the bird andgive a present Idioms are largely id-
like any phrase composed of multiple words, e.giosyncratic; a computational lexicographer thus may
their components may be separated, aSlie took a decide to list idioms such ahoot the breez@a a lex-
relaxing stroll along the beactNonetheless, MWEs icon along with their idiomatic meanings. In contrast,
are distinct from multiword phrases because they irfhe meaning of MWEs such asake a decisioran
volve some degree of semantic idiosyncrasy, i.e., tft€ largely predicted, given that they are LVCs. Ta-
overall meaning of an MWE diverges from the comble 1 shows the different underlying semantic struc-
bined contribution of its constituent parts. Because dfiré of a sentence containing an idioshoot the
their frequency and their peculiar behaviour, MWE$reez¢ and a sentence containing an LVGie a
pose a great challenge to the creation of natural lafY)- As can be seen, such MWEs should also be
guage processing (NLP) systems (Sag et al., googgeated differently when translated into another lan-
NLP applications, such as semantic parsing and mguage. Note that in contrast to a literal combination,
chine translation should not only identify MWEs, butsuch ashoot the birdfor idioms and LVCs, the num-
also should know how to treat them when they arBer of arguments expressed syntactically may differ
encountered. from the number of the semantic participants.
Semantic idiosyncrasy is a matter of degree (Nun- Many NLP applications also need to distinguish
berg et al., 1994). The idiorshoot the breezés another group of MWESs that are less idiosyncratic

We identify several classes of multiword ex-
pressions that each require a different encod-
ing in a (computational) lexicon, as well as
a different treatment within a computational
system. We examine linguistic properties
pertaining to the degree of semantic idiosyn-
crasy of these classes of expressions. Ac-
cordingly, we propose statistical measures to
qguantify each property, and use the measures
to automatically distinguish the classes.
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Class English sentence Semantic representation Fremdiarian

Literal Jill and Tim shotthe bird. (eventGHOOT Jill et Tim ont_abattu’oiseau.
:agent (Jill A Tim”)  Jill and Tim shot down the bird.
:theme (hird"))

Abstract  Jill makes a livingsinging in pubs. (eventEARN- MONEY Jill gagne sa vieen chantant dans des bars.
:agent (Jill)) Jill makes a living by singing in  the pubs.
LvC Jill gavethe lasagna a try (eventTRY Jill a essayée lasagne.
:agent (Jill”) Jill  tried the lasagna.

:theme (fasagnd))

Idiom Jill and Tim shot the breeze (eventCHAT Jill et Tim ont bavardé
:agent (Jill A Tim”)) Jilland Tim  chatted.

Table 1:Sample English MWEs and their translation in French.

than idioms and LVCs, but more so than literal comef our proposed measures. Section 6 discusses the
binations. Examples includgive confidenceand related studies, and Section 7 concludes the paper.
make a living These are idiosyncratic because the

meaning of the verb is a metaphorical (abstrac Semantic ldiosyncrasy: Linguistic

extension of its basic physical semantics. More- Properties

over, they often take on certain connotations be- 4 lexi h ¢ i .
yond the compositional combination of their con-l‘mgu'StS and lexicographers often attribute certain

stituent meanings. They thus exhibit behaviour Of(_:haracteristics to semantically idiosyncraﬁc eXpres-
ten attributed to collocations, e.g., they appear witR'oNs: So_me_ of the Wldely-knqwn properties are in-
greater frequency than semantically similar combinas-t'tuuon‘f"!'zat'(_m' Iequsyntactlc flx.edness, and non-
tions. For example, searching on Google, we founaomposmonallty (Cowie, 19815 Gibbs and Nayak,
much higher frequency fajive confidenceompared 1989; Moon, 1998). The following parggraphs elab-
to grant confidenceAs can be seenin Table 1, an ab_orat_e on _e_ach property, as well as on its relevance to
stract combination such asake a living although the identification of the classes under study.

largely compositional, may not translate word-for{nstitutionalization is the process through which a
word. Rather, it should be translated taking into accombination of words becomes recognized and ac-

count that the verb has a metaphorical meaning, di¢epted as a semantic unit involving some degree of
ferent from its basic semantics. semantic idiosyncrasy. IDMs, LVCs, and ABS com-

Here, we focus on a particular class of Engnsfpinations are institutionalized to some extent.
MWESs that are formed from the combination of aLexicosyntactic fixednesgefers to some degree of

verb with a noun in its direct object position, re-lexical and syntactic restrictiveness in a semantically
ferred to as verb+noun combinations. Specificallyidiosyncratic expression. An expression is lexically
we provide a framework for identifying members offixed if the substitution of a semantically similar
the following semantic classes of verb+noun combiword for any of its constituents does not preserve its
nations: (i) literal phrases (LIT), (ii) abstract combi-original meaning (e.g., compaspill the beansand
nations (ABS), (iii) light verb constructions (LVC), spread the beafsIn contrast to LIT and ABS com-
and (iv) idiomatic combinations (IDM). Section 2 binations, IDMs and LVCs are expected to exhibit
elaborates on the linguistic properties related to thiexical fixedness to some extent.

differences in the degree of semantic idiosyncrasy An expression is syntactically fixed if it cannot un-
observed in members of the above four classes. ttergo syntactic variations and at the same time retain
Section 3, we propose statistical measures for quaits original semantic interpretation. IDMs and LVCs
tifying each of these properties, and use them as feare known to show strong preferences for the syn-
tures for type classification of verb+noun combinatactic patterns they appear in (Cacciari and Tabossi,
tions. Section 4 and Section 5 present an evaluatid®93; Brinton and Akimoto, 1999). E.g., compare

10



Joe gave a groarmwith ?A groan was given by Joe 3.1 Measuring Institutionalization

andTim kicked the bucketith * Tim kicked the buck- Corpus-based approaches often assess the degree of

ets(in the idiom reading). Nonetheless, the type anghggitytionalization of an expression by the frequency
degree of syntactic fixedness in LVCs and IDMs arg;ith which it occurs. Raw frequencies drawn from

different. For example, most LVCs prefer the pattern, corpus are not reliable on their own, hence asso-
in which the noun is introduced by the indefinite arti'ciation measures such as pointwise mutual informa-
clea(as ingive a tryandmake a decision whereas o (PMI) are also used in many NLP applications

this is not the case with IDMs (e.ghoot the breeze (Church et al., 1991). PMI of a verb+noun combina-
andkick the buckgt IDMs and LVCs may also eX- tion <y n- is defined as:

hibit preferences with respect to adjectival modifica-

tion of their noun constituent. LVCs are expected to PMI(v, n) = log Plv, n)

appear both with and without an adjectival modifier, P(v) P(n)

as ingive a (loud) groarandmake a (wise) decision ~ log fGx #)f (v, n) (1)
IDMs, on the other hand, mostly appear either with f(v,*) f(x, n)

an adjective, as ilkeep an open min¢tf. xeep a \nere all frequency counts are calculated over
mind), or without, as irshoot the breezf. %shoot  yerp—opject pairs in a corpus. We use both frequency
the fun breeze and PMI of a verb+noun combination to measure its
Non-compositionality refers to the situation where degree of institutionalization. We refer to this group
the meaning of a word combination deviates fronof measures asNST.

the meaning emerging from a word-by-word inter- ) )

pretation of it. IDMs are largely non-compositional,3-2 Measuring Fixedness

whereas LVCs are semi-compositional since theifo measure fixedness, we use statistical measures of
meaning can be mainly predicted from the noun corlexical, syntactic, and overall fixedness that we have
stituent. ABS and LIT combinations are expected tdeveloped in a previous study (Fazly and Stevenson,
be largely compositional. 2006), as well as some new measures we introduce
here. The following paragraphs give a brief descrip-

None of the above-mentioned properties are suff]-
tion of each.

cient criteria by themselves for determining which . . !
y g Fixednessex quantifies the degree of lexical fixed-

semantic class a given verb+noun combination be- .
. : ness of the target combinatiorw, n>-, by compar-
longs to. Moreover, semantic properties of the con-

stituents of a combination are also known to be rele- Its strength of association (measured by PMI)

P . with those of its lexical variants. Like Lin (1999),
vant for determining its class (Uchiyama et al., 2005). . . .

- . ‘we generate lexical variants of the target automati-
Verbs may exhibit strong preferences for appearlngall by replacing either the verb or the noun con-
in MWEs from a particular class, e.@ive takeand y by Tep g

. stituent by a semantically similar word from the
makecommonly form LVCs. The semantic category . . .

. automatically-built thesaurus of Lin (1998). We then
of the noun is also relevant to the type of MWE, e.g.,

the noun constituent of an LVC is often a predicativcife da stanc.iard statistic, thescore, to calculate
one. We hypothesize that if we look at evidence from PXECneSlen

[ il fi PMI — PMI
all these different sources, we W|I_I fl_nd members of .. dnessie (v, m) = (v, n) )
the same class to be reasonably similar, and members std

of different classes to be notably different.

wherePMI is the mean andtd the standard devia-
tion over the PMI of the target and all its variants.
Fixednesssy, quantifies the degree of syntactic
fixedness of the target combination, by comparing
This section introduces measures for quantifying thigs behaviour in text with the behaviour of a typical
properties of idiosyncratic MWESs, mentioned in theverb—object, both defined as probability distributions
previous section. The measures will be used as feaver a predefined set of patterns. We use a stan-
tures in a classification task (see Sections 4-5).  dard information-theoretic measure, relative entropy,

3 Statistical Measures of Semantic
Idiosyncrasy
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z SZEQ/L;;L 259 v detnuLL Ny wherea; € {present,absent}. Fixedness,q; does

v detthe n, |v detthe n, not determine which pattern of modification the tar-

v detpEM Nsg v detbEM  ny get combination prefers most. We thus add another
v detross  n, | v detPoss ny measure—the odds of modification—to capture this:

V  detOTHER Ny | AELANY Ny pi D€ Viassive

Table 2:Patterns for syntactic fixedness measure. Odds,gj(v, n) = P(a; = present|v, n) (7)

P(a; = absent|v, n)

to calculate the divergence between the two distribu- OVerall, we use six measures related to fixedness;

tions as follows: we refer to the group dsl XD.
Fixednesssyn (v, 1) 3.3 Measuring Compositionality
= D(P(ptlv,n)|| P(pt)) Compositionality of an expression is often approxi-
P(pty|v, n) mated by comparing the “context” of the expression

= 3 P(ptelv, n)log

P(pty,) (3 with the contexts of its constituents. We measure
plEP

the degree of compositionality of a target verb+noun
combination,t =<wv, n>-, in a similar fashion.

where P is the set of patterns (shown in Table 2) .
known to be relevant to syntactic fixedness in LVCs We take the context of the targe) @nd each of its

and IDMs. P(pt| v, n) represents the syntactic be_constituentSz( andn) to be a vector of the frequency

haviour of the target, angt(pt) represents the typical of ncc;uns co;)ccurnng with : Vf{'t_h'r_]l aw 'PSOW of5 h
syntactic behaviour over all verb—object pairs. words. We then measure the "similarity” between the

Fixednessgy, does not show which syntactic pat_target and each of its constituenfma; (¢, v) and

tern the target prefers the most. We thus use an addidist (#, n), using thecosine measure.
tional measurePatterng,,, to determine the domi- ~ Recall thatan LVC can be roughly paraphrased by

nant pattern for the target: a yerb that is morphologica_lly related to its noun con-
stituent, e.g.tfo make a decisionearly meanso de-
Patterngom (v, n) = argmaxf(v, n, pt) (4) cide For each target, we thus add a third measure,
ptr€P Simg;ist (¢, 70), Whererv is a verb morphologically

. o ) related to the noun constituent §fand is automati-
In add!tlon to the |nd|V|dl_JaI measqr_es of f|xedness¢a”y extracted from WordNet (Fellbaum, 19938).
we USEFIX?dneSSOVera“’ which quantifies the degree We use abbreviatio@OMP to refer to the group of
of overall fixedness of the target. measures related to compositionality.

Fixednessoveran (v, 1) 3.4 The Constituents

= o Fixednessgy, (v, n)

Recall that semantic properties of the constituents of
+ (1 — @) Fixednessex (v, 1) (5) prop

a verb+noun combination are expected to be relevant
_ _ I . to its semantic class. We thus add two simple fea-
where o weights the relative contribution of lexi- o , ) ..
cal and syntactic fixedness in predicting semantic i(}ure groups: (i) the verb itselMERB); and (i) the

y P 9 semantic category of the noun according to WordNet

losyncrasy. (NSEM. We take the semantic category of a noun to

fFéxedneSSadj qute;l_ntlfl_es th_ehdegree of flxc;e_dngssge the ancestor of its first sense in the hypernym hier-
of the target combination with respect to adjectiva rchy of WordNet 2.1, cut at the level of the children

modification of the noun constituent. It is similar to
the syntactic fixedness measure, except here there areour preliminary experiments on development data from Fa-
only two patterns that mark the presence or abseng and Stevenson (2006) revealed thatdteine measure and a

. . . . i window size oft5 words resulted in the best performance.
of an adjectival modifier preceding the noun: 2If no such verb existsSimas: (¢, 7v) is set to zero. If more
than one verb exist, we choose the one that is identical to the

Fixedness,qj(v, n) = D(P(a;|v,n)|| P(a;)) (6) noun orthe one thatis shorter in length.
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of ENTITY (which will include PHYSICAL ENTITY  contain240, 84, and84 pairs, respectively.

andABSTRACT ENTITY).2
4.2 Human Judgments

4 Experimental Setup We asked four native speakers of English with suf-

4.1 Corpus and Experimental Expressions ficient linguistic background to annotate our exper-

imental expressions. The annotation task was ex-
: i ] . pected to be time-consuming, hence it was not feasi-
matically parsed using the Collins parser (Collinsyq ¢ 4 the judges to annotate all the expressions.
1999), and further processed with TGreép2We Instead, we asked one judge to be our primary anno-

select our potential experimental expressions fror&tor’ PA henceforth. ®A is an author of this paper,
pairs of verb and direct object that have a minimunBut the other three judges are not.)

frequency 9f25 n the BNC and tr_“'_"t involve one First, PA annotated all thé32 expressions selected
of a predefined list of basic (transitive) verbs. Ba-

. o o as described in Section 4.1, and remogéaf them
sic verbs, which in their literal uses refer to states Ofrhat could be potential sources of disagreement for
acts central to human experience (egive andput),

v f MWES i binati ith their di various reasons (e.g., if an expression was unfamil-
cor?mt?nyi orm N Scm cpmtlnla '558\/;' We;urg " iar or was likely to be part of a larger phrase). Next,
rect objec argumen_( owie etat, ). We uze v¥e divided the remaining63 pairs into three equal-
such verbs ranked highly according to the number Uised sets. and gave each set to one of the other
different nouns they appear with in the BNC. Hereud es to ;;mnotate The iudaes were diven a com-
are the verbs in alphabetical order: Judges & . ) Juages 9

o . ' prehensive guide for the task, in which the classes
bring, find, get, give, hold, keep, lose, make, put, seet@@t, o0 gefined solely in terms of their semantic prop-
To guarantee that the final set of expressions CoRties  since expressions were annotated out of con-

tains pairs from all four classes, we pseudo-randomiy, yne-based), we asked the judges to annotate the
select them from the initial list of pairs extracted frompredominant meaning of each expression
the BNC as explained above. To ensure the inclusion We use the annotations eA as our gold standard

of IDMs, we consult two idioms dictionaries (COW'efor evaluation, but use the annotations of the others

et al, 19.83; Seaton and Macaulay,_ 20_02)' _TO 5 measure inter-annotator agreement. The observed
sure we include LVCs, we select pairs in which theagreementl(o) betweenpa and each of the other

noun has a morphologically related verb accordingvee annotators af.8%, 72.2%, and67%, respec-
to WordNet. We also select pairs whose noun is n?f\/ely The kappa K) scéres aré72 62 'and 56
morphologically related to any verb to ensure the in"I'he reasonably high agreement s’core’s confirm that

C'“S"?” of LIT_comblnatlons. ) the classes are coherent and linguistically plausible.
This selection process resulted 682 pairs, re-

duced to563 after annotation (see Section 4.2 fory 3 c|assification Strategy and Features

details on annotation). Out of thesk}8 are LIT, o ] )
196 are ABS.102 are LVC. andl117 are IDM. We Ve use the decision tree induction system C5.0 as

randomly choosd02 pairs from each class as ourour machine learning software, and the measures pro-
final experimental expressions. We then pseudd?—osed in Section 3 as features in our classification ex-
randomly divide these into trainingRAIN), devel- periment$ We explore the relevance of each feature
opment OEV), and testtEsT) data sets, so that each9"0UP in the overall classification, as well as in iden-
set has an equal number of pairs from each class. {ifying members of each individual class.

addition, we ensure that pairs with the same verb that )

belong to the same class are divided equally amorgy EXPerimental Results

the three sets. Our fin@RAIN, DEV, andTEST sets

We use the British National Corpus (BNExuto-

We performed experiments avev to find features

3Experiments on development data show that looking at aloSt relevant for classification. These experiments
senses of a noun degrades performance.

*http://ww. nat cor p. ox. ac. uk. ®Experiments oEV using a Support Vector Machine algo-

Shttp://tedl ab. mit.edu/ ~dr/ Tgrep2. rithm produced poorer results; we thus do not report them.

13



revealed that removin§img; (¢, v) resulted in bet- Only the features in group e (%RER)

ter performance. This is not surprising given that ba- ::lN% 28'7 (%gg))
sic verbs are highly polysemous, and hence the distri- COowP 405  (20.7)

- ; VERB 429  (23.9)
butional cor_1text of a basic yerb may not correspopd NSEM 303 (19.1)
to any particular sense of it. We thus remove this ALL 58.3  (44.4

feature (fromCOVP) in experiments OITEST. Re-

sults presented here are on ttesT set; those on the Table 3: Accuracy (%dcc) and relative error reduction
. . %RER) overTEST pairs, for the individual feature groups, and

DEV set have similar trends. Here, we first look at the,, 4| features combined.

overall performance of classification in Section 5.1.

Section 5.2 presents the results of classification for ~Allfeatures except those ingroup 8¢ (%RER)

the individual classes. I NST 53.6 (38.1)
FI XD 47.6 (30.1)

L. COVP 56 (41.3)

5.1 Overall Classification Performance VERB 8.8 (31.7)
Table 3 presents the results of classification—in NSEM 46.4  (28.5)
ALL 58.3  (44.9

terms of average accuracy @ec) and relative er-
ror reduction (Y®ER)—for the individual feature Table 4: Accuracy (%icc) and relative error reduction
groups, as well as for all groups combined. The bas€4RER) overTESTpairs, removing one feature group at a time.
line (chance) accuracy i85% since we have four

equal-sized classes TEST. As can be seer,NST ] ) ]
features yield the lowest overall accuracy, arounaIe 3 above, except Some differences which we dis-
36%, with a relative error reduction of only4% cuss below. Removingl XD features results in a

over the baseline. This shows that institutionalizagraStIC decrease in performanci) (%), while the

tion, although relevant, is not sufficient for distin-"émoval of I NST and COVP features cause much
guishing among different levels of semantic idiosyn-small_er drops in perfgrmanc@.?% and2.3%, re-
crasy. InterestinglyFl XD features achieve the high- SPECtIVElY). Here again, we can see that features re-
est accuracyp0%, with a relative error reduction of Iate_d to the semantics of _the v_erb and the noun are
33%, showing that fixedness is a salient aspect of Sé_ahent featur_es. Remow_ng either of these results
mantic idiosyncrasyCOVP features achieve reason-" @ Substantial decrease in performances% and
ably good accuracy, arouri@%, though still notably 11.9%, respe_ctlvely—whlch Is comparable to the_de—
lower than the accuracy & XDfeatures. This is es- C'€ase resulting from removirig XDfeatures. This
pecially interesting since much previous research hisan mterestlng. observation, sinvERB and NSEM
focused solely on the non-compositionality of MWEZEaIUTes, on their own, do not perform nearly as well
to identify them (McCarthy et al., 2003; Baldwin et@S F! XD features. It is thus necessary to futher in-
al., 2003; Bannard et al., 2003). Our results confir{eStigate the performance of these groups on larger
the relevance of this property, while at the same timdata sets with more variability in the verb and noun

revealing its insufficiency. Interestingly, features reConstituents of the expressions.

lated to the semantic properties of the constituents, >  performance on Individual Classes
VERB andNSEM overall perform comparably to the
compositionality features. However, a closer look aYVe now look at the performance. of ‘the feat_u re
their performance on the individual classes (see Sedrtoups, both separately and combined, on the indi-

tion 5.2) reveals that, unlik€OMP, they are mainly vidual classes. For each combination of class and

good at identifying items from certain classes. Ageature group, thd’-measures of classification are

; - ; iven in Table 5, with the two highest-measures
hypothesized, we achieve the highest performancg,r each class shown in boIdfaEge These results

an accuracy 058% and a relative error reduction of 0 o .
44%. when we combine all features. show that the combination of all feature groups yields

Table 4 displays classification performance, Wheﬂ;e best olr tfh etsgcon?-best perfo_rmt?]nce ofn all four
we use all the feature groups except one. These (g 2sSes. (Infact, in only one case is the performance

sults are more or less consistent with those in Ta- “Our F-measure gives equal weights to precision and recall.
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Only the features in group i ; ; e L .
Class TRST ETXD COVPVERE —NSEM™ ALL particularly important for the identification of highly

T 48 42 51 &4 57 860 idiosyncratic MWEs, such as LVCs and IDMs.
ABS 40 32 17 .27 49 .46

LvC 21 58 .47 55 - .68

DM 33 67 42 0 - .56 6 Related Work

Table 5: F-measures omesT pairs, for individual feature Much recent work on classifying MWEs focuses on

groups and all features combined. determining different levels of compositionality in
verb+particle combinations using a measure of distri-

ANNOTATOR; ANNOTATOR; ANNOTATOR3 butional similarity (McCarthy et al., 2003; Baldwin
6'15_‘55 gzﬂﬂé i %’5“3 s (V‘g’lv4 i et al., 2003; Bannard et al., 2003). Another group of
ABS 83 63 766 46 78 52 research attempts to classify a particular MWE sub-
LvC 91 71 83 54 877 .61 type, such as verb-particle constructions (VPCs) or

IDM 92 .73 872 63 82 .59 LVCs, according to some fine-grained semantic crite-

Table 6: Per-class observed agreement and kappa score t{@ (Wanner’ 2004, UChiyama e_t 6_1|., 2_005; Cook and
tweenpa and each of the three annotators. Stevenson, 2006). Here, we distinguish subtypes of
MWEs that are defined according to coarse-grained
distinctions in their degree of semantic idiosyncrasy.
of ALL features notably smaller than the best perfor- \yormter and Hahn (2004) recognize the impor-
mance achieved by a single feature group.) tance of distinguishing MWE subtypes that are sim-
Looking at the performance &iLL features, we jjar to our four classes, but only focus on separat-
can see that we get reasonably higfmeasure for j,q MWES as one single class from literal combina-
all classes, except for ABS. The relatively low valuegions. For this, they use a measure that draws on the
of p, and: on this class, as shown in Table 6, suggesfmited modifiability of MWES, in addition to their
that this class was also the hardest to annotate. 'té&pected high frequency. Krenn and Evert (2001)
pqssible that members of this class share propertig&empt to separate German idioms, LVCs, and lit-
with other classes. The extremely poor performancga| phrases (of the form verb+prepositional phrase).
of the COMP features on ABS also reflects that perthey treat LVCs and idioms as institutionalized ex-
haps members of this class are not coherent in teMagessions, and use frequency and several association
of their degree of compositionality (€.9, compgiee  measures, such as PMI, for the task. The main goal
confidenceandmake a living. In the future, we need of theijr work is to find which association measures
to incorporate more coherent membership criteria fofre particularly suited for identifying which of these
this class into our annotation procedure. classes. Here, we look at properties of MWES other

According to Table 5, the most relevant featurghan their institutionalization (the latter we quantify
group for identifying members of the LIT and ABS using an association measure).

classes isNSEM This is expected sinddSEMis a bi-
nary feature determining whether the nounis&' s-

The work most similar to ours is that of Venkata-
3 pathy and Joshi (2005). They propose a minimally-
ICAL ENTITY OF an ABSTRACT ENTITY." AMONG g henvised classification schema that incorporates a
other feature group$,NST features also perform rea- variety of features to group verb+noun combinations

sonably well on both these classes. The mostrelevagt o rding to their level of compositionality. Their
feature group for LVC and IDM i§| XD. (Note that ,5k has the advantage of requiring only a small

for IDM, the performance of this group is notably gmqaynt of manually-labeled training data. However,
higher thanALL). On the other hand,NST features ¢ classes are defined on the basis of composition-
have a very poor performance on these classes, relfjiy only. Here, we consider classes that are linguis-
forcing that IDMs and LVCs may not necessarily apsjcaly salient, and moreover need special treatment
pear with significantly high frequency of occurrenceyithin a computational system. Our work is also dif-

in a given corpus. Fixedness features thus prove to R&ant in that it brings in a new group of features, the

#Since this is a binary feature, it can only distinguish twof'xedne_ss_measures’ which prove to be very effective
classes. In the future, we need to include more semantisedas in identifying particular classes of MWEs.
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7 Conclusions Paul Cook and Suzanne Stevenson. 2006. Classifying

) ) ) particle semantics in English verb-particle construc-
We have provided an analysis of the important char- tions. InProc. of COLING-ACL'06 Wkshp. on Multi-
acteristics pertaining to the semantic idiosyncrasy of word Expression$5-53. _
MWEs. We have also elaborated on the relationAnthony P. Cowie, Ronald Mackin, and Isabel R. McCaig.
ship between these properties and four linguistically- égﬁigéfoguﬁ);c“onary of Current Idiomatic English
motivated classes of verb+noun combinations, fallingnthony . Cowie. 1981. The treatment of collocations
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