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Preface

Museums, archives, and libraries around the world maintain large collections of cultural heritage objects,
such as archaeological artefacts, sound recordings, historical manuscripts, or preserved animal specimens.
Large scale digitisation projects are currently underway to make these collections more accessible. The
natural next step after digitisation is the development of powerful tools to search, link, enrich, and
mine the digitised data. Language technology has an important role to play in this endeavour, even for
collections which are primarily non-textual, since text is the pervasive medium used for metadata. At the
same time, the cultural heritage domain poses special challenges for the NLP community, including the
use of historical or non-standard language and orthography, the presence of OCR or transcription errors
in the input data, and the necessity to deal with data from various media and languages. The cultural
heritage domain is therefore also a challenging and interesting testbed for the robustness of existing
language technology.

The ACL 2007 workshop on Language Technology for Cultural Heritage Data is to be seen in the context
of a growing interest in the development of IT solutions for the cultural heritage domain, as witnessed by
numerous national and international research initiatives, such as CATCH (Continuous Access to Cultural
Heritage), DigiCULT (Digital Culture), MALACH (Multilingual Access to Large Spoken Archives), and
MultiMatch (Multilingual/Multimedia Access To Cultural Heritage).

We solicited papers describing new and original work on all aspects of language technology for the
cultural heritage domain. Out of the 22 submissions received, 11 were selected for inclusion in the
workshop programme following a peer-review process. The list of papers reflects the current breadth
of this exciting and expanding area, with topics covering improved access to cultural heritage data
(combining digital libraries with treebanks, mono- and cross-lingual information retrieval, dealing with
controlled vocabularies), methods for aligning hand-written documents with their transcripts, named
entity recognition for historical texts, knowledge discovery in databases, and museum visitor path
prediction. An invited talk by Douglas W. Oard on the MALACH project completes the workshop
programme.

We would like to thank all authors who submitted papers for the hard work that went into their
submissions. We are also extremely grateful to the members of the programme committee for their
thorough reviews, and to the ACL 2007 organisers, especially the ACL 2007 Workshop Chair Simone
Teufel, for their help with administrative matters. Special thanks to our invited speaker Doug Oard and
to the MultiMatch project for their generous sponsorship of the workshop.

Antal van den Bosch
Claire Grover
Caroline Sporleder
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Abstract 

This paper provides a description and 
evaluation of a generic named-entity rec-
ognition (NER) system for Swedish applied 
to electronic versions of Swedish literary 
classics from the 19th century. We discuss 
the challenges posed by these texts and the 
necessary adaptations introduced into the 
NER system in order to achieve accurate 
results, useful both for metadata genera-
tion, but also for the enhancement of the 
searching and browsing capabilities of Lit-
teraturbanken, the Swedish Literature 
Bank, an ongoing cultural heritage project 
which aims to digitize significant works of 
Swedish literature. 

1 Introduction 

In this paper we investigate generic named entity 
recognition (NER) technology and the necessary 
adaptation required in order to automatically anno-
tate electronic versions of a number of Swedish 
literary works of fiction from the 19th century. 
Both the genre and language variety are markedly 
different from the text types that our NER system 
was originally developed to annotate. This presents 
a challenge, posing both specific and more generic 
problems that need to be dealt with. 

In section 2 we present briefly the background 
and motivation for the present work, and section 3 
gives some information on related work. In section 
4 we provide a description of the named entity rec-
ognition system used in this work, its entity taxon-
omy, including the animacy recognition compo-
nent and the labeled consistency approach that is 

explored. Problems faced in the literary texts and 
the kinds of adaptations performed in the recogni-
tion system as well as evaluation and error analysis 
are given in section 5. Finally, section 6 summa-
rizes the work and provides some thoughts for fu-
ture work. 

2 Background 

Litteraturbanken <http://litteraturbanken.se/> (the 
Swedish Literature Bank) is a cultural heritage pro-
ject financed by the Swedish Academy1. Littera-
turbanken has as its aim to make available online 
the full text of significant works of Swedish litera-
ture, old and new, in critical editions suitable for 
literary research and for the teaching of literature. 
There is also abundant ancillary material on the 
website, such as author presentations, bibliogra-
phies, thematic essays about authorships, genres or 
periods, written by experts in each field.  

Similarly to many other literature digitization 
initiatives, most of the works in Litteraturbanken 
are such for which copyright has expired (i.e., at 
least 70 years have passed since the death of the 
author); at present the bulk of the texts are from the 
18th, 19th and early 20th century. However, there 
is also an agreement with the organizations repre-
senting authors’ intellectual property rights, allow-
ing the inclusion of modern works according to a 
uniform royalty payment scheme. At present, Lit-
teraturbanken holds about 150 works – mainly 
novels – by about 50 different authors. The text 
collection is slated to grow by 80–100 novel-length 
works (appr. 4–6 million words) annually. 

                                                 
1 The present permanent version of Litteraturbanken was pre-
ceded by a two-year pilot project by the same name, funded by 
the Bank of Sweden Tercentenary Foundation. 
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Even at outset of the Litteraturbanken project, it 
was decided to design the technical solutions with 
language technology in mind. The rationale for this 
was that we saw these literary texts not only as rep-
resenting Sweden’s literary heritage, but also as 
high-grade empirical data for linguistic investiga-
tions, i.e. as corpus components. Hence, we wanted 
to build an infrastructure for Litteraturbanken 
which would allow this intended dual purpose of 
the material to be realized to the fullest.2 However, 
we soon started to think about how the kinds of 
annotations that language technology could pro-
vide could be of use to others than linguists, e.g. 
literary scholars, historians and researchers in other 
fields in the humanities and social sciences.  

Here, we will focus on one of these annotation 
types, namely NER and entity annotation. Com-
bined with suitable interfaces for displaying, 
searching, selecting, correlating and browsing 
named entities, we believe that the recognition and 
annotation of named entities in Litteraturbanken 
will facilitate more advanced research on literature 
(particularly in the field of literary onomastics; see 
Dalen-Oskam and Zundert, 2004), but also, e.g., 
historians could find this facility useful, insofar as 
these fictional narratives also contain, e.g. descrip-
tions of real locations, characterizations of real 
contemporary public figures, etc. Flanders et al. 
(1998: 285) argue that references to people in his-
torical sources are of intrinsic interest since they 
may reveal “networks of friendship, enmity, and 
collaboration; familial relationships; and political 
alliances […] class position, intellectual affilia-
tions, and literary bent of the author”. 

3 Related Work 

The presented work is naturally related to research 
on NER, particularly as applied to dia-
chronic/historical corpora. The technology itself 
has been applied to various domains and genres 
over the last couple of decades such as financial 
news and biomedicine, with performance rates dif-
ficult to compare since the task is usually tied to 
particular domains/genres and applications. For a 
concise overview of the technology see Borthwick, 

                                                 

                                                

2 This precluded the use of ready-made digital library or CMS 
solutions, as we wanted to be compatible with emerging stan-
dards for language resources and tools, e.g. TEI/(X)CES and 
ISO TC37/SC07, which to our knowledge has never been a 
consideration in the design of digital library or CM systems. 

(1999). Even though this technology is widely used 
in a number of domains, studies dealing with his-
torical corpora are mostly comparatively recent 
(see for instance the recent workshop on historical 
text mining; 
<http://ucrel.lancs.ac.uk/events/htm06/>).  

Shoemaker (2005) reports on how the Old Bai-
ley Proceedings, which contain accounts of trials 
that took place at the Old Bailey, the primary 
criminal court in London, between 1674 and 1834, 
was marked up for a number of semantic catego-
ries, including the crime date and location, the de-
fendant’s gender, the victim’s name etc. Most of 
the work was done manually while support was 
provided for automatic person name3 identification 
(cf. Bontcheva et al., 2002). The author mentions 
future plans to take advantage of the structured 
nature of the Proceedings and to use the lists of 
persons, locations and occupations that have al-
ready been compiled for annotating new texts.  

Crane and Jones (2006) discuss the evaluation of 
the extraction of 10 named entity classes (personal 
names, locations, dates, products, organizations, 
streets, newspapers, ships, regiments and railroads) 
from a 19th century newspaper. The quality of 
their results vary for different entity types, from 
99.3% precision for Streets to 57.5% precision for 
Products. The authors suggest the kinds of knowl-
edge that digital libraries need to assemble as part 
of their machine readable reference collections in 
order to support entity identification as a core ser-
vice, namely, the need for bigger authority lists, 
more refined rule sets and rich knowledge sources 
as training data. 

At least least two projects are also relevant in 
the context of NER and historical text processing, 
namely NORA <http://www.noraproject.org/> and 
ARMADILLO 
<http://www.hrionline.ac.uk/armadillo/>. The goal 
of the first is to produce text mining software for 
discovering, visualizing, and exploring significant 
patterns across large collections of full-text hu-
manities resources in existing digital libraries. The 
goal of the latter is to evaluate the benefits of 
automated mining techniques (including informa-
tion extraction) on a set of online resources in 
eighteenth-century British social history. 

 
3 By using the General Architecture for Text Engineering 
(GATE) platform; <http://gate.ac.uk>. 
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4 Named Entity Recognition 

Named entity recognition (NER) or entity identifi-
cation/extraction, is an important supporting tech-
nology with numerous applications in a number of 
human language technologies. The system we use 
originates from the work conducted in the Nomen 
Nescio project; for details see Johannessen et al. 
(2005). In brief, the Swedish system is a multi-
purpose NER system, comprised by a number of 
modules applied in a pipeline fash-ion. Six major 
components can be distinguished, making a clear 
separation between lexical, gram-matical and proc-
essing resources. The six compo-nents are: 

• lists of multiword names, taken from 
various Internet sites or extracted from vari-
ous corpora, running directly over the to-
kenised text being processed; 

• a rule-based, shallow parsing component 
that uses finite-state grammars, one gram-
mar for each type of entity recognized; 

• a module that uses the annotations pro-
duced by the previous two components, 
which have a high rate in precision, in order 
to make decisions regarding other un-
annotated entities. This module is further 
discussed in Section 4.2; 

• lists of single names (approx. 100,000); 

• name similarity, this module is further 
discussed in Section 4.3; 

• a theory revision and refinement mod-
ule, which makes a final control of an anno-
tated document, in order to detect and re-
solve possible errors and assign new annota-
tions based on existing ones, for instance by 
applying name similarity or by combining 
various annotation fragments. 

4.1 Named-Entity Taxonomy 

The nature and type of named entities vary depend-
ing on the task under investigation or the target 
application. In any case, personal names, location 
and organization names are considered “generic”. 
Since semantic annotation is not as well under-
stood as grammatical annotation, there is no con-
sensus on a standard tagset and content to be gen-
erally applicable. Recently, however, there have 
been attempts to define and apply richer name hi-

erarchies for various tasks, both specific (Fleisch-
man and Hovy, 2002) and generic (Sekine, 2004). 
Our current system implements a rather fine-
grained named entity taxonomy with 8 main 
named entitiy types as well as 57 subtypes. Details 
can be found in Johannessen et al., 2005, and Kok-
kinakis, 2004. The eight main categories are: 

• Person (PRS): people names (forenames, 
surnames), groups of people, animal/pet 
names, mythological, theonyms; 

• Location (LOC): functional locations, 
geographical, geo-political, astrological; 

• Organization (ORG): political, athletic, 
media, military, etc.; 

• Artifact (OBJ): food/wine products, 
prizes, communic. means (vehicles) etc.; 

• Work&Art (WRK): printed material, 
names of films and novels, sculptures etc.; 

• Event (EVN): religious, athletic, scien-
tific, cultural etc.; 

• Measure/Numerical (MSR): volume, age, 
index, dosage, web-related, speed etc.; 

• Temporal (TME). 

Time expressions are important since they allow 
temporal reasoning about complex events as well 
as time-line visualization of the story developed in 
a text. The temporal expressions recognized in-
clude both relative (nästa vecka ‘next week’) and 
absolute expressions (klockan 8 på morgonen i dag 
‘8 o’clock in the morning today’), and sets or se-
quences of time points or stretches of time (varje 
dag ‘every day’). 

4.2 Animacy Recognition 

The rule-based component of the person-name rec-
ognition grammar is based on a large set of desig-
nator words and a group of phrases and verbal 
predicates that most probably require an animate 
subject (e.g. berätta ‘to tell’, fundera ‘to think’, 
tröttna ‘to become tired’). These are used in con-
junction with orthographic markers in the text, 
such as capitalization, for the recognition of per-
sonal names. In this work, we consider the first 
group (designators) as relevant knowledge to be 
extracted from the person name recognizer, which 
is explored for the annotation of animate instances 
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in the literary texts. The designators are imple-
mented as a separate module in the current pipe-
line, and constitute a piece of information which is 
considered important for a wide range of tasks (cf. 
Orasan and Evans, 2001). 

The designators are divided into four groups: 
designators that denote the nationality or the eth-
nic/racial group of a person (e.g. tysken ‘the Ger-
man [person]’); designators that denote a profes-
sion (e.g. läkaren ‘the doctor’); those that denote 
family ties and relationships (e.g. svärson ‘son in 
law’); and finally a group that indicates a human 
individual but cannot be unambiguously catego-
rized into any of the three other groups (e.g. pa-
tienten ‘the patient’). Apart from this grouping, 
inherent qualities, for at least a large group of the 
designators, (internal evidence/morphological 
cues) also indicate referent (natural) gender. In this 
way, the animacy annotation is further specified 
for male, female or unknown gender; unknown in 
this context means unresolved or ambiguous, such 
as barn ‘child’.  

Swedish is a compounding language and com-
pound words are written as a single orthographic 
unit (i.e. solid compounds). This fact makes the 
recognition of animacy straightforward with mini-
mal resources and feasible by the use of a set of 
suitable headwords, and by capturing modifiers by 
simple regular expressions. Approximately 25 pat-
terns are enough to identify the vast majority of 
animate entities in a text; patterns such as 
“inna/innan/innor”, “man/mannen/män/männen”, 
“log/logen/loger”, “ktör/ktören/ktörer” and 
“iker/ikern/ikerna”. For instance, the pattern in (1) 
consists of a reliable suffix “inna” which is a typi-
cal designator for female individuals, preceded by 
a set of obligatory strings and an optional regular 
expression which captures a long list of com-
pounds (2). 

(1) [a-zåäö]*(kv|älskar|man|grev|…)inna 

(2) taleskvinna, yrkeskvinna, idrotts-
kvinna, ungkvinna, Stockholmskvin-
na, Dalakvinna, samboälskarinna, 
lyxälskarinna, ex-älskarinna, sam-
largrevinna, exälskarinna, markgre-
vinna, majgrevinna, änkegrevinna,… 

Examples of animacy annotations are given in (3). 
The attribute value FAM stands for FAmily relation 
and Male; PRM for PRofession and Male; FAF for 
FAmily relation and Female and finally UNF for 
UNknown and Female. 

(3) […]<ENAMEX TYPE="FAM">riksgrefvin-
nans far</ENAMEX>, <ENAMEX TYPE= 
"PRM">öfveramiralen</ENAMEX> […] 
hade till <ENAMEX TYPE="FAF">mor 
</ENAMEX> <ENAMEX TYPE="UNF">gre-
fvinnan</ENAMEX> Beata Wrangel från 
[…] 

Table (3) in Section 6.1 presents the results for the 
evaluation of this type of normative information. 
Note also, that in order to make the annotations 
more practical we have included the person name 
designators (e.g. ‘herr’ – ‘Mr’) in the markup as in 
(4); here PRS stands for PeRSon: 

(4) <ENAMEX TYPE="UNM">Herr</ENAMEX> 
<ENAMEX TYPE="PRS" SBT="HUM">Boman 

</ENAMEX> becomes <ENAMEX TYPE= 
"PRS-UNM" SBT="HUM">Herr Boman 
</ENAMEX> 

4.3 Name Similarity 

We can safely assume that the various system re-
sources will not be able to identify all possible en-
tities in the texts, particularly personal and location 
names. Although there is a large overlap between 
the names in the texts and the gazetteer lists, there 
were cases that could be considered as entity can-
didates but were left unmarked. This is because 
exhaustive lists of names even for limited domains 
are hard to obtain, and, in some domains even dif-
ficult to manage. Therefore, we also calculated the 
orthographic similarity between such words and 
the gazetteer content, according to the following 
criteria: a potential entity starts with a capital let-
ter; it is ≥ 5 characters long; it is not part of any 
other annotation and it does not stand in the begin-
ning of a sentence. We have empirically observed 
that the length of 5 characters is a reliable thresh-
old, unlikely to exclude many NEs. As a matter of 
fact, only two such cases could be found in the 
evaluation sample, namely ätten Puff ‘the family 
Puff’ and “Yen-” in the context “Yen- kenberg” 

As measure of orthographic similarity (or rather, 
difference) we used the Levenshtein distance (LD; 
also known as edit distance) between two strings. 
The LD is the number of deletions, insertions or 
substitutions required to transform a string into 
another string. The greater the distance, the more 
different the strings are. We chose to regard 1 and 
2 as trustworthy values and disregarded the rest. 
We chose these two values since empirical obser-
vations suggest that contemporary Swedish and 

4



19th century Swedish entities usually differ in one 
or two characters. In case of more than one match, 
we choose the most frequent alternative, as in the 
case of Wenern below. Table 1 illustrates various 
cases and the obtained results. 

text word # gazeteer LD ann. ?? 
Dalarne 6 Dalarna 1 loc yes 
Asptomten 1 --- --- --- - 
Härnevi* 1 Arnevi 2 prs no 
Sabbathsberg 1 Sabbatsberg 1 loc yes 
Wenern* 7 Werner,Waern 

Vänern 
2 
2 

prs 
loc 

no 

Kaknäs 1 Valnäs,Ramnäs 2 loc yes 
Kallmar 1 Kalmar 1 loc yes 

Table 1. LD between potential NEs and the ga-
zeteers; ‘*’: both are locations;‘??’: correct annot.? 

5 The Document Centered Approach 

There is a known tradeoff between rule-based and 
statistical systems. Handcrafted grammar-based 
systems typically obtain better results, but at the 
cost of considerable manual effort by domain ex-
perts. Statistical NER systems typically require a 
large amount of manually annotated training data, 
but can be ported to other domains or genres more 
rapidly and require less manual work. Although the 
Swedish system is mainly rule-based, using a 
handcrafted grammar for each entity group, it can 
also be considered a hybrid system in the sense 
that it applies a document-centered approach 
(DCA) to entity annotation, which is a different 
paradigm compared to the local context approach, 
called external evidence by McDonald (1996). 
With DCA, information for the disambiguation of 
a name is derived from the entire document.  

DCA as a term originates from the work by 
Mikheev (2000: 138), who claims that: 

 
important words are typically used in a 
document more than once and in different 
contexts. Some of these contexts create 
very ambiguous situations but some don’t. 
Furthermore, ambiguous words and 
phrases are usually unambiguously intro-
duced at least once in the text unless they 
are part of common knowledge presup-
posed to be known by the readers. 

 
This implies a form of online learning from the 
document being processed where unambiguous 
usages are used for assigning annotations to am-

biguous words, and information for disambiguation 
is derived from the entire document.  

Similarly, label consistency, the preference of 
the same annotation for the same word sequence 
everywhere in a particular discourse, is a compara-
ble approach for achieving qualitatively higher re-
call rates with minimal resource overhead (cf. 
Krishnan and Manning, 2006). Such an approach 
has been used, e.g., by Aramaki et al. (2006), for 
the identification of personal health information 
(age, id, date, phone, location and doctor´s and pa-
tient´s names). 

Figure 1. Example of label consistency 
 
Figure 1 illustrates this approach with an example 
taken from Almqvist’s Collected Works, Vol. 30. In 
this example, the first occurrence of the female 
person name Micmac, which is not in the gazetteer 
lists, is introduced by the author with the unambi-
guous designator faster ‘aunt’. Many of the subse-
quent mentions of the same name are given with-
out any reliable clue for appropriate labelling. 
However, as already discussed, there is strong evi-
dence that subsequent mentions of the same name 
should be annotated with the same label, and since 
the same entity usually appears more than once in 
the same discourse, in our case a book, labelling 
consistency should guarantee better performance. 
There are exceptions for certain NE categories 
which may consist of words that are not proper 
nouns such as in the Work&Art category, and of 
course the temporal and measure groups which are 
blocked from this type of processing; cf. section 
6.2. 

6 Evaluation and Error Analysis 

The system was evaluated twice, while no nor-
malization or other preprocessing was applied to 
the original documents. Problems identified during 
the first evaluation round were taken under consid-
eration and specific changes were suggested to the 
system by incorporating appropriate modifications. 
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During the first run, no adaptations or enhance-
ments were made to the original NER system. Af-
ter the first evaluation round, four major areas 
were identified in which the system either failed to 
produce an annotation or produced only partial or 
erroneous annotations. These failures were caused 
by: 

• Spelling variation: particularly the use of 
<f/w/e/q> instead of <v/v/ä/k> as in modern 
Swedish. Most of the cases could be easily 
solved while other required different means 
such as calculating the LD between the 
name lists and possible name mentions in 
the texts (Section 4.3). One case that could 
be easily tackled was the addition of alter-
nate spelling forms for a handful of key-
words and designators, especially the prepo-
sition av/af common in temporal contexts, 
such as i början af/av 1790-talet ‘in the be-
ginning of the 1790s’; or words such 
begge/bägge ‘both’ and qväll/kväll ‘eve-
ning’; 

• A number of definite plural forms of 
nouns, often designating a group of persons, 
with the suffix “erne” instead the “erna” as 
in modern Swedish, such as Kine-
serne/Kineserna ‘the Chinese [people]’ and 
Svenskarne/Svenskarna ‘the Swedes’; 

• Unknown names: mentioned once with 
unreliable context; 

• Structure preservation: the document 
structure of the texts in Litteraturbankens is 
designed to create a faithful rendering of the 
visual appearance of the original printed 
books. In extracting the texts from the XML 
format used in Litteraturbanken, we did not 
want to apply any kind of normalization or 
other processing. Such an approach would 
have altered the document structure. This 
implies that for a handful of the entities, for 
which the hyphenation in the original paper 
version has divided a name into two parts, as 
in (5), correct identification cannot be ac-
complished, while in some cases only a par-
tial identification was possible, as in (6). 

(5) […] Stock- holm 

(6) <ENAMEX TYPE=”PRS” SBT=”HUM”>Bertha 
von Lichten-</ENAMEX> ried 

6.1 Results 

As a baseline for the evaluation we use the result 
of simple dictionary lookup in the single name 
gazetteer. This process is very accurate (w.r.t. pre-
cision). We could identify a number of cases with 
erroneous annotations, due to various circum-
stances: Names in the gazetteer lists may have 
multiple entity tags associated with them, and thus 
an entity may belong to more than one group that 
could not be disambiguated by the surrounding 
context, such as Ekhammar as a city and surname; 
many names are ambiguous with common nouns 
or verbs, such as Stig as a first name and as the 
verb ‘step/walk’; the gazetteers contained a num-
ber of words that should not have been in the list in 
the first place, such as Hvem ‘Who’, styrman ‘first 
mate’ and fänrik ‘lieutenant’. A probable cause of 
the latter problem is the fact that the name lists 
have been semi-automatically compiled from vari-
ous sources including corpora and the Internet.  

We performed two evaluations, based on two 
different random samples consisting of 500 seg-
ments (roughly 30,000 tokens) each. A segment 
consists of an integral number of sentences (up to 
10–20). The overall results for all tests are shown 
in table 2. Results for individual entities using the 
whole system during both runs are found in table 3. 
The samples were evaluated according to preci-
sion, recall and f-score using the formulas: 
 
Precision = (Total Correct + Partially Corrtect) /  

All Produced 
Recall = (Total Correct + Partially Correct) /  

All Possible 
F-score =2*P*R/P+R. 

 

 
Table 2. Overall performance of the NER 
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Table 3. Performance of the NER on the individual 

named entities including animacy 
 
Partially correct means that an annotation gets par-
tial credit. For instance, if the system produces an 
annotation for the functional location Nya Elemen-
tarskolan as in (7) instead of the correct (8), then 
such annotations are given half a point, instead of a 
perfect score. 

(7) Nya <ENAMEX TYPE=”LOC” SBT=”FNC”> 
Elementarskolan</ENAMEX> 

(8) <ENAMEX TYPE=”LOC” SBT=”FNC”>Nya 
Elementarskolan</ENAMEX> 

If, on the other hand, the type is correct but the 
subtype is wrong, then the annotation is given a 
score of 0.75 points (e.g. a functional location in-
stead of a geopolitical location). 

6.2 Limitations of the Centering Approach 

Labeling consistency and the DCA approach relies 
on the assumption that usage is consistent within 
the same document by the same author. However, 
we have observed that there are problems with en-
tities composed of more than a single word, par-
ticularly within the group Work&Art, which can 
produce conflicting information, if we allow the 
individual words in such content (often nouns or 
adjectives) to be re-applied in the text. 

For instance, the name of the novel Syster och 
bror occurred 32 times in one of the evaluation 
texts (Almqvist’s Collected Works Volume 29). If 
we allow the individual words that constitute the 
title, Syster, och and bror to be re-applied in the 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

text as individual words (2 common nouns and a 
conjunction), then we would have degraded the 
precision considerably since we would have al-
lowed Work&Art annotations for irrelevant words. 
However, such cases can be resolved by simply 
letting the system ignore multiword Work&Art 
annotations during the DCA processing. 
 

 
Figure 2. Occurrences of the multi-word entity Sys-
ter och bror; the rule-based system could reliably 

identify and annotate 2/32 occurrences. 
 
Generally speaking, the experimental results have 
shown that any breaking of a multiword entity, 
except personal names, into its individual words 
often has a negative effect on performance. The 
best results are achieved when the DCA approach 
deals with single or bigram entities, particularly 
personal names. 
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7 Conclusions and Future Prospects 

In this paper we have described the application of a 
generic Swedish named entity recognition system 
to a number of literary texts, novels from the 19th 
century, part of Litteraturbanken, the Swedish Lit-
erature Bank. We evaluated the results of the 
named entity recognition and identified a number 
of error sources which we tried to resolve and then 
introduce changes that would cover for such cases 
in the rule-based component of the system, in order 
to increase its performance (precision and recall) 
during a second evaluation round. 

Entity annotations open up a whole new re-
search spectrum for new kinds of qualitative and 
quantitative exploitations of literary and historical 
texts, allowing more semantically-oriented explo-
ration of the textual content. In the near future, we 
will annotate and evaluate a larger sample and pos-
sibly integrate machine learning techniques in or-
der to improve the results even more. We are also 
working to integrate the handling of named entity 
annotations into Litteraturbanken’s search and 
browsing interfaces and hope to be able to conduct 
our first demonstrations and tests with users later 
this year. 
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Abstract

An alignment method based on the Viterbi

algorithm is proposed to find mappings be-

tween word images of a given handwrit-

ten document and their respective (ASCII)

words on its transcription. The approach

takes advantage of the underlying segmen-

tation made by Viterbi decoding in hand-

written text recognition based on Hidden

Markov Models (HMMs). Two HMMs

modelling schemes are evaluated: one using

78-HMMs (one HMM per character class)

and other using a unique HMM to model all

the characters and another to model blank

spaces. According to various metrics used

to measure the quality of the alignments, en-

couraging results are obtained.

1 Introduction

Recently, many on-line digital libraries have been

publishing large quantities of digitized ancient hand-

written documents, which allows the general pub-

lic to access this kind of cultural heritage resources.

This is a new, comfortable way of consulting and

querying this material. The Biblioteca Valenciana

Digital (BiValDi)1 is an example of one such digital

library, which provides an interesting collection of

handwritten documents.

∗This work has been supported by the EC (FEDER), the
Spanish MEC under grant TIN2006-15694-C02-01, and by the
Consellerı́a d’Empresa, Universitat i Ciència - Generalitat Va-
lenciana under contract GV06/252.

1http://bv2.gva.es

Several of these handwritten documents include

both, the handwritten material and its proper tran-

scription (in ASCII format). This fact has moti-

vated the development of methodologies to align

these documents and their transcripts; i.e. to gen-

erate a mapping between each word image on a doc-

ument page with its respective ASCII word on its

transcript. This word by word alignment would al-

low users to easily find the place of a word in the

manuscript when reading the corresponding tran-

script. For example, one could display both the

handwritten page and the transcript and whenever

the mouse is held over a word in the transcript, the

corresponding word in the handwritten image would

be outlined using a box. In a similar way, whenever

the mouse is held over a word in the handwritten im-

age, the corresponding word in the transcript would

be highlighted (see figure 1). This kind of alignment

can help paleography experts to quickly locate im-

age text while reading a transcript, with useful ap-

plications to editing, indexing, etc. In the opposite

direction, the alignment can also be useful for people

trying to read the image text directly, when arriving

to complex or damaged parts of the document.

Creating such alignments is challenging since the

transcript is an ASCII text file while the manuscript

page is an image. Some recent works address this

problem by relying on a previous explicit image-

processing based word pre-segmentation of the page

image, before attempting the transcription align-

ments. For example, in (Kornfield et al., 2004),

the set of previously segmented word images and

their corresponding transcriptions are transformed

into two different times series, which are aligned

9



Figure 1: Screen-shot of the alignment prototype interface displaying an outlined word (using a box) in the

manuscript (left) and the corresponding highlighted word in the transcript (right).

using dynamic time warping (DTW). In this same

direction, (Huang and Srihari, 2006), in addition to

the word pre-segmentation, attempt a (rough) recog-

nition of the word images. The resulting word string

is then aligned with the transcription using dynamic

programming.

The alignment method presented here (hencefor-

ward called Viterbi alignment), relies on the Viterbi

decoding approach to handwritten text recogni-

tion (HTR) based on Hidden Markov Models

(HMMs) (Bazzi et al., 1999; Toselli et al., 2004).

These techniques are based on methods originally

introduced for speech recognition (Jelinek, 1998).

In such HTR systems, the alignment is actually a

byproduct of the proper recognition process, i.e. an

implicit segmentation of each text image line is ob-

tained where each segment successively corresponds

to one recognized word. In our case, word recogni-

tion is not actually needed, as we do already have

the correct transcription. Therefore, to obtain the

segmentations for the given word sequences, the so-

called “forced-recognition” approach is employed

(see section 2.2). This idea has been previously ex-

plored in (Zimmermann and Bunke, 2002).

Alignments can be computed line by line in cases

where the beginning and end positions of lines are

known or, in a more general case, for whole pages.

We show line-by-line results on a set of 53 pages

from the “Cristo-Salvador” handwritten document

(see section 5.2). To evaluate the quality of the ob-

tained alignments, two metrics were used which give

information at different alignment levels: one mea-

sures the accuracy of alignment mark placements

and the other measures the amount of erroneous as-
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Figure 2: Example of 5-states HMM modeling (feature vectors sequences) of instances of the character “a”

within the Spanish word “cuarenta” (forty). The states are shared among all instances of characters of the

same class. The zones modelled by each state show graphically subsequences of feature vectors (see details

in the magnifying-glass view) compounded by stacking the normalized grey level and its both derivatives

features.

signments produced between word images and tran-

scriptions (see section 4).

The remainder of this paper is organized as fol-

lows. First, the alignment framework is introduced

and formalized in section 2. Then, an implemented

prototype is described in section 3. The alignment

evaluation metrics are presented in section 4. The

experiments and results are commented in section 5.

Finally, some conclusions are drawn in section 6.

2 HMM-based HTR and Viterbi alignment

HMM-based handwritten text recognition is briefly

outlined in this section, followed by a more detailed

presentation of the Viterbi alignment approach.

2.1 HMM HTR Basics

The traditional handwritten text recognition problem

can be formulated as the problem of finding a most

likely word sequence ŵ = 〈w1, w2, . . . , wn〉, for

a given handwritten sentence (or line) image rep-

resented by a feature vector sequence x = xp
1

=
〈x1, x2, . . . , xp〉, that is:

ŵ = arg max
w

Pr(w|x)

= arg max
w

Pr(x|w) · Pr(w) (1)

where Pr(x|w) is usually approximated by

concatenated character Hidden Markov Models

(HMMs) (Jelinek, 1998; Bazzi et al., 1999),

whereas Pr(w) is approximated typically by an

n-gram word language model (Jelinek, 1998).

Thus, each character class is modeled by a con-

tinuous density left-to-right HMM, characterized by

a set of states and a Gaussian mixture per state. The

Gaussian mixture serves as a probabilistic law to

model the emission of feature vectors by each HMM

state. Figure 2 shows an example of how a HMM

models a feature vector sequence corresponding to

11
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Figure 3: Example of segmented text line image along with its resulting deslanted and size-normalized

image. Moreover, the alignment marks (b0 . . . b8) which delimit each of the words (including word-spaces)

over the text image feature vectors sequence x.

character “a”. The process to obtain feature vector

sequences from text images as well as the training of

HMMs are explained in section 3.

HMMs as well as n-grams models can be rep-

resented by stochastic finite state networks (SFN),

which are integrated into a single global SFN by re-

placing each word character of the n-gram model by

the corresponding HMM. The search involved in the

equation (1) to decode the input feature vectors se-

quence x into the more likely output word sequence

ŵ, is performed over this global SFN. This search

problem is adequately solved by the Viterbi algo-

rithm (Jelinek, 1998).

2.2 Viterbi Alignment

As a byproduct of the Viterbi solution to (1), the

feature vectors subsequences of x aligned with each

of the recognized words w1, w2, . . . , wn can be ob-

tained. These implicit subsequences can be visual-

ized into the equation (1) as follows:

ŵ = arg max
w

∑

b

Pr(x,b|w) · Pr(w) (2)

where b is an alignment; that is, an ordered se-

quence of n+1 marks 〈b0, b1, . . . , bn〉, used to de-

marcate the subsequences belonging to each recog-

nized word. The marks b0 and bn always point out

to the first and last components of x (see figure 3).

Now, approximating the sum in (2) by the domi-

nant term:

ŵ ≈ arg max
w

max
b

Pr(x,b|w) · Pr(w) (3)

where b̂ is the optimal alignment. In our case,

we are not really interested in proper text recogni-

tion because the transcription is known beforehand.

Let w̃ be the given transcription. Now, Pr(w) in

equation 3 is zero for all w except w̃, for which

Pr(w̃) = 1. Therefore,

b̂ = arg max
b

Pr(x,b|w̃) (4)

which can be expanded to,

b̂ = arg max
b

Pr(x, b1|w̃)Pr(x, b2|b1, w̃) . . .

. . . P r(x, bn|b1b2 . . . bn−1, w̃)

(5)

Assuming independence of each bi mark from

b1b2 . . . bi−1 and assuming that each subsequence

xbi

bi−1
depends only of w̃i, equation (5) can be rewrit-

ten as,

b̂ = arg max
b

Pr(xb1
b0
|w̃1) . . . P r(xbn

bn−1
|w̃n) (6)

This simpler Viterbi search problem is known as

“forced recognition”.

3 Overview of the Alignment Prototype

The implementation of the alignment prototype in-

volved four different parts: document image prepro-

cessing, line image feature extraction, HMMs train-

ing and alignment map generation.
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Document image preprocessing encompasses the

following steps: first, skew correction is carried out

on each document page image; then background

removal and noise reduction is performed by ap-

plying a bi-dimensional median filter (Kavalliera-

tou and Stamatatos, 2006) on the whole page im-

age. Next, a text line extraction process based on

local minimums of the horizontal projection profile

of page image, divides the page into separate line

images (Marti and Bunke, 2001). In addition con-

nected components has been used to solve the situ-

ations where local minimum values are greater than

zero, making impossible to obtain a clear text line

separation. Finally, slant correction and non-linear

size normalization are applied (Toselli et al., 2004;

Romero et al., 2006) on each extracted line image.

An example of extracted text line image is shown

in the top panel of figure 3, along with the result-

ing deslanted and size-normalized image. Note how

non-linear normalization leads to reduced sizes of

ascenders and descenders, as well as to a thiner un-

derline of the word “ciudadanos”.

As our alignment prototype is based on Hid-

den Markov Models (HMMs), each preprocessed

line image is represented as a sequence of feature

vectors. To do this, the feature extraction mod-

ule applies a grid to divide line image into N ×
M squared cells. In this work, N = 40 is cho-

sen empirically (using the corpus described further

on) and M must satisfy the condition M/N =
original image aspect ratio. From each cell, three

features are calculated: normalized gray level, hor-

izontal gray level derivative and vertical gray level

derivative. The way these three features are deter-

mined is described in (Toselli et al., 2004). Columns

of cells or frames are processed from left to right

and a feature vector is constructed for each frame

by stacking the three features computed in its con-

stituent cells.

Hence, at the end of this process, a sequence of

M 120-dimensional feature vectors (40 normalized

gray-level components, 40 horizontal and 40 vertical

derivatives components) is obtained. An example of

feature vectors sequence, representing an image of

the Spanish word “cuarenta” (forty) is shown in fig-

ure 2.

As it was explained in section 2.1, characters are

modeled by continuous density left-to-right HMMs

with 6 states and 64 Gaussian mixture components

per state. This topology (number of HMM states and

Gaussian densities per state) was determined by tun-

ing empirically the system on the corpus described

in section 5.1. Once a HMM “topology” has been

adopted, the model parameters can be easily trained

from images of continuously handwritten text (with-

out any kind of segmentation) accompanied by the

transcription of these images into the correspond-

ing sequence of characters. This training process is

carried out using a well known instance of the EM

algorithm called forward-backward or Baum-Welch

re-estimation (Jelinek, 1998).

The last phase in the alignment process is the gen-

eration of the mapping proper by means of Viterbi

“forced recognition”, as discussed in section 2.2.

4 Alignment Evaluation Metrics

Two kinds of measures have been adopted to evalu-

ate the quality of alignments. On the one hand, the

average value and standard deviation (henceforward

called MEAN-STD) of the absolute differences be-

tween the system-proposed word alignment marks

and their corresponding (correct) references. This

gives us an idea of the geometrical accuracy of the

alignments obtained. On the other hand, the align-

ment error rate (AER), which measures the amount

of erroneous assignments produced between word

images and transcriptions.

Given a reference mark sequence r =
〈r0, r1, . . . , rn〉 along with an associated to-

kens sequence w = 〈w1, w2, . . . , wn〉, and a

segmentation marks sequence b = 〈b0, b1, . . . , bn〉
(with r0 =b0 ∧ rn =bn), we define the MEAN-STD

and AER metrics as follows:

MEAN-STD: The average value and standard devi-

ation of absolute differences between reference and

proposed alignment marks, are given by:

µ =

∑n−1

i=1
di

n − 1
σ =

√

∑n−1

i=1
(di − µ)2

n − 1
(7)

where di = |ri − bi|.
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Figure 4: Example of AER computation. In this case N = 4 (only no word-space are considered:

w1, w3, w5, w7) and w5 is erroneously aligned with the subsequence xb6
b5

(m5 /∈ (b4, b5)). The resulting

AER is 25%.

AER: Defined as:

AER(%) =
100

N

∑

j:wj 6=b

ej

ej =

{

0 bj−1 <mj <bj

1 otherwise

(8)

where b stands for the blank-space token, N < n is

the number of real words (i.e., tokens which are not

b, and mj = (rj−1 + rj)/2.

A good alignment will have a µ value close to 0

and small σ. Thus, MEAN-STD gives us an idea of

how accurate are the automatically computed align-

ment marks. On the other hand, AER assesses align-

ments at a higher level; that is, it measures mis-

matches between word-images and ASCII transcrip-

tions (tokens), excluding word-space tokens. This is

illustrated in figure 4, where the AER would be 25%.

5 Experiments

In order to test the effectiveness of the presented

alignment approach, different experiments were car-

ried out. The corpus used, as well as the experiments

carried out and the obtained results, are reported in

the following subsections.

5.1 Corpus description

The corpus was compiled from the legacy handwrit-

ing document identified as Cristo-Salvador, which

was kindly provided by the Biblioteca Valenciana

Digital (BIVALDI). It is composed of 53 text page

images, scanned at 300dpi and written by only one

writer. Some of these page images are shown in the

figure 5.

As has been explained in section 3, the page im-

ages have been preprocessed and divided into lines,

resulting in a data-set of 1,172 text line images.

In this phase, around 4% of the automatically ex-

tracted line-separation marks were manually cor-

rected. The transcriptions corresponding to each line

image are also available, containing 10,911 running

words with a vocabulary of 3,408 different words.

To test the quality of the computed alignments, 12

pages were randomly chosen from the whole corpus

pages to be used as references. For these pages the

true locations of alignment marks were set manually.

Table 1 summarized the basic statistics of this cor-

pus and its reference pages.

Number of: References Total Lexicon

pages 12 53 –

text lines 312 1,172 –

words 2,955 10,911 3,408

characters 16,893 62,159 78

Table 1: Basic statistics of the database

5.2 Experiments and Results

As mentioned above, experiments were carried out

computing the alignments line-by-line. Two differ-

ent HMM modeling schemes were employed. The

first one models each of the 78 character classes us-

ing a different HMM per class. The second scheme

uses 2 HMMs, one to model all the 77 no-blank

character classes, and the other to model only the

blank “character” class. The HMM topology was

identical for all HMMs in both schemes: left-to-

right with 6 states and 64 Gaussian mixture com-

14



Figure 5: Examples page images of the corpus “Cristo-Salvador”, which show backgrounds of big variations

and uneven illumination, spots due to the humidity, marks resulting from the ink that goes through the paper

(called bleed-through), etc.

ponents per state.

As has been explained in section 4, two different

measures have been adopted to evaluate the quality

of the obtained alignments: the MEAN-STD and the

AER. Table 2 shows the different alignment evalu-

ation results obtained for the different schemes of

HMM modeling.

78-HMMs 2-HMMs

AER (%) 7.20 25.98

µ (mm) 1.15 2.95

σ (mm) 3.90 6.56

Table 2: Alignment evaluation results 78-HMMs

and 2-HMMs.

From the results we can see that using the 78

HMMs scheme the best AER is obtained (7.20%).

Moreover, the relative low values of µ and σ (in mil-

limeters) show that the quality of the obtained align-

ments (marks) is quite acceptable, that is they are

very close to their respective references. This is il-

lustrated on the left histogram of figure 6.

The two typical alignment errors are known as

over-segmentation and under-segmentation respec-

tively. The over-segmentation error is when one

word image is separated into two or more fragments.

The under-segmentation error occurs when two or

more images are grouped together and returned as

one word. Figure 7 shows some of them.

6 Remarks and Conclusions

Given a manuscript and its transcription, we propose

an alignment method to map every word image on

the manuscript with its respective ASCII word on

the transcript. This method takes advantage of the

implicit alignment made by Viterbi decoding used

in text recognition with HMMs.

The results reported in the last section should be

considered preliminary.

Current work is under way to apply this align-

ment approach to the whole pages, which represents

a more general case where the most corpora do not

have transcriptions set at line level.
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Abstract

Importing large amounts of data into
databases does not always go without the
loss of important information. In this work,
methods are presented that aim to rediscover
this information by inferring it from the in-
formation that is available in the database.
From and animal specimen database, the
information to which expedition an ani-
mal that was found belongs is rediscovered.
While the work is in an early stage, the ob-
tained results are promising, and prove that
it is possible to rediscover expedition infor-
mation from the database.

1 Introduction

Databases made up of textual material tend to con-
tain a wealth of information that remains unexplored
with simple keyword-based search. Maintainers of
the databases are often not aware of the possibilities
offered by text mining methods to discover hidden
information to enrich the basic data. In this work
several machine learning methods are explored to
investigate whether ‘hidden information’ can be ex-
tracted from an animal specimen database belonging
to the Dutch National Museum for Natural History,
Naturalis1. The database is a combination of infor-
mation about objects in the museum collection from
handwritten data sources in the museum, such as
journal-like entries that are kept by biologists while
collecting animal or plant specimens on expedition

1http://www.naturalis.nl

and tables that link the journal entries to the mu-
seum register. What is not preserved in the transition
from the written sources to the database is the name
of the expedition druing which an animal specimen
was found.

By expedition, the following event is implied: a
group of biologists went on expedition together in
a country during a certain time period. Entries in
the database that belong to this expedition can be
collected by one or a subset of the participating bi-
ologists. For researchers at the natural history mu-
seum it would be helpful to have access to expedi-
tion information in their database, as for biodiver-
sity research they sometimes need overviews of ex-
peditions. It may also help further enrichment of
the database and cleansing, because if the expedi-
tion information is available, missing information in
certain fields, such as the country where a specimen
was found, may be inferred from the information on
other specimens found during the same expedition.
Currently, if one wants to retrieve all objects from
the database that belong to an expedition, one would
have to create a database query that contains the ex-
act data boundaries of the expeditions and the names
of all collectors involved. Either one of these bits of
information is not enough, as the same group of bi-
ologists may have participated in an expedition more
than once, and the database may also contain expe-
ditions that overlap in time. In this paper a series
of experiments is described to find a way to infer
expedition information from the information avail-
able in the database. To this end, three approaches
are compared: supervised machine learning, unsu-
pervised machine learning, and rule-based methods.
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The obtained results vary, but prove that it is pos-
sible to extract the expedition information from the
data at hand.

2 Related Work

The field of data mining, which is concerned with
the extraction of implicit, previously unknown and
potentially useful information from data (Frawley et
al., 1992), is a branch of research that has become
quite important recently as every day the world is
flooded with larger amounts of information that are
impossible to analyse manually. Data mining can,
for instance, help banks identify suspicious trans-
actions among the millions of transactions that are
executed daily (Fayyad and Uthurusamy, 1996), or
automatically classify protein sequences in genome
databases (Mewes et al., 1999), or aid a company
in creating better customer profiles to present cus-
tomers with personalised ads and notifications (Lin-
den et al., 2003). Knowledge discovery approaches
often rely on machine learning techniques as these
are particularly well suited to process large amounts
of data to find similarities or dissimilarities between
instances (Mitchell, 1997).

Traditionally, governments and companies have
been interested in gaining more insight into their
data by applying data mining techniques. Only re-
cently , digitisation of data in the cultural heritage
domain has taken off, which means that there has
not been much work done on knowledge discovery
in this domain. Databases in this domain are often
created and maintained manually and are thus of-
ten significantly smaller than automatically gener-
ated databases from, for example, customers’ pur-
chase information in a large company.

This means it is not clear whether data mining
techniques, aimed at analysing enormous amounts
of data, will work for the data at hand. This is in-
vestigated here. Manual data typically also contains
more spelling variations/errors and other inconsis-
tencies than automatically generated databases, due
to different persons entering data into the database.
Therefore, before one can start the actual process of
knowledge discovery, it is very important to care-
fully select, clean and model the data one wants
to use in order to avoid using data that is too
sparse (Chapman, 2003). This applies in particular

to databases that contain large amounts of textual in-
formation, which are quite prevalent in the cultural
heritage domain. Examples of textual databases can
be found freely on the internet, such as the databases
of the Global Biodiversity Information Facility2, the
University of St. Andrews Photographic Collec-
tion3, and the Internet Movie Database4.

3 Data

The data that has been used in this experiment is an
animal specimen database from the Dutch National
Museum for Natural History. The database currently
contains 16,870 entries that each represent an object
stored in the museum’s reptiles and amphibians col-
lection. The entries provide a variety of information
about the objects in 37 columns, such as the scien-
tific name of the object, how the specimen is kept
(in alcohol, stuffed, pinned) and under which regis-
tration number, where it was found, by whom and
under which circumstances, the name of the person
who determined the species of the animal and the
name of the person who first described the species.
Most fields are rather compact; they only contain a
numeric value or a textual value consisting of one or
several words. The database also contains fields of
which the entries consist of longer stretches of text,
such as the ‘special remarks’ field, describing any-
thing about the object that did not fit in the other
database fields and ‘biotope’, describing the biotic
and abiotic components of the habitat from which
the object was collected. Dutch is the most frequent
language in the database, followed by English. Also
some Portuguese and German entries occur. Taxo-
nomic values, i.e., the scientific names of the animal
specimens, are in a restricted type of Latin. A snip-
pet of the database can be found in Figure 1.

3.1 Data Construction

In order to be able the measure the performance of
the approaches used in the experiments, the database
was annotated manually with expedition informa-
tion. Adding this information was possible because
there was access to the original field books from
which the database is made up. Annotating 8166

2http://www.gbif.org/
3http://special.st-andrews.ac.uk/saspecial/
4http://www.imdb.com/
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Collector Coll. Date Coll. # Class Genus Species Country Expedition
Buttikofer, J. 30-07-1881 424 Reptilia Lamprolepis lineatus 132 buttikoferliberia1881
Buttikofer, J. & Sala 09-10-1881 504 Amphibia Bufo regularis 132 buttikoferliberia1881
M. Dachsel 02-05-1971 971-MSH186 Reptilia Blanus mettetali 156 mshbrazil71
Hoogmoed, M.S. 04-05-1971 1971-MSH187 Reptilia Quendenfeldtia trachyblepharus 156 mshbrazil71
Hoogmoed, M.S. 09-05-1971 1971-MSH202 Reptilia Lacerta hispanica 156 mshbrazil71
C. Schuil 14-03-1972 1972-MSH35 Amphibia Ptychadaena sp. 92 mshghana72
P. Lavelle -03-1972 1972-MSH40 Reptilia Crotaphopeltis hotamboeia 92 mshghana72
Hoogmoed, M.S. 23-03-1972 1972-MSH55 Amphibia Phrynobatrachus plicatus 92 mshghana72

Figure 1: Snippet of the animal specimen database

entries with this information took one person about
2 days. There were 8704 entries to which no ex-
pedition is assigned, either because these specimens
were not collected during an expedition or because it
was not possible to determine the expedition. These
entries were excluded from the experiments . Ex-
peditions which contained 10 or fewer entries were
also excluded because these would make the data
set too sparse. A total of 7831 database entries
were used in this work, divided into 60 expeditions.
Although the ‘smallest’ expeditions were excluded
from the experiments, the sizes of the expeditions
still vary greatly: between 2170 and 11 items (σ =
310.04). This is mainly due to the fact that new
items are still added to the database continuously, in
a rather random order, hence some expeditions are
more completely represented than others.

The database contains several fields that contain
information that will probably not be that useful for
this work. Information that was excluded was the
specimen’s sex, the number of specimens (in cases
where one database entry refers to several speci-
mens, for instance kept together in a jar), how the
animal is preserved, and fields that contain informa-
tion not on the specimen itself or how it was found
but on the database (e.g., when the database entry
was added and by whom). Values from the ‘alti-
tude’ and ‘coordinates’ fields were also not included
in the experiments as this is information is too of-
ten missing in the database to be of any use (altitude
information is missing in 85% of the entries and co-
ordinates in 96%).

Some information in the database is repetitive;
there is for instance a field called ‘country’ contain-
ing the name of the country in which a specimen was
found, but there is also a field called ‘country-id’ in
which the same information is encoded as a numer-
ical value. The latter is more often filled than the
‘country’ field, which also contains values in differ-

ent languages, and thus it makes more sense to only
include values from the ‘country-id’ field. A small
conversion is applied to rule out that an algorithm
will interpret the intervals between the different val-
ues as a measure of geographical proximity between
the values, as the country values are chosen alpha-
betically and do not encode geographical location.

In some cases it seemed useful to have an al-
gorithm employ interval relations between num-
bers. The fields ‘registration number’ and ‘collec-
tion number’ were used as such. These fields some-
times contain some alphabetical values: certain col-
lectors, for instance, included their initials in their
series of collection registration numbers. These
were converted to a numeric code to obtain com-
pletely numeric values with preservation of the col-
lector information. This also goes for the fields in
the database that contain information on dates, i.e.,
the ‘date of determination’, the ‘date the specimen
came into the museum’ and the ‘collection date’
fields. The collection date is the most important
date here as this directly links to an expedition. The
other dates might provide indirect information, for
instance if the collection date is missing (which is
the case in 14%). To aid clustering, the dates were
normalised to a number, possibly the algorithm ben-
efits from the fact that a small numerical interval
means that the dates are close together.

Person names from the ‘author’, ‘collector’, ‘de-
terminer’, and ‘donator’ fields were normalised to
a ‘first name - last name’ format. From values
from the taxonomic fields (‘class’, ‘order’, ‘fam-
ily’, ‘genus’, ‘species’, and ‘sub species’), and
‘town/village’ and ‘province/state’ fields, as well as
from the person name fields, capitals, umlauts, ac-
cents and any other non-alphanumerical characters
were removed.

It proved that certain database fields were not suit-
able for inclusion in the experiments. This goes for
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the free text fields ‘biotope’, ‘location’ and ‘special
remarks’. Treating these values as they are will re-
sult in data that is too sparse, as their values are ex-
tremely varied. Preliminary experiments to see if
it was possible to select only certain parts of these
fields did not yield any satisfying results and was
therefore abandoned.

This resulted in feature vectors containing 18 fea-
tures, plus the manually assigned expedition class.

4 Methodology

The majority of the experiments that were carried
out in an attempt to infer the expedition informa-
tion from the database involved machine learning.
Therefore in this section three algorithms for super-
vised learning are described, followed by a cluster-
ing algorithm for unsupervised learning. This sec-
tion is concluded with a description of the evaluation
metrics for clusters used by the different approaches.

Algorithms

The first algorithm that was used is the k-Nearest
Neighbour algorithm (k-NN) (Aha et al., 1991;
Cover and Hart, 1967; DeVijver and Kittler, 1982).
This algorithm is an example of a lazy learner: it
does not model the training data it is given, but sim-
ply stores each instance of the training data in mem-
ory. During classification it compares the item it
needs to classify to each item in its memory and
assigns the majority class of the closest k (in these
experiments k=1) instances to the new item. To
determine which instances are closest, a variety of
distance metrics can be applied. In this experi-
ment the standard settings in the TiMBL implemen-
tation (Daelemans et al., 2004), developed at the
ILK research group at Tilburg University, were used.
The standard distance metric in the TiMLB imple-
mentation of k-NN is the Overlap metric, given in
Equations1 and 2. ∆(X,Y) is the distance between
instances X and Y, represented by n features, where
δ is the distance between the features.

∆(X, Y ) =
n∑

i=1

δ(xi, yi) (1)

where:

δ(xi, yi) =


abs if numeric, else
0 ifxi = yi

1 ifxi 6= yi

(2)

The second algorithm that was used is the C4.5
decision tree algorithm (Quinlan, 1986). In the
learning phase, it creates a decision tree in a re-
cursive top-down process in which the database is
partitioned according to the feature that separates
the classes best; each node in the tree represents
one partition. Deeper nodes represent more class-
homogeneous partitions. During classification, C4.5
traverses the tree in a deterministic top-down pass
until it meets a class-homogeneous end node, or a
non-ending node when a feature-value test is not
represented in the tree.

Naive Bayes is the third algorithm that was used
in the experiments. It computes the probability
of a certain expedition, given the observed train-
ing data according to the formula given in Equa-
tion 3. In this formula υNB is the target expedition
value, chosen from the maximally probably hypoth-
esis (argmax

υjεV P (υj), i.e., the expedition with the high-
est probability) given the product of the probabilities
of the features (

Q
i
P (ai|υj)).

υNB = argmax
υjεV P (υj)

∏
i

P (ai|υj) (3)

For both the C4.5 algorithm and Naive Bayes the
WEKA machine learning environment (Witten and
Frank, 2005), that was developed at the University
of Waikato, New Zealand, was used.

A quite different machine learning approach that
was applied to try to identify expeditions in the rep-
tiles and amphibians database is clustering. Clus-
tering methods are unsupervised, i.e., they do not
require annotated data, and in some cases not even
the number of expeditions that are in the data. Items
in the data set are grouped according to similarity.
A maximum dissimilarity between the group mem-
bers may be specified to steer the algorithm, but
other than that it runs on its own. For an exten-
sive overview of clustering methods see Jain et al.,
(1999). For this work, the options in choosing an
implementation of a clustering algorithm were lim-
ited because many data mining tools are designed
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only for numerical data, therefore the WEKA ma-
chine learning environment was also used for the
clustering experiments. As clustering is computa-
tionally expensive, it was only possible to run ex-
periments with WEKA’s implementation of the Ex-
pectation Maximisation (EM) algorithm (Dempster
et al., 1977). Preliminary experiments with other al-
gorithms indicated execution times in the order of
months. The EM algorithm iteratively tries to con-
verge to a maximum likelihood by first computing
an expectation of the likelihood of a certain cluster-
ing, then maximising this likelihood by computing
the maximum likelihood estimates of the features.
Termination of the algorithm occurs when the pre-
defined number of iterations has been carried out,
or when the overall likelihood (the measure of how
‘good’ a clustering is) does not increase significantly
with each iteration.

Cluster Evaluation

Since the data is annotated with expedition in-
formation it was possible to use external quality
measures (Steinbach et al., 2000). Three differ-
ent evaluation measures were used: accuracy, en-
tropy (Shannon, 1948), and the F-measure (van Ri-
jsbergen, 1979).

The evaluation of results for the supervised learn-
ing algorithms was calculated in a straightforward
way: because the classifier knows which expedi-
tions there are and which entries belong to which
expedition, it checks the expeditions it assigned to
the database entries to the manually assigned expe-
ditions and reports the overlap as accuracy.

It gets a little bit more complicated with entropy.
Entropy is a measure of informativity, i.e., the min-
imum number of bits of information needed to en-
code the classification of each instance. If the ex-
pedition clusters are uniform, i.e., all items in the
cluster are very similar, the entropy will be low. The
main problem with using entropy for evaluation of
clusters is that the best score (an entropy of 0) is
reached when every cluster contains exactly on in-
stance. Entropy is calculated as follows: first, the
main class distribution, i.e., per cluster the probabil-
ity that a member of that cluster belongs to a certain
cluster, is computed. Using that distribution the en-
tropy of each cluster is calculated via the formula in
Equation 4. For a set of clusters the total entropy

is then computed via the formula in Equation 5, in
which m is the total number of clusters, sy the size
of cluster y and n the total number of instances.

Ey = −
∑

x

Pxylog(Pxy) (4)

Etotal =
m∑

y−1

sy · Ey

n
(5)

The F-measure is the harmonic mean of precision
and recall, and is commonly used in information re-
trieval. In information retrieval recall is the propor-
tion of relevant documents retrieved out of the total
set of relevant documents. When applied to clus-
tering a ‘relevant document’ is an instance that is
assigned correctly to a certain expedition, the set of
all relevant documents is the set of all instances be-
loning to that expedition. Precision is the number of
relevant documents retrieved from the total number
of documents. So when applied to cluster evalua-
tion this means the number of instances of an expe-
dition that were retrieved from the total number of
instances (Larsen and Aone, 1999). This boils down
to Equations 6 and 7 in which x stands for expedi-
tion, y for cluster, nxy for the number of instances
belonging to expedition x that were assigned to clus-
ter y, and nx is the number of items in expedition x.

Recall(x, y) =
nxy

nx
(6)

Precision(x, y) =
nxy

ny
(7)

The F-measure for a cluster y with respect to ex-
pedition x is then computed via Equation 8. The
F-measure of the entire set of clusters is computed
through the function in Equation 9, which takes the
weighted average of the maximum F-measure per
expedition.

F (x, y) =
2 · Recall(x, y) · Precision(x, y)
Precision(x, y) + Recall(x, y)

(8)

F =
∑

x

nx

n
max{F (x, y)} (9)
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5 Experiments and Results

First, two baselines were set to illustrate the situation
if no machine learning or other techniques would be
applied to the database. if one were to randomly
assign one of the 60 expeditions t the entries this
would go well in 1.7% of the cases. If all entries
were labelled as belonging to the largest expedition
this would yield an accuracy of 28%. In all ma-
chine learning experiments 10-fold cross validation
was used for testing performance.

A series of supervised machine learning experi-
ments was carried out first to investigate whether it
is possible to extract the expeditions during which
the animal specimens were found at all. Three
learning algorithms were applied to the complete
data set, which yielded accuracies between 88%
and 98%. Feature selection experiments with the
C4.5 decision tree algorithm indicated that fea-
tures ‘town/village’, ‘collection number’, ‘registra-
tion number’, ‘collector’ and ‘collection date’ were
considered most informative for this task, hence the
experiments were repeated with a data set contain-
ing only those features. The results of both series
of experiments are to be found in Table 1. For
the C4.5 and Naive Bayes experiments the accu-
racy deteriorates significantly when using only the
selected features (α = 0.05, computing using McNe-
mar’s test (McNemar, 1962)), but it stays stable for
the k-NN classifier. This indicates that not all data
is needed to infer the expeditions, but that it mat-
ters greatly which approach is taken. However, as
neither of the algorithm benefits from it, feature se-
lection was not further explored.

Algorithm All feat. Sel. feat.
k-NN 95.9% 95.9%
C.4.5 98.3% 94.4%

NaiveBayes 88.1% 73.5%

Table 1: Accuracy of supervised machine learning
experiments using all features and selected features

In these experiments all database entries were an-
notated with expedition information, which in a real
setting is of course not the case. Through running
a series of experiments with significantly smaller
amounts of training data it was found that by us-
ing only as little as 5% of the training data (amount-

ing to 392 instances) already an accuracy of 85% is
reached. Annotating this amount of data with expe-
dition information would take on person less than an
hour. By only using 45% of the training data an ac-
curacy of 97% is reached5. In Figure 2 the complete
learning curve of the k-NN classifier is shown.

Annotating this amount of data with expedition in-
formation would take one person less than an hour.
By only using 45% of the training data an accuracy
of 97% is reached5. In Figure 2 the complete learning
curve of the k -NN classifier is shown.

Fig. 2: Accuracy of k-NN per percentage of training
data

Ideally, one does not want to annotate data at all,
therefore the use of clustering algorithms was explored.
For this, the EM algorithm from the WEKA Machine
Learning environment was used. The results, as shown
in Table 2, are not quite satisfying, but still well above
the set baselines. As can be seen in Table 2, the clus-
tering algorithms do not come up with anywhere near
as many clusters as needed and unfortunately WEKA
does not present the user with many options to remedy
this. An intermediate experiment between completely
supervised and unsupervised was attempted, i.e., pre-
specifying a number of clusters for the algorithm to
define, but this was computationally too expensive to
carry out.

Algorithm # Clusters Accuracy
EM 7 46.0%

Table 2: Results of clustering experiments

Since clustering algorithms do not achieve an accu-
racy that is satisfying enough to use in a real setting
and supervised learning requires annotated data, also
a traditional, and quite different approach was tried,
namely finding expeditions via rules. Via a couple
of simple rules the dataset was split into possible ex-
peditions using only information on collection dates,
collector information and country information.

1. Sort dates in ascending order, start a new ex-
pedition when the distance between two dates is
greater than the average distance of the collection
dates

2. First sort collector information in ascending or-
der, then sort collection dates in ascending order,
start a new expedition when the distance between
two dates is greater than the average distance be-
tween dates or when a new collector is encoun-
tered

5 The slightly higher achieved accuracy in the learning curve
experiments is due to the fact the learning curve was not
computed via cross-validation

3. First sort by country information, then by collec-
tor, and finally by collection dates, start a new
expedition when country or collector change, or
when the distance between two dates is greater
than the average distance between dates

Surprisingly, only grouping collection dates already
yields an F-measure of .83, this includes 1299 en-
tries that contain no information on the collection
date, leaving this data out would increase precision
on the entries whose date is not missing to an F-
measure of .94. In Table 3 results of the rule-based
experiments are shown. It is expected that when the
database is further populated, the date-rule will work
less well as there will be expeditions that overlap, the
date+collector-rule should remedy this, although it
does not work very well yet as spelling variations in
the collector names are not taken into account.

Rules # clusters Fmeasure entropy
1 78 .83 .16
2 199 .75 .15
3 216 .73 .11

Table 3: Results of rule-based experiments

6 Conclusions and Future Work

In this work we have presented various approaches
to rediscover expedition information from an animal
specimen database. As expected, the supervised learn-
ing algorithms performed best, but the disadvantage in
using such an approach is the requirement to provide
annotated data; however, a series of experiments to
gain more insight into the quantities of data necessary
for a supervised approach to perform well indicate that
only a small set of annotated data is required to ob-
tain very reasonable accuracies. If no training data is
available, a rule-based approach is a more realistic al-
ternative. Although it must be kept in mind that rules
need to be created manually for every new data set.
For this data set relatively simple rules already proved
to be quite effective, but for other data sets deriving
rules can be much more complicated and thus more
expensive. This particular set of rules is also expected
to behave differently when the database is extended
with entries from overlapping expeditions.

For the experiments presented in this work, only
entries from the database of which the expedition
they belonged to was known were used, which con-
stitutes only half of the database entries. Researchers
at the natural history museum estimate that about
30% of the database entries do not belong to an ex-
pedition, while the other 20% not included here be-
long to unknown expeditions. The decision to exclude
the expedition-less entries was made as these entries
would imbalance the data and impair evaluation as it
would not be possible to check predictions against a
‘real value’. If all database entries would belong to a
known expedition the performance of the approaches
described in this paper show that satisfactory results
should be achieved over the complete data set. To
prove this hypothesis one would need to test the ap-
proaches on other data sets which can be completely

5

Figure 2: Accuracy of k-NN per percentage of train-
ing data

Ideally, one does not want to annotate data at all,
therefore the use of a clustering algorithm was ex-
plored. For this, the EM algorithm from the WEKA
machine learning environment was used. The re-
sult, as shown in Table 2, is not quite satisfying, but
still well above the set baselines. As can be seen in
Table 2, the clustering algorithm does not come up
with anywhere near as many clusters as needed and
unfortunately WEKA does not present the user with
many options to remedy this. An intermediate ex-
periment between completely supervised and unsu-
pervised machine learning was attempted, i.e., pre-
specifying a number of clusters for the algorithm to
define, but this was computationally too expensive
to carry out.

Algorithm # Clusters Accuracy
EM 7 46.0%

Table 2: Result of clustering experiment

Since the clustering algorithm does not achieve an
accuracy that is satisfying enough to use in a real
setting and supervised learning requires annotated
data, also a traditional, and quite different approach

5The slightly higher achieved accuracy in the learning curve
experiments is due to the fact that the learning curve was not
computed via cross-validation

22



was tried: namely finding expeditions via rules. Via
a couple of simple rules the data set was split into
possible expeditions using only information on col-
lection dates, collector information and country in-
formation.

1. Sort dates in ascending order, start a new expe-
dition when the distance between two sequen-
tial dates is greater than the average distance of
the collection dates

2. First, sort collector information in ascending
order, then sort collection dates in ascending
order, start a new expeditions when the distance
between two dates is greater than the average
distance between dates or when a new collector
is encountered

3. First, sort by country information, then by col-
lector, and finally by collection date, start a new
expedition when country or collectors change,
or when the distance between two dates is
greater than the average distance between dates

Surprisingly, only grouping collection dates al-
ready yields an F-measure of .83. This includes
1299 entries that contain no information on the col-
lection date, leaving those out would increase preci-
sion on the entries whose collection date is not miss-
ing to an F-measure of .94. In Table 3 results of
the rule-based experiments are shown. It is expected
that when the database is further populated the date-
rule will work less well as there will be more expe-
ditions that overlap. The date+collector-rule should
remedy this, although it does not work very well yet
as spelling variations in the collector names are not
taken into account at the moment.

Rules # Clusters F-measure Entropy
1 78 .83 .16
2 199 .75 .15
3 216 .73 .11

Table 3: Results of the rule-based experiments

6 Conclusions and Future Work

In this work various approaches were presented to
rediscover expedition information from an animal

specimen database. As expected, the supervised
learning algorithms performed best, but the disad-
vantage in using such an approach is the require-
ment to provide annotated data. However, a series
of experiments to gain more insight into the quanti-
ties of data necessary for a supervised approach to
perform well, indicate that only a small set of an-
notated data is required in this case to obtain very
reasonable results. If no training data is available,
a rule-based approach is a realistic alternative. Al-
though it must be kept in mind that rules need to be
created manually for every new data set. For this
data set relatively simple rules already proved to be
quite effective, but for other data sets deriving rules
can be much more complicated and thus more ex-
pensive. This particular set of rules is also expected
to behave differently when the database is extended
with more entries from overlapping expeditions.

For the experiments presented in this work, only
entries from the database of which the expedition
they belonged to was known were used, which
constitutes only half of the database entries. Re-
searchers at Naturalis estimate that about 30% of
the database entries do not belong to an expedi-
tion, while the other 20% not included here belong
to unknown expeditions. The decision to exclude
the expedition-less entries was made as these en-
tries would imbalance the data and impair evalua-
tion as it would not be possible to check predictions
against a ‘real value’. If all database entries would
belong to a known expedition the performance of
the approaches described in this paper that satisfac-
tory results could be achieved over the complete data
set. To prove this hypothesis one would need to
test the approaches on other data sets which can be
completely annotated. Performing such tests might
provide more insight into how well the approaches
would deal with a data set where all entries have
an associated expedition. The natural history mu-
seum has several other similar (but smaller) data
sets, which might be suitable for this task, and which
will be tested as part of future work for evaluating
the approaches described here. It may also be inter-
esting to investigate what can be inferred from the
other fields defined in other data sets.

A less satisfying aspect of the research described
in this paper is that many of the intended experi-
ments with unsupervised machine learning were too
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computationally expensive to be executed. Potential
workarounds to the limitation of certain implemen-
tations of clustering algorithms, in that they only
work on numeric data, are sought in converting the
textual data to numeric values and in the investi-
gations into implementations of algorithms that can
deal with textual data.

A particular peculiarity of textual data, from
which the rule-based approach suffers, is the fact
that the same name or meaning can be conveyed in
several ways. Spelling variations and errors were
for instance not normalised. Hence the approaches
treated ‘Hoogmoed’ and ‘M S Hoogmoed’ as two
different values whereas they may very well refer to
the same entity.

From this work it can be concluded that the ex-
pedition information can definitely be reconstructed
from the animal specimen database that was used
here, but for it to be used in a real world applica-
tion it still needs to be tested and fine-tuned on other
data sets and extended to be able to deal with entries
that are not associated with any expedition.
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Abstract 

 
We address the problem of mining text for 

relevant image metadata.  Our work is situ-

ated in the art and architecture domain, 

where highly specialized technical vocabu-

lary presents challenges for NLP tech-

niques.  To extract high quality metadata, 

the problem of word sense disambiguation 

must be addressed in order to avoid leading 

the searcher to the wrong image as a result 

of ambiguous — and thus faulty — meta-

data.  In this paper, we present a disam-

biguation algorithm that attempts to select 

the correct sense of nouns in textual de-

scriptions of art objects, with respect to a 

rich domain-specific thesaurus, the Art and 

Architecture Thesaurus (AAT).  We per-

formed a series of intrinsic evaluations us-

ing a data set of 600 subject terms ex-

tracted from an online National Gallery of 

Art (NGA) collection of images and text.  

Our results showed that the use of external 

knowledge sources shows an improvement 

over a baseline. 

      

1. Introduction 

We describe an algorithm that takes noun phrases 

and assigns a sense to the head noun or phrase, 

given a large domain-specific thesaurus, the Art 

and Architecture Thesaurus1 (published by the 

Getty Research Institute).  This research is part of 

the Computational Linguistics for Metadata 

                                                                 

1http://www.getty.edu/research/conducting_research/vocabul

aries/aat/ 

Building (CLiMB) project (Klavans 2006, Kla-

vans in preparation), which aims to improve im-

age access by automatically extracting metadata 

from text associated with images.  We present 

here a component of an overall architecture that 

automatically mines scholarly text for metadata 

terms.  In order to filter and associate a term with 

a related concept, ambiguous terms must be clari-

fied.  The disambiguation of terms is a basic chal-

lenge in computational linguistics (Ide and Vero-

nis 1990, Agirre and Edmonds 2006). 

As more non-specialists in digital libraries 

search for images, the need for subject term ac-

cess has increased.  Subject terms enrich catalog 

records with valuable broad-reaching metadata 

and help improve image access (Layne 1994).  

Image seekers will receive more relevant results 

if image records contain terms that reflect con-

ceptual, semantic, and ontological relationships.  

Furthermore, subject terms associated with hier-

archical and faceted thesaural senses promise to 

further improve precision in image access.  Such 

terms map to standardized thesaurus records that 

include the term’s preferred, variant, and related 

names, including both broader and specific con-

cepts, and other related concepts.  This informa-

tion can then be filtered, linked, and subsequently 

tested for usefulness in performing richer image 

access.  As with other research on disambigua-

tion, our hypothesis is that accurate assignment of 

senses to metadata index terms will results in 

higher precision for searchers.  This hypothesis 

will be fully tested as we incorporate the disam-

biguation module in our end-to-end CLiMB 

Toolkit, and as we perform user studies. 

Finding subject terms and mapping them to a 

thesaurus is a time-intensive task for catalogers 
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(Rasmussen 1997, Ferguson and Intner 1998).  

Doing so typically involves reading image-related 

text or other sources to find subject terms.  Even 

so, the lack of standard vocabulary in extensive 

subject indexing means that the enriched number 

of subject terms could be inadvertently offset by 

the vocabulary naming problem (Baca 2002).   

This paper reports on our results using the 

subject terms in the AAT; the CLiMB project is 

also using the Thesaurus of Geographic Names 

(TGN) and the Union List of Artist Names 

(ULAN).  Since the focus of this paper is on dis-

ambiguation of common nouns rather than proper 

nouns, the AAT is our primary resource. 

2. Resources 

2.1 Art and Architecture Thesaurus (AAT)  

The AAT is a widely-used multi-faceted thesau-

rus of terms for the cataloging and indexing of 

art, architecture, artifactual, and archival materi-

als. Since the AAT offers a controlled vocabulary 

for recording and retrieval of data in object, bib-

liographic, and visual databases, it is of interest to 

a wide community. 

In the AAT, each concept is described 

through a record which has a unique ID, preferred 

name, record description, variant names, broader, 

narrower, and related terms.  In total, AAT has 

31,000 such records.  For the purpose of this arti-

cle, a record can be viewed as synonymous with 

sense. Within the AAT, there are 1,400 homo-

nyms, i.e., records with same preferred name.  

For example, the term wings has five senses in 

the AAT (see Figure 1 below).   

Wings (5 senses): 

• Sense#1: Used for accessories that project outward 
from the shoulder of a garment and are made of cloth 

or metal.   

• Sense#2: Lateral parts or appendages of a work of 
art, such as those found on a triptych.  

• Sense#3: The areas offstage and to the side of the 
acting area. 

• Sense#4: The two forward extensions to the sides of 
the back on an easy chair.  

• Sense#5: Subsidiary parts of buildings extending out 
from the main portion. 

Figure 1:  Selection of AAT records for term “wings” 

Table 1 shows the breakdown of the AAT vo-

cabulary by number of senses with a sample lexi-

cal item for each frequency. 

# of 

Senses 

# of  

Homonyms 

Example 

2 1097 bells 

3 215 painting 

4 50 alabaster 

5 39 wings 

6 9 boards 

7 5 amber 

8 2 emerald 

9 1 plum 

10 1 emerald green 

11 1 magenta 

12 1 ocher 

13 1 carmine 

14 2 slate 

Table 1:  Scope of the disambiguation problem in AAT 

Note that there are potentially three tasks that 

could be addressed with our algorithm: (i) map-

ping a term to the correct sense in the AAT, (ii) 

selecting amongst closely related terms in the 

AAT, and (iii) mapping synonyms onto a single 

AAT entry.  In this paper, our primary focus is on 

task (i); we handle task (ii) with a simple ranking 

approach; we do not address task (iii).  

Table 1 shows that multiple senses per term 

makes mapping subject terms to AAT very chal-

lenging.  Manual disambiguation would be slow, 

tedious, and unrealistic.  Thus we explore auto-

matic methods since, in order to identify the cor-

rect sense of a term in running text, each of these 

senses needs to be viewed in context. 

2.2 The Test Collection 

The data set of terms that we use for evaluation 

comes from the National Gallery of Art (NGA) 

online archive2.  This collection covers paintings, 

sculpture, decorative arts, and works from the 

Middle Ages to the present.  We randomly se-

lected 20 images with corresponding text from 

this collection and extracted noun phrases to form 

the data set.  The data set was divided into two 

categories: the training set and the test set.  The 

training set consisted of 326 terms and was used 

                                                                 

2 http://www.nga.gov/home.htm 
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to develop the algorithm.  The test set consisted 

of 275 terms and was used to evaluate. 

Following standard procedure in word sense 

disambiguation tasks (Palmer et al. 2006), 

groundtruth for the data set was created manually 

by two labelers (referred to as Labeler 1 and La-

beler 2 in Section 4 below).  These labelers were 

part of the larger CLiMB project but they were 

not involved in the development of the disam-

biguation algorithm.  The process of creating the 

groundtruth involved picking the correct AAT 

record for each of the terms in the data set.  

Terms not appearing in the AAT (as determined 

by the labelers) were given an AAT record value 

of zero.  Each labeler worked independently on 

this task and had access to the online version of 

the AAT and the text where each term appeared. 

Interannotator agreement for the task was encour-

agingly high, at 85% providing a notional upper 

bound for automatic system performance (Gale et 

al.  1992).  

Not all terms in this dataset required disam-

biguation; 128 terms (out of 326) under the train-

ing set and 96 terms (out of 275) under the test 

set required disambiguation, since they matched 

more than one AAT record.  The dataset we se-

lected was adequate to test our different ap-

proaches and to refine our techniques.  We intend 

to run over more data as we collect and annotate 

more resources for evaluation. 

2.3 SenseRelate AllWords3 and WordNet4 

SenseRelate AllWords (Banerjee and Pederson 

2003, Patwardhan et al. 2003) is a Perl program 

that our algorithm employs to perform basic dis-

ambiguation of words. We have adapted Sen-

seRelate for the purpose of disambiguating AAT 

senses.  

Given a sentence, SenseRelate AllWords dis-

ambiguates all the words in that sentence.  It uses 

word sense definitions from WordNet (in this 

case WordNet 2.1), a large lexical database of 

English nouns, verbs, adjectives, and adverbs.  As 

an example, consider the text below: 

                                                                 

3 http://sourceforge.net/projects/senserelate 

4 http://wordnet.princeton.edu/ 

With more than fifty individual scenes, the al-

tarpiece was about fourteen feet wide. 

 

The SenseRelate result is: 

With more#a#2 than fifty#n#1 individual#n#1 

scene#n#10 the altarpiece#n#1 be#v#1 about#r#1 

fourteen#n#1 foot#n#2 wide#a#1 

 

In the above example, more#a#2 means SenseRe-

late labeled more as an adjective and mapped it to 

second meaning of more (found in WordNet). 

fifty#n#1 means SenseRelate labeled fifty as a 

noun and mapped it to first meaning of fifty 

(found in WordNet).  Note, that fifty#n#1 maps to 

a sense in WordNet, whereas in our algorithm it 

needs to map to an AAT sense.  In Section 3, we 

show how we translate a WordNet sense to an 

AAT sense for use in our algorithm. 

To perform disambiguation, SenseRelate re-

quires that certain parameters be set:  (1) the 

number of words around the target word (also 

known as the context window), and  (2) the simi-

larity measure.  We used a value of 20 for the 

context window, which means that SenseRelate 

will use 10 words to the left and 10 words to the 

right of the target word to determine the correct 

sense.  We used lesk as the similarity measure in 

our algorithm which is based on Lesk (1986).  

This decision was based on several experiments 

we did with various context window sizes and 

various similarity measures on a data set of 60 

terms.   
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3. Methodology 

3.1 Disambiguation Algorithm  

 

Figure 2:  Disambiguation Algorithm 

Figure 2 above shows that first we identify the 

noun phrases from the input document.  Then we 

disambiguate each noun phrase independently by 

first looking it up in the AAT.  If a record is 

found, we move on to the next step; otherwise we 

look up the head noun (as the noun phrase) in the 

AAT.  

Second, we filter out any AAT records where 

the noun phrase (or the head noun) is used as an 

adjective (for a term like painting this would be 

painting techniques, painting knives, painting 

equipment, etc). Third, if zero records are found 

in the AAT, we label the term as “not found in 

AAT.”  If only one matching record is found, we 

label the term with the ID of this record.  Fourth, 

if more than one record is found, we use the dis-

ambiguation techniques outlined in the next sec-

tion to find the correct record.  

3.2 Techniques for Disambiguation 

For each of the terms, the following techniques 

were applied in the order they are given in this 

section. If a technique failed to disambiguate a 

term, we applied the next technique. If none of 

these techniques was able to disambiguate, we 

selected the first AAT record as the correct re-

cord.  Findings for each technique are provided in 

the Results section below. 

First, we used all modifiers that are in the 

noun phrase to find the correct AAT record.  We 

searched for the modifiers in the record descrip-

tion, variant names, and the parent hierarchy 

names of all the matching AAT senses.  If this 

technique narrowed down the option set to one 

record, then we found our correct record.  For 

example, consider the term ceiling coffers.  For 

this term we found two records: coffers (coffered 

ceiling components) and coffers (chests).  The 

first record has the modifier ceiling in its record 

description, so we were able to determine that 

this was the correct record. 

Second, we used SenseRelate AllWords and 

WordNet.  This gave us the WordNet sense of our 

noun phrase (or its head noun).  Using that sense 

definition from WordNet, we next examined 

which of the AAT senses best matches with the 

WordNet sense definition.  For this, we used the 

word overlapping technique where we awarded a 

score of N to an AAT record where N words 

overlap with the sense that SenseRelate picked.  

The AAT record with the highest score was se-

lected as the correct record.  If none of the AAT 

records received any positive score (above a cer-

tain threshold), then it was decided that this tech-

nique could not find the one correct match.  

As an example, consider finding the correct 

sense for the single word noun bells using Sen-

seRelate: 

1. Given the input sentence: 

“… city officials, and citizens were followed by 

women and children ringing bells for joy.” 

2. Search for AAT records.  There are two records 

for the bells in AAT: 

a. bells: “Flared or bulbous terminals found on 

many open-ended aerophone tubes”. 

b. bells: “Percussion vessels consisting of a hollow 

object, usually of metal but in some cultures of 

hard clay, wood, or glass, which when struck emits 
a sound by the vibration of most of its mass;…” 

3. Submit the input sentence to SenseRelate, which 

provides a best guess for the corresponding 

WordNet senses for each word. 

4. Get SenseRelate output, which indicates that the 

WordNet definition for bells is WordNet-Sense1, 

i.e., “a hollow device made of metal that makes a 

ringing sound when struck” 
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SenseRelate output: 

city#n#1 official#n#1 and citizen#n#1 be#v#1 

follow#v#20 by#r#1 woman#n#1 and child#n#1 

ringing#a#1 bell#n#1 for joy#n#1 

5. Find the correct AAT match using word overlap of 

the WordNet definition and the two AAT defini-

tions for bells: 

 
WordNet:  “a hollow device made of metal that 

makes a ringing sound when struck” 

compared with: 
AAT: “Flared or bulbous terminals found on many 

open-ended aerophone tubes” 

and compared with: 
AAT:  “Percussion vessels consisting of a hollow 

object, usually of metal but in some cultures of 

hard clay, wood, or glass, which when struck 

emits a sound by the vibration of most of its 

mass;…” 
  

6. The second AAT sense is the correct sense accord-

ing to the word overlap (see Table 2 below): 

 

Comparison Score Word Overlap 

AAT – Definition 1 and 

WordNet Sense1 

0 None 

AAT – Definition 2 and 

WordNet Sense1 

4 hollow, metal, 

sound, struck 

Table 2: Word Overlap to Select AAT Definition 

Notice that we only used the AAT record descrip-

tion for performing the word overlap.  We ex-

perimented by including other information pre-

sent in the AAT record (like variant names, par-

ent AAT record names) also, but simply using the 

record description yielded the best results.   

Third, we used AAT record names (preferred 

and variant) to find the one correct match.  If one 

of the record names matched better than the other 

record names to the noun phrase name, that re-

cord was deemed to be the correct record.  For 

example, the term altar more appropriately 

matches altars (religious building fixtures) than 

altarpieces (religious visual works).  Another 

example is children, which better matches chil-

dren (youth) than offspring (people by family re-

lationship).   

Fourth, if none of the above techniques 

succeeded in selecting one record, we used the 

most common sense definition for a term (taken 

from WordNet) in conjunction with the AAT re-

sults and word overlapping mentioned above to 

find the one correct record.  

4. Results and Evaluation 

4.1 Methodologies 

We used three different evaluation methods to 

assess the performance of our algorithm.  The 

first evaluation method computes whether our 

algorithm picked the correct AAT record (i.e., the 

AAT sense picked is in agreement with the 

groundtruth).  The second method computes 

whether the correct record is among the top three 

records picked by our algorithm.  In Table 3 be-

low, this is referred to as Top3.  The third evalua-

tion method computes whether the correct record 

is in top five records picked by our algorithm, 

Top5.  The last two evaluations helped us deter-

mine the usability of our algorithm in situations 

where it does not pick the correct record but it 

still narrows down to top three or top five results.  

We ranked the AAT records according to 

their preferred name for the baseline, given the 

absence of any other disambiguation algorithm. 

Thus, AAT records that exactly matched the term 

in question appear on top, followed by records 

that partially matched the term.  For example, for 

term feet, the top three records were feet (terminal 

elements of objects), French feet (bracket feet), 

and Spanish feet (furniture components).  For the 

noun wings, the top three records were wings 

(shoulder accessories), wings (visual works com-

ponents), and wings (backstage spaces). 

4.2 Overall Results 

In this section, we present evaluation results for 

all the terms.  In the next section, we present re-

sults for only those terms that required disam-

biguation. 

Overall results for the training set (326 terms) 

are shown in Table 3. This table shows that over-

all accuracy of our algorithm is 76% and 68% for 

Labeler 1 and Labeler 2, respectively.  The base-

line accuracy is 69% for Labeler 1 and 62% for 

Labeler 2. The other two evaluations show much 

better results.  The Top 3 and Top5 evaluations 

have accuracy of 84% and 88% for Labeler 1 and 

accuracy of 78% and 79% for Labeler 2. This 

argues for bringing in additional techniques to 
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enhance the SenseRelate approach in order to 

select from Top3 or Top5. 

Evaluation Labeler 1 Labeler 2 

Algorithm Accuracy 76% 68% 

Baseline Accuracy 69% 62% 

Top3 84% 78% 

Top5 88% 79% 

Table 3: Results for Training Set (n=326 terms) 

In contrast to Table 3 for the training set, Table 4 

shows results for the test set.  Labeler 1 shows an 

accuracy of 74% on the algorithm and 72% on the 

baseline; Labeler 2 has an accuracy of 73% on 

the algorithm and 69% on the baseline.  

Evaluation Labeler 1 Labeler 2 

Algorithm Accuracy 74% 73% 

Baseline Accuracy 72% 69% 

Top3 79% 79% 

Top5 81% 80% 

Table 4: Results for Test Set (n=275 terms) 

4.3 Results for Ambiguous Terms 

This section shows the results for the terms from 

the training set and the test set that required dis-

ambiguation.  Table 5 below shows that our algo-

rithm’s accuracy for Labeler 1 is 55% compared 

to the baseline accuracy of 35%. For Labeler 2, 

the algorithm accuracy is 48% compared to base-

line accuracy of 32%. This is significantly less 

than the overall accuracy of our algorithm.  Top3 

and Top5 evaluations have accuracy of 71% and 

82% for Labeler 1 and 71% and 75% for Labeler 

2.  

Evaluation Labeler 1 Labeler 2 

Algorithm Accuracy 55% 48% 

Baseline Accuracy 35% 32% 

Top3 71% 71% 

Top5 82% 75% 

Table 5: Ambiguous Terms for Training (n=128 terms) 

Similar results can be seen for the test set (96 

terms) in Table 6 below.  Labeler 1 shows an ac-

curacy of 50% on the algorithm and 42% on the 

baseline; Labeler 2 has an accuracy of 53% on 

the algorithm and 39% on the baseline.   

Evaluation Labeler 1 Labeler 2 

Algorithm Accuracy 50% 53% 

Baseline Accuracy 42% 39% 

Top3 63% 68% 

Top5 68% 71% 

Table 6: Results for Ambiguous Terms  

under the Test Set (n=96 terms) 

4.4 Analysis 

Table 7 shows that SenseRelate is used for most 

of the AAT mappings, and provides a breakdown 

based upon the disambiguation technique used.   

Row One in Table 7 shows how few terms were 

disambiguated using the lookup modifier tech-

nique, just 1 in the training set and 3 in the test 

set. 

Row Technique Training 

Set(n=128) 

Test  Set 

(n=96) 

One Lookup  

Modifier 

1 3 

Two SenseRelate 108 63 

Three Best Record 

Match 

14 12 

Four Most Common 

Sense 

5 18 

Table 7: Breakdown of AAT mappings  

by Disambiguation Technique 

Rows Two and Three show that most of the terms 

were disambiguated using the SenseRelate tech-

nique followed by the Best Record Match tech-

nique. The Most Common Sense technique (Row 

Four) accounted for the rest of the labelings.  

Table 8 gives insight into the errors of our algo-

rithm for the training set terms: 

Technique Reason for Error Error 

Count 

SenseRelate picked wrong 

WordNet sense 

16 

WordNet does not have the 

sense 

8 

Definitions did not overlap 11 

SenseRelate 

Other reasons 10 

Best Record 

Match 

 10 

Lookup 

Modifier 

 0 

Most Com-

mon Sense 

 3 

Table 8: Breakdown of the errors in our algorithm  

under training set (58 total errors) 

Table 8 shows the following: 

(1) Out of the total of 58 errors, 16 errors were 

caused because SenseRelate picked the wrong 

WordNet sense.  

(2) 8 errors were caused because WordNet did 

not  contain the sense of the word in which it was 
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being used.  For example, consider the term work-

shop.  WordNet has two definitions of workshop: 

i. “small workplace where handcrafts or manufac-
turing are done” and 

ii. “a brief intensive course for a small group; em-

phasizes problem solving” 

but AAT has an additional definition that was 

referred by term workshop in the NGA text: 

“In the context of visual and decorative arts, refers 

to groups of artists or craftsmen collaborating to 

produce works, usually under a master's name” 

(3) 11 errors occurred because the AAT record 

definition and the WordNet sense definition did 

not overlap.  Consider the term figures in the sen-

tence, “As with The Holy Family, the style of the 

figures offers no clear distinguishing characteris-

tic.”  Then examine the AAT and WordNet sense 

definitions below for figures: 

AAT sense: “Representations of humans or ani-

mals” 

WordNet sense: “a model of a bodily form (espe-

cially of a person)” 

These definitions do not have any words in com-

mon, but they discuss the same concept. 

(4) 10 errors occurred in the Best Record Match 

technique, 0 errors occurred under the Lookup 

Modifier Technique, and 3 errors occurred under 

the Most Common Sense technique. 

5. Conclusion  

We have shown that it is possible to create an 

automated program to perform word sense dis-

ambiguation in a field with specialized vocabu-

lary.   Such an application could have great poten-

tial in rapid development of metadata for digital 

collections.   Still, much work must be done in 

order to integrate our disambiguation program 

into the CLiMB Toolkit, including the following: 

(1) Our algorithm’s disambiguation accuracy is 

between 48-55% (Table 5 and Table 6), and so 

there is room for improvement in the algorithm.  

Currently we depend on an external program 

(SenseRelate) to perform much of the disam-

biguation (Table 7).  Furthermore, SenseRelate 

maps terms to WordNet and we then map the 

WordNet sense to an AAT sense.  This extra step 

is overhead, and it causes errors in our algorithm.  

We can either explore the option of re-

implementing concepts behind SenseRelate to 

directly map terms to the AAT, or we may need 

to find additional approaches to employ hybrid 

techniques (including machine learning) for dis-

ambiguation.  At the same time, we may benefit 

from the fact that WordNet, as a general resource, 

is domain independent and thus offers wider cov-

erage.  We will need to explore the trade-off in 

precision between different configurations using 

these different resources. 

(2) We need more and better groundtruth.  Our 

current data set of noun phrases includes term 

like favor, kind, and certain aspects.  These terms 

are unlikely to be used as meaningful subject 

terms by a cataloger and will never be mapped to 

AAT.  Thus, we need to develop reliable heuris-

tics to determine which noun phrases are poten-

tially high value subject index terms.  A simple 

frequency count does not achieve this purpose.  

Currently we are evaluating based on ground-

truth that our project members created.  Instead, 

we would like to extend the study to a wider set 

of image catalogers as labelers, since they will be 

the primary users of the CLiMB tool.  Image 

catalogers have experience in finding subject 

terms and mapping subject terms to the AAT.  

They can also help determine which terms are 

high quality subject terms.   

In contrast to working with the highly experi-

enced image cataloger, we also want to extend the 

study to include various groups with different 

user needs.  For example, journalists have ongo-

ing needs for images, and they tend to search by 

subject.  Using participants like these for markup 

and evaluation promises to provide comparative 

results, ones which will enable us to effectively 

reach a broad audience. 

We also would like to test our algorithm on 

more collections.  This will help us ascertain 

what kind of improvements or additions would 

make CLiMB a more general tool. 
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Abstract

This paper describes the mutually benefi-
cial relationship between a cultural heritage
digital library and a historical treebank: an
established digital library can provide the
resources and structure necessary for effi-
ciently building a treebank, while a tree-
bank, as a language resource, is a valuable
tool for audiences traditionally served by
such libraries.

1 Introduction

The composition of historical treebanks is funda-
mentally different from that of modern ones. While
modern treebanks are generally comprised of news-
paper articles,1 historical treebanks are built from
texts that have been the focus of study for centuries,
if not millennia. The Penn-Helsinki Parsed Cor-
pus of Middle English (Kroch and Taylor, 2000),
for example, includes Chaucer’s 14th-century Par-
son’s Tale, while the York Poetry Corpus (Pintzuk
and Leendert, 2001) includes the entire text of Be-
owulf. The scholarship that has attended these texts
since their writing has produced a wealth of contex-
tual materials, including commentaries, translations,
and linguistic resources.

1To name just three, the Penn Treebank (Marcus et al., 1994)
is comprised of texts from the Wall Street Journal; the Ger-
man TIGER Treebank (Brants et al., 2002) is built from texts
taken from the Frankfurter Rundschau; and the Prague De-
pendency Treebank (Hajič, 1998) includes articles from sev-
eral daily newspapers (Lidové noviny and Mladá fronta Dnes), a
business magazine (Českomoravský Profit) and a scientific jour-
nal (Vesmı́r).

For the past twenty years, the Perseus digital li-
brary (Crane, 1987; Crane et al., 2001) has collected
materials of this sort to create an open reading envi-
ronment for the study of Classical texts. This envi-
ronment presents the Greek or Latin source text and
contextualizes it with secondary publications (e.g.,
translations, commentaries, references in dictionar-
ies), along with a morphological analysis of every
word in the text and variant manuscript readings as
well (when available).

We have recently begun work on syntactically an-
notating the texts in our collection to create a Latin
Dependency Treebank. In the course of developing
this treebank, the resources already invested in the
digital library have been crucial: the digital library
provides a modular structure on which to build addi-
tional services, contains a large corpus of Classical
source texts, and provides a wealth of contextual in-
formation for annotators who are non-native speak-
ers of the language.

In this the digital library has had a profound im-
pact on the creation of our treebank, but the influ-
ence goes both ways. The digital library is a heav-
ily trafficked website with a wide range of users, in-
cluding professional scholars, students and hobby-
ists. By incorporating the treebank as a language
resource into this digital library, we have the poten-
tial to introduce a fundamental NLP tool to an audi-
ence outside the traditional disciplines of computer
science or computational linguistics that would nor-
mally use it. Students of the language can profit
from the syntactic information encoded in a tree-
bank, while traditional scholars can benefit from the
textual searching it makes possible as well.

33



Figure 1: A screenshot of Vergil’s Aeneid from the Perseus digital library.

2 The Perseus Digital Library

Figure 1 shows a screenshot from our digital library.
In this view, the reader is looking at the first seven
lines of Vergil’s Aeneid. The source text is provided
in the middle, with contextualizing information fill-
ing the right column. This information includes:

• Translations. Here two English translations
are provided, one by the 17th-century English
poet John Dryden and a more modern one by
Theodore Williams.

• Commentaries. Two commentaries are also
provided, one in Latin by the Roman grammar-
ian Servius, and one in English by the 19th-
century scholar John Conington.

• Citations in reference works. Classical refer-
ence works such as grammars and lexica of-
ten cite particular passages in literary works as
examples of use. Here, all of the citations to
any word or phrase in these seven lines are pre-
sented at the right.

Additionally, every word in the source text is
linked to its morphological analysis, which lists

every lemma and morphological feature associated
with that particular word form. Here the reader has
clicked on arma in the source text. This tool reveals
that the word can be derived from two lemmas (the
verb armo and the noun arma), and gives a full mor-
phological analysis for each. A recommender sys-
tem automatically selects the most probable analysis
for a word given its surrounding context, and users
can also vote for the form they think is correct.2

3 Latin Dependency Treebank

Now in version 1.3, the Latin Dependency Treebank
is comprised of excerpts from four texts: Cicero’s
Oratio in Catilinam, Caesar’s Commentarii de Bello
Gallico, Vergil’s Aeneid and Jerome’s Vulgate.

Since Latin has a highly flexible word order, we
have based our annotation style on the dependency
grammar used by the Prague Dependency Tree-
bank (PDT) (Hajič, 1998) for Czech (another non-
projective language) while tailoring it for Latin via

2These user contributions have the potential to significantly
improve the morphological tagging of these texts: any single
user vote assigns the correct morphological analysis to a word
89% of the time, while the recommender system does so with
an accuracy of 76% (Crane et al., 2006).
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Date Author Words
63 BCE Cicero 1,189
51 BCE Caesar 1,486
19 BCE Vergil 2,647
405 CE Jerome 8,382

Total: 13,683

Table 1: Treebank composition by author.

the grammar of Pinkster (1990).3

In addition to the index of its syntactic head and
the type of relation to it, each word in the treebank
is also annotated with the lemma from which it is
inflected and its morphological code. We plan to re-
lease the treebank incrementally with each new ma-
jor textual addition (so that version 1.4, for instance,
will include the treebank of 1.3 plus Sallust’s Bellum
Catilinae, the text currently in production).

4 The Influence of a Digital Library

A cultural heritage digital library has provided a fer-
tile ground for our historical treebank in two funda-
mental ways: by providing a structure on which to
build new services and by providing reading support
to expedite the process of annotation.

4.1 Structure

By anchoring the treebank in a cultural heritage dig-
ital library, we are able to take advantage of a struc-
tured reading environment with canonical standards
for the presentation of text and a large body of dig-
itized resources, which include XML source texts,
morphological analyzers, machine-readable dictio-
naries, and an online user interface.

Texts. Our digital library contains 3.4 million
words of Latin source texts (along with 4.9 mil-
lion words of Greek). The texts are all public-
domain materials that have been scanned, OCR’d
and formatted into TEI-compliant XML. The value
of this prior labor is twofold: most immediately,
the existence of clean, digital editions of these
texts has saved us a considerable amount of time
and resources, as we would otherwise have to

3We are also collaborating with other Latin treebanks (no-
tably the Index Thomisticus on the works of Thomas Aquinas)
to create a common set of annotation guidelines to be used as a
standard for Latin of any period (Bamman et al., 2007).

create them before annotating them syntactically;
but their encoding as repurposeable XML docu-
ments in a larger library also allows us to refer
to them under standardized citations. The pas-
sage of Vergil displayed in Figure 1 is not simply
a string of unstructured text; it is a subdocument
(Book=1:card=1) that is itself part of a larger doc-
ument object (Perseus:text:1999.02.0055), with sis-
ters (Book=1:card=8) and children of its own (e.g.,
line=4). This XML structure allows us to situate any
given treebank sentence within its larger context.

Morphological Analysis. As a highly inflected
language, Latin has an intricate morphological sys-
tem, in which a full morphological analysis is the
product of nine features: part of speech, person,
number, tense, mood, voice, gender, case and de-
gree. Our digital library has included a morphologi-
cal analyzer from its beginning. This resource maps
an inflected form of a word (such as arma above)
to all of the possible analyses for all of the dictio-
nary entries associated with it. In addition to provid-
ing a common morphological standard, this mapping
greatly helps to constrain the problem of morpho-
logical tagging (selecting the correct form from all
possible forms), since a statistical tagger only needs
to consider the morphological analyses licensed by
the inflection rather than all possible combinations.

User interface. The user interface of our library
is designed to be modular, since different texts have
different contextual resources associated with them
(while some have translations, others may have
commentaries). This modularity allows us to easily
introduce new features, since the underlying archi-
tecture of the page doesn’t change – a new feature
can simply be added.

Figure 2 presents a screenshot of the digital li-
brary with an annotation tool built into the inter-
face. In the widget on the right, the source text in
view (the first chunk of Tacitus’ Annales) has been
automatically segmented into sentences; an annota-
tor can click on any sentence to assign it a syntac-
tic annotation. Here the user has clicked on the first
sentence (Vrbem Romam a principio reges habuere);
this action brings up an annotation screen in which
a partial automatic parse is provided, along with the
most likely morphological analysis for each word.
The annotator can then correct this automatic output
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Figure 2: A screenshot of Tacitus’ Annales from the Perseus digital library.

and move on to the next segmented sentence, with
all of the contextual resources still in view.

4.2 Reading support

Modern treebanks also differ from historical ones in
the fluency of their annotators. The efficient anno-
tation of historical languages is hindered by the fact
that no native speakers exist, and this is especially
true of Latin, a difficult language with a high de-
gree of non-projectivity. While the Penn Treebank
can report a productivity rate of between 750 and
1000 words per hour for their annotators after four
months of training (Taylor et al., 2003) and the Penn
Chinese treebank can report a rate of 240-480 words
per hour (Chiou et al., 2001), our annotation speeds
are significantly slower, ranging from 90 words per
hour to 281. Our best approach for Latin is to de-
velop strategies that can speed up the annotation pro-
cess, and here the resources found in a digital library
are crucial. There are three varieties of contextual
resources in our digital library that aid in the un-
derstanding of a text: translations, commentaries,

and dictionaries. These resources shed light on a
text, from the level of sentences to that of individual
words.

Translations. Translations provide reading sup-
port on a large scale: while loose translations may
not be able to inform readers about the meaning and
syntactic role of any single word, they do provide
a broad description of the action taking place, and
this can often help to establish the semantic struc-
ture of the sentence – who did what to whom, and
how. In a language with a free word order (and with
poetry especially), this kind of high-level structure
can be important for establishing a quick initial un-
derstanding of the sentence before narrowing down
to individual syntactic roles.

Commentaries. Classical commentaries provide
information about the specific use of individ-
ual words, often noting morphological information
(such as case) for ambiguous words or giving ex-
planatory information for unusual structures. This
information often comes at crucial decision points

36



in the annotation process, and represents judgments
by authorities in the field with expertise in that par-
ticular text.

Figure 3: An excerpt from Conington’s commentary
on Vergil’s Aeneid (Conington, 1876), here referring
to Book 1, lines 4 and 5.

Machine-Readable Dictionaries. In addition to
providing lists of stems for morphological analyzers,
machine-readable dictionaries also provide valuable
reading support for the process of lemma selection.
Every available morphological analysis for a word is
paired with the word stem (a lemma) from which it is
derived, but analyses are often ambiguous between
different lemmas. The extremely common form est,
for example, is a third person singular present in-
dicative active verb, but can be inflected from two
different lemmas: the verb sum (to be) and the verb
edo (to eat). In this case, we can use the text already
tagged to suggest a more probable form (sum ap-
pears much more frequently and is therefore the like-
lier candidate), but in less dominant cases, we can
use the dictionary: since the word stems involved
in morphological analysis have been derived from
the dictionary lemmas, we can map each analysis
to a dictionary definition, so that, for instance, if an
annotator is unfamiliar with the distinction between
the lemmas occido1 (to strike down) and occido2 (to
fall), their respective definitions can clarify it.

Machine-readable dictionaries, however, are also
a valuable annotation resource in that they often pro-
vide exemplary syntactic information as part of their
definitions. Consider, for example, the following
line from Book 6, line 2 of Vergil’s Aeneid: et tan-
dem Euboicis Cumarum adlabitur oris (“and at last
it glides to the Euboean shores of Cumae”). The
noun oris (shores) here is technically ambiguous,
and can be derived from a single lemma (ora) as a
noun in either the dative or ablative case. The dic-

tionary definition of allabor (to glide), however, dis-
ambiguates this for us, since it notes that the verb is
often constructed with either the dative or the ac-
cusative case.

Figure 4: Definition of allabor (the dictionary entry
for adlabitur) from Lewis and Short (1879).

Every word in our digital library is linked to a list
of its possible morphological analyses, and each of
those analyses is linked to its respective dictionary
entry. The place of a treebank in a digital library
allows for this tight level of integration.

5 The Impact of a Historical Treebank

The traffic in our library currently exceeds 10 mil-
lion page views by 400,000 distinct users per month
(as approximated by unique IP addresses). These
users are not computational linguists or computer
scientists who would typically make use of a tree-
bank; they are a mix of Classical scholars, stu-
dents, and amateurs. These different audiences have
equally different uses for a large corpus of syntacti-
cally annotated sentences: for one group it can pro-
vide additional reading support, and for the other a
scholarly resource to be queried.

5.1 Treebank as Reading Support

Our digital library is predominantly a reading en-
vironment: source texts in Greek and Latin are
presented with attendant materials to help facilitate
their understanding. The broadest of these materials
are translations, which present sentence-level equiv-
alents of the original; commentaries provide a more
detailed analysis of individual words and phrases. A
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treebank has the potential to be a valuable contex-
tual resource by providing syntactic information for
every word in a sentence, not simply those chosen
by a commentator for discussion.

5.2 Treebank as a Scholarly Resource

For Classical scholars, a treebank can also be used
as a scholarly resource. Not all Classicists are pro-
grammers, however, and many of those who would
like to use such a resource would profit little from
an XML source file. We have already released ver-
sion 1.3 of the Latin Dependency Treebank in its
XML source, but we also plan to incorporate it into
the digital library as an object to be queried. This
will yield a powerful range of search options, in-
cluding lemmatized and morpho-syntactic search-
ing, and will be especially valuable for research in-
volving lexicography and semantic classification.

Lemmatized searching. The ability to conduct a
lemma-based textual search has long been a desider-
atum in Classics,4 where any given Latin word form
has 3.1 possible analyses on average.5 Locating all
inflections of edo (to eat) in the texts of Caesar, for
example, would involve two things:

1. Searching for all possible inflections of the root
word. This amounts to 202 different word
forms attested in our texts (including com-
pounds with enclitics).

2. Eliminating all results that are homonyms de-
rived from a different lemma. Since several in-
flections of edo are homonyms with inflections
of the far more common sum (to be), many
of the found results will be false positives and
have to be discarded.

This is a laborious process and, as such, is rarely
undertaken by Classical scholars: the lack of such
a resource has constrained the set of questions we

4Both the Perseus Project and the Thesaurus Linguae Grae-
cae (http://www.tlg.uci.edu) allow users to search for all in-
flected forms of a lemma in their texts, but neither filters results
that are homonyms derived from different lemmas.

5Based on the average number of lemma + morphology
combinations for all unique word tokens in our 3.4 million word
corpus. The word form amor, for example, has 3 analyses: as
a first-person singular present indicative passive verb derived
from the lemma amo (to love) and as either a nominative or
vocative masculine singular noun derived from amor (love).

can ask about a text. Since a treebank encodes each
word’s lemma in addition to its morphological and
syntactic analysis, this information is now free for
the taking.

Morpho-syntactic searching. A treebank’s major
contribution to scholarship is that it encodes the
syntax of a sentence, along with a morphological
analysis of each word. These two together can be
combined into elaborate searches. Treebanks allow
scholars to find all instances of any particular con-
struction. For example:

• When the conjunction cum is the head of a sub-
ordinate clause whose verb is indicative, it is
often recognized as a temporal clause, qualify-
ing the time of the main clause’s action;

• When that verb is subjunctive, however, the
clause retains a different meaning, as either cir-
cumstantial, causal, or adversative.

These different clause types can be found by
querying the treebank: in the first case, by search-
ing for indicative verbs that syntactically depend on
cum; in the second, for subjunctive verbs that de-
pend on it. In version 1.3 of the Latin Dependency
Treebank, cum is the head of a subordinate clause
38 times: in 7 of these clauses an indicative verb de-
pends on it, while in 31 of them a subjunctive one
does. This type of searching allows us to gather sta-
tistical data while also locating all instances for fur-
ther qualitative analysis.6

Lexicography. Searching for a combination of
lemma and morpho-syntactic information can yield
powerful results, which we can illustrate with a
question from Latin lexicography: how does the
meaning of a word change across authors and over
time? If we take a single verb – libero (to free, lib-
erate) – we can chart its use in various authors by
asking a more specific question: what do different
Latin authors want to be liberated from? We can
imagine that an orator of the republic has little need
to speak of liberation from eternal death, while an
apostolic father is just as unlikely to speak of being
freed from another’s monetary debt.

6For the importance of a treebank in expediting morpho-
syntactic research in Latin rhetoric and historical linguistics, see
Bamman and Crane (2006).
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We can answer this more general question by
transforming it into a syntactic one: what are the
most common complements of the lemma libero that
are expressed in oblique cases (e.g., ablative, geni-
tive, etc.) or as prepositional phrases? In a small test
of 100 instances of the lemma in Cicero and Jerome,
we find an interesting answer, presented in Table 2.

Cicero Jerome
periculo 14 manu 22
metu 8 morte 3
cura 6 ore 3
aere 3 latronibus 2
scelere 3 inimico 2
suspicione 3 bello 2

Table 2: Count of objects liberated from in Cicero
and Jerome that occur with frequency greater than 1
in a corpus of 100 sentences from each author con-
taining any inflected form of the verb libero.

The most common entities that Cicero speaks
of being liberated from clearly reflect the cares of
an orator of the republic: periculo (danger), metu
(fear), cura (care), and aere (debt). Jerome, how-
ever, uses libero to speak of liberation from a very
different set of things: his actors speak of deliver-
ance from manu (e.g., the hand of the Egyptians),
from ore (e.g., the mouth of the lion) and from
morte (death). A treebank encoded with lemma and
morpho-syntactic information lets us quantify these
typical arguments and thereby identify the use of the
word at any given time.

Named entity labeling. Our treebank’s place in
a digital library also means that complex searches
can draw on the resources that already lie therein.
Two of our major reference works include Smith’s
Dictionary of Greek and Roman Geography (1854),
which contains 11,564 place names, and Smith’s
Dictionary of Greek and Roman Biography and
Mythology (1873), which contains 20,336 personal
names. By mapping the lemmas in our treebank to
the entries in these dictionaries, we can determine
each lemma’s broad semantic class. After supple-
menting the Classical Dictionary with names from
the Vulgate, we find that the most common people
in the treebank are Iesus, Aeneas, Caesar, Catilina,
Satanas, Sibylla, Phoebus, Misenus and Iohannes;

the most common place names are Gallia, Babylon,
Troia, Hierusalem, Avernus and Sardis.

One use of such classification is to search for
verbs that are typically found with sentient agents.
We can find this by simply searching the treebank
for all active verbs with subjects known to be people
(i.e., subjects whose lemmas can be mapped to an
entry in Smith’s Dictionary). An excerpt of the list
that results is given in Table 3.

mitto to send
iubeo to order
duco to lead
impono to place
amo to love
incipio to begin
condo to hide

Table 3: Common verbs with people as subjects in
the Latin Dependency Treebank 1.3.

Aside from its intrinsic value of providing a cata-
logue of such verbs, a list like this is also useful for
classifying common nouns: if a verb is frequently
found with a person as its subject, all of its sub-
jects in general will likely be sentient as well. Table
4 presents a complete list of subjects of the active
voice of the verb mitto (to send) as attested in our
treebank.

angelus angel
Caesar Caesar
deus God
diabolus devil
Remi Gallic tribe
serpens serpent
ficus fig tree

Table 4: Subjects of active mitto in the Latin Depen-
dency Treebank 1.3.

Only two of these subjects are proper names (Cae-
sar and Remi) that can be found in Smith’s Dictio-
nary, but almost all of these nouns clearly belong
to the same semantic class – angelus, deus, diabo-
lus and serpens (at least in this text) are entities with
cognition.

Inducing semantic relationships of this sort is the
typical domain of clustering techniques such as la-
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tent semantic analysis (Deerwester et al., 1990), but
those methods generally work best on large corpora.
By embedding this syntactic resource in a digital li-
brary and linking it to external resources such as ref-
erence works, we can find similar semantic relation-
ships with a much smaller corpus.

6 Conclusion

Treebanks already fill a niche in the NLP community
by providing valuable datasets for automatic pro-
cesses such as parsing and grammar induction. Their
utility, however, does not end there. The linguis-
tic information that treebanks encode is of value to a
wide range of potential users, including professional
scholars, students and amateurs, and we must en-
courage the use of these resources by making them
available to such a diverse community. The digital
library described in this paper has proved to be cru-
cial for the development and deployment of our tree-
bank: since the natural intuitions of native speakers
are hard to come by for historical languagues, it is all
the more important to leverage the cultural heritage
resources we already have.
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Abstract

This article presents a method to extract and
query Cultural Heritage (CH) textual dig-
ital resources. The extraction and query-
ing phases are linked by a common on-
tological representation (CIDOC-CRM). A
transport format (RDF) allows the ontol-
ogy to be queried in a suitable query lan-
guage (SPARQL), on top of which an inter-
face makes it possible to formulate queries
in Natural Language (NL). The extraction
phase exploits the propositional nature of
the ontology. The query interface is based
on the Generate and Select principle, where
potentially suitable queries aregeneratedto
match the user input, only for the most se-
mantically similar candidate to beselected.
In the process we evaluate data extracted
from the description of a medieval city
(Wolfenb̈uttel), transform and develop two
methods of computing similarity between
sentences based on WordNet. Experiments
are described that compare the pros and
cons of the similarity measures and evaluate
them.

1 Introduction

The CIDOC-CRM (DOERR, 2005) ontology is an
ISO standard created to describe in a formal lan-
guage the explicit and implicit concepts and rela-
tions underlying the documentation produced in CH.
The ontology aims at accommodating a wide variety
of data from the CH domain, but its sheer complex-
ity may make it difficult for non-experts to learn it

quickly, let alone use it efficiently. For others, it may
even be simpler to find a way to translate automati-
cally their data from the storage mechanism already
in place into CIDOC-CRM. For practitioners unfa-
miliar with strict formalisms, it may be more natural
to describe collections in natural language (e.g. En-
glish), and there is already an unprecedented wealth
of information available on-line in natural language
for almost anything, including CH. Wouldn’t it be
practical to be able to describe a collection of arti-
facts in plain English, with little or no knowledge
of the CIDOC-CRM formalism, and let language
technology take over and produce a CIDOC-CRM
database? The principle behind that idea is based
on the observation that the building blocks of the
CIDOC-CRM ontology, thetriples, have a pred-
icative nature, which is structurally consistent with
the way many natural languages are built (DOERR,
2005):

The domain class is analogous to the
grammatical subject of the phrase for
which the property is analogous to the
verb. Property names in the CRM are de-
signed to be semantically meaningful and
grammatically correct when read from do-
main to range. In addition, the inverse
property name, normally given in paren-
theses, is also designed to be semanti-
cally meaningful and grammatically cor-
rect when read from range to domain.

A triple is defined as:

DOMAIN PROPERTY RANGE
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The domain is the class (or entity) for which a prop-
erty is formally defined. Subclasses of the domain
class inherit that property. The range is the class
that comprises all potential values of a property.
Through inheritance, subclasses of the range class
can also be values for that property. Example 1 is
somewhat artificial, but it illustrates how triples can
be extracted from natural language, where entities
E48 and E53 arePlace NameandPlacerespectively,
while P1 is the propertyidentify.

(1) Rome
DOM E41
E48

identifies
PROP P1
P1

the capital of Italy.
RANGE E1
E53

‘Rome identifies the capital of Italy.’

The task of the natural language processing tool is to
map relevant parts of texts to entities and properties
in such a way that triples can be constructed (see also
(SHETH, 2003; SCHUTZ, 2005; DAGAN, 2006)).
In a nutshell, the Noun Clauses (NC)Romeandthe
capital of Italy are mapped toEntity 48andEntity
53, themselves subclasses of the domain E41 and
range E1 respectively, while the Verb Clause (VC)
identifiesis mapped toProperty P1.

On the other hand, a natural language interface
(ANDROUTSOPOULOS, 1995) to query struc-
turally complex and semantically intertwined data
such as those that can be found in the archaeological
domain can lighten a great deal the tasks of browsing
and searching. This state of affairs is even more true
for people not familiar with formal languages, as is
often the case in archaeology in particular and cul-
tural heritage in general. With the Semantic Web1

in full development and ontologies such as CIDOC-
CRM teaming together to render semantic naviga-
tion a realistic prospect, natural language interfaces
can offer a welcomed simplified view of the under-
lying data.

One of the most important and Semantic Web
oriented conceptual model available today is the
CIDOC-CRM, which is becoming the new standard
model to document CH data: the creation of tools
ready to manage CIDOC-CRM compliant archives
will be one of the most important goals of the com-
ing years (HERMON, 2000). The full implemen-
tation of the CIDOC-CRM model is simplified to-

1http://www.w3.org/2001/sw/

day by a family of languages developed by the
World Wide Web Consortium2 and XML-based (LI,
2006). One of its most important representative is
RDF3, on top of which sits a query language such as
SPARQL4.

2 Extraction

2.1 Methodology

TRIPLEhhhhhhh
©©©
(((((((

NC

NP

Rome

VC

VVZ

identifies

NC
aaaa

!!!!
NC

QQ´́

DT

the

NN

capital

PC
ll,,

IN

of

NC

NP

Italy

Figure 1: Linguistic parse tree for example 1.

Figure 1 suggests that all pairs of NC separated by
a VC (and possibly other elements) are potentially
valid CIDOC-CRM triples. Part-of-speeches (POS)
and phrasal clauses can be obtained with a POS tag-
ger and chunker5. To validate the triples, we must
first make sure that the predicate is relevant by ex-
tracting the main verb of the verbal clause (VC) and
see if its meaning is similar (synonym) to at least
one of the CIDOC-CRM properties. For example, it
is possible to use the verbdescribeinstead ofiden-
tify. Once a set of possible properties is identified,
we must verify if the noun clauses (NC) surround-
ing the property are related to the DOMAIN and the
RANGE of that property. To establish the relation,
the first step is to identify the semantics of each NC
clause. For English, a good indicator of the NC se-
mantics is the rightmost NN in the clause, excluding
any attached PC. The rightmost NN is usually the
most significant: for example, in the NCthe mu-
seum artifact, the main focus point isartifact, not
museum. In figure 1 the rightmost NN ofthe capital

2W3C: http://www.w3.org/
3http://www.w3.org/RDF/
4http://www.w3.org/TR/2006/CR-rdf-sparql-query-

20060406/
5http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/
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of Italy is capital (excluding the attached PC); this
tells us that we are dealing with an object of type
capital. The second step is to see if the type is a
subclass of the DOMAIN or RANGE. Becauseen-
tity (E1) is a hypernym ofcapital, then we conclude
that the clausethe capital of Italyis a subclass of
E1:CRM Entity. What if the NC has no NN? One
possibility6 is that the clause is made up of at least
one proper noun (Rome). To establish the type of
a proper noun, we use the Web as corpus and com-
pute a measure ofsemantic association(CHURCH,
1989) with all CIDOC-CRM classes and choose the
most similar as being the type of the NC clause. This
would yield the following triple:

E41

Rome
P1

E1

the capital of Italy

where E1 and E41 are the entitiesAppellationand
CRM Entityrespectively.

2.2 Extracting a triple from free text

The following experiment shows the result of ex-
tracting a triple from a textual description of the me-
dieval city of Wolfenb̈uttel based on the method de-
scribed previously. The document was 3922 words
long with 173 sentences. The system extracted 197
intermediate triples and 79 final triples. Table 1
shows a few processing steps for the following frag-
ment of text:

The street’s particular charm lies in its
broad-faced half-timbered buildings.

In step①, an intermediate triple is extracted from
texts, then we use synonyms and hypernyms in step
② to find mappings with domains (D), properties (P)
and ranges (R) of the ontology. The final triples
appears in step③. For example,consistis a syn-
onym for lie, andobjectis an hypernym ofbuilding.
In each case, we extracted from WordNet7 (PED-
ERSEN, 2004) the synonyms and hypernyms of the
three most common uses for each word (verb, noun).

6The other possibility,pronouns, is omitted for simplicity.
7http://wordnet.princeton.edu/

D [The street’s particular charm]
① P lies in

R [its broad-faced
half-timbered buildings]

D [attribute, charm, entity,
language, object]

② P [consist]
R [activity, building, creation,

entity, event, object]
D [e13:Attribute Assignment]

③ P p9:consists of
R [e7:Activity]

Table 1: A triple extracted from free text.

3 Querying

3.1 NL Interface to SPARQL Querying

Our approach to the problem of mapping a query in
natural language to a query expressed in a partic-
ular query language (here SPARQL) is togenerate
(BURKE, 1997) the most likely candidates andse-
lect the item which shows maximum semantic sim-
ilarity with the input string. We now explain both
steps in turn.

3.1.1 Generation

We start from two parallel grammars describing
both the target query language and one or more nat-
ural languages. Here is an excerpt from one query
language (SPARQL),

SelectQuery→ Select

{
Var+
Star

}
DC? WC SM?

DC→ From Table
WC→Where?{ Filter }
SM→ OrderBy Modifier

Star→ ’*’
Select→ ’select’
From→ ’from’

Table→ ’< OneTable>’

and part of its equivalent in natural language (here
English):

Select→
{

’select’
’show’

}
’the’?

From→ ’from’
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Star→
{

’all records’
’everything’

}

OneTable→ ’clients’

Therefore, for a SPARQL query such asselect *
from <clients> {}, we are able to generate the
equivalent in natural language:select all records
from clients. The generation space of SPARQL and
natural languages can be very large (in fact it can be
infinitely large in both cases), so generation must be
constrained in some way (it is in fact constrained by
the size of the input string). More specifically, the
grammar generates candidate strings of length to be
contained between a fractionf1 shorter and a frac-
tion f2 longer than the size (in meaningful words) of
the input strings. Meaningful words are limited to be
adjectives (tag J), nouns (tag N), verbs (tag V) and
adverbs (tag RB), partly because they can be com-
pared against each other using WordNet. The val-
ues off2 is usually less than the value off1, but the
exact values are to be determined empirically. The
idea behind this is based on the general observation
that queries expressed in natural languages are more
likely to be redundant than underspecified. Let’s
look at example 2, a particular example of a user
query.

(2) Could/MD you/PP show/VVP me/PP all/PDT
the/DT records/NNS you/PP have/VHP
please/VV ./SENT

There are three (show, recordsandhave) meaning-
ful words in 2. Assuming that we have 0.4 and 0.1
for the values off1 and f2 respectively, the gener-
ator would then be constrained to produce candi-
date strings having a length in the range [3-0.4*3,
3+0.1*3] or [1.8, 3.3], i.e. between two and three
words after rounding. The generative process must
also be informed on possible values employed by
the user for the sake of filtering. For example, in
queries such asShow me everything that has a salary
above 500andSelect people named Smith, the value
of the fieldssalaryandnameare respectively speci-
fied as being above500andSmith. These values are
used by the generator. They are assume to be found
as symbols (SYM), foreign words (FW), nouns (N),
cardinal numbers (CD) or adjectives (J) in the input
string. The whole generative process can be sum-
marised as follows:

1. Compute the input query strings lengthI in
meaningful word tokens and detect potential
field values (SYM, FW, N, CD or J)

2. Generates candidate strings of a given language
L with length in the range [I-f1*I, I+f2*I]

3. For each candidate string, generate the equiva-
lent SPARQL query

The candidate strings in languageL from step 2 are
passed on to theselectionprocess.

3.1.2 Selection

The selectionprocess is based on a measure of
similarity between the input string and candidates
issued from generation. The two similarity mea-
sures we are presenting are based on an available
semantic resource for English,Wordnet. Both mea-
sures assume that two sentences are semantically
similar if they share words with similar meanings.
This assumption is certainly not true in general but,
in the case of database querying, we can assume
that the use of metaphors, irony or contextualised
expressions is relatively rare. There are different
approaches to compute similarity, but we are con-
strained by the fact that the system must potentially
analyse and compare a large number of sentences
with varying lengths. The so-calledLevenshtein dis-
tanceor edit distanceis a simple option based on
dynamic programming (RISTAD, 1998). It can be
transformed to become asemantic distance, that is,
the semantic distance between two strings is given
by the minimum number of operations needed to
transform one string into the other, where an oper-
ation is an insertion (cost 1), deletion (cost 1), or
substitution of a single word (as opposed to letters
in the original edit-distance). The exact cost of sub-
stitution is given by how dissimilar a pair of words
is according to WordNet (from 0 to 2). Two strings
are therefore similar if they have words semantically
related, with a preference for thesame word order.
This last requirement is not always acceptable for
natural language, as can be illustrated by examples 3
and 4, which are clear semantic equivalent, although
a measure based on theLevenhstein distancewould
be unduly penalising because of a different word or-
der.

(3) Show me the name and salary of all clients.
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(4) Look into clients and show me their name and
salary.

However, theedit distanceis computationally attrac-
tive and it is not clear whether word-order is such an
important factor when querying database in natural
language.

One way to have more control over word-order
is to built a similarity matrix. A similarity matrix
provides a pairwise measure of similarity between
each word of two sentences. Let’s say we want to
compare the similarity of a user’s sentence 5 with a
candidate query 6 generated by system.

(5) Show me salaries for names Smith.

(6) Select the salary where name is Smith.

The corresponding similarity matrix is shown as ta-
ble 2. Each word is assigned a part-of-speech and
transformed to its base-form to simplify comparison
using WordNet. The similarity values in the table are

Similarity show salary name Smith
select 25 0 0 0
salary 0 100 8 6
name 0 8 100 17
be 33 0 0 0
Smith 0 6 17 100

Table 2: Similarity matrix between two sentences

in the [0,100] range. They are computed using sim-
ple edge counting in WordNet, a technique similar
to computing how two people are genetically related
through their common ancestors (BUDANITSKY,
2001). Only nouns, verbs, adjectives and adverbs
can be semantically related by WordNet, therefore
strings are initially stripped of all other grammatical
categories. For example, table 2 shows that the word
selecthas a degree of similarity of 25 with show.
This approach does not take on board word-orderat
all, and we introduce a slight correction for the value
of each entry in the table: similarity is decreased
when words appear in different positions in a string.
This is a sensible compromise to consider word-
order without undue penalties. This approach can be
expressed as follows: similarity values are decreased
by a maximum of MaxDecrease only when a pair of
words are significantly distant (by factor SigDistant)

in their respective position within each string. This
is expressed by the following formula:

IF
| l − c |
L

> SigDistant THEN

Sim← Sim ∗
(

1− | l − c |
L

∗MaxDecrease

)

wherel andc are the line and column numbers re-
spectively andL is the size of the longest string. If
we set the values of SigDistant and MaxDecrease
to 0.2, then table 2 is transformed to 3. In table 3,

Similarity show salary name Smith
select 25 0 0 0
salary 0 100 7 5
name 0 7 100 17
be 28 0 0 0
Smith 0 5 16 100

Table 3: Transf. sim. matrix between two sentences

we can see that the similarity betweenshowandbe
has been reduced from 33 to 28. Once we have the
transformed similarity matrix, we can compute the
similarity between the two sentences as such. This
is achieved by the following four steps:

1. Generate all possible squared (k*k) sub-
matrices from the transformed similarity ma-
trix. There areCkn = n!

k!(n−k)! such matrices
where k is the size of the shortest sentence and
n the longest

2. Generate all possible word-pairings for each
sub-matrices. This amounts to selecting ele-
ments being on a different row and column.
There are k! such pairings for eachCkn =

n!
k!(n−k)! squared sub-matrices

3. Compute the similarity of each k! word-pairs
for all Ckn sub-matrices by adding their similar-
ity value

4. The similarity of the transformed matrix is
taken to be the same as the highest among the
k! word-pairs *Ckn sub-matrices, divided (nor-
malised) by the size of the longest string n

For our running example in table 3, step 1 yields five
4*4 sub-matrices. For each sub-matrix, there are 24
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word-pairings (step 2). It is easy to see which word
pairing from table 2 gives the highest similarity: (be-
show,28), (salary-salary,100), (name-name,100) and
(Smith-Smith,100), for a total of 328, normalised
to the length of the longest string (5): 328/5 =
66. For comparison, the semantic similarity dis-
tance between the same two sentences using the edit-
distance is 250, and this must be normalised to the
added length of the shortest and the longest sen-
tence, 250/(5+4) = 28. Since Levenhstein gives us
a distance, we have 1-distance for similarity. The
normalising factor is (longest+shortest = 5+4), since
two strings completely different would necessitate k
replacements and n-k insertions. The maximum cost
is therefore k*2 + (n-k) = k+n.

We can get a flavour of the computational com-
plexities involved in both measures in terms of
the number of semantic similarity computations be-
tween two words (the most costly computation). The
ration between these numbers forMatrix (n!/(n-k)!)
andEdit (k*n) is (n-1)!/k(n-k)!. This ratio is equal
or greater than 1 in all cases except when n=k=2 and
n=k=3, which confirms the expected greater com-
plexity of theMatrix method. For example, when
two strings of 8 words (n=k=8) are compared, com-
plexity is 64 forEdit and 40320 forMatrix.

3.2 Comparative Evaluation

In this experiment8 we aim at evaluating and com-
paring the two (word-based) measures of semantic
similarity between sentences previously described
and based on WordNet. We will refer to these mea-
sures asEdit andMatrix. We need a reference cor-
pus where phrases are paired asparaphrases, so
we used the Microsoft Research Paraphrase Corpus
(QUIRK, 2004), which is described by the authors
as:

. . . a text file containing 5800 pairs of sen-
tences which have been extracted from
news sources on the web, along with hu-
man annotations indicating whether each
pair captures a paraphrase/semantic equiv-
alence relationship.

8Values of parameters for the methods: cost of substitution
= 2, word-pairings are centred, contiguous and do not exceed
7, MaxDecrease=0.2, SigDistant=0.2, method for similarity =
count of edges

One of two levels of quality is assigned to each para-
phrase (0 or 1). For example, phrases 7 are better
paraphrases (annotated “1”) than 8 (annotated “0”).

(7) Amrozi accused his brother, whom he called ”the
witness”, of deliberately distorting his evidence./
Referring to him as only ”the witness”, Amrozi accused
his brother of deliberately distorting his evidence.

(8) Yucaipa owned Dominick’s before selling the chain to
Safeway in 1998 for $2.5 billion./ Yucaipa bought
Dominick’s in 1995 for $693 million and sold it to
Safeway for $1.8 billion in 1998.

We selected random subsets of 100 pairs of good
paraphrases (i.e. annotated with “1”), 100 pairs of
less good paraphrases (annotated with “0”) and 100
pairs of phrases not paraphrases of each other. We
computed semantic similarity for each subset using
both methods. Results are presented in table 4. For
each method the minimum and maximum values of
similarity are reported. Variance is relatively low
and both methods appear to correlate. As expected,
paraphrases have higher similarity values, with type
“1” values slightly ahead. Moreover, average val-
ues for paraphrases are significantly higher than for
non-paraphrases, which is a sign that both methods
can discriminate between semantically related sen-
tences. When querying databases, we cannot always

Compar. Min Avg Max Var Cor

No(E) 5 12 24 0.2 0.7
No(M) 3 14 30 0.4 0.7
“0”(E) 21 57 86 1.2 0.8
“0”(M) 20 54 84 3.3 0.8
“1”(E) 35 69 94 1.9 0.6
“1”(M) 34 61 84 2.4 0.6

Table 4: Compar. eval. of the (E)dit and (M)atrix
methods for types “0”, “1” and (No) paraphrases.

expect a clear front runner, but a continuum of more
or less likely valuable candidates, more in line with
the case of paraphrases “0”.

2-best pairs In this last experiment, 40 sets of 9
phrases are submitted to each method for evalua-
tion. Each set includes only one pair of paraphrases:
sets 1 to 20 include type “0” paraphrases, while sets
21 to 40 include type “1” paraphrases. There was
no indication in the corpus that two phrases were
not paraphrase of each other, so we assumed that
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phrases not paired as being paraphrases were not.
Therefore, our random selection of non-paraphrases
can be more or less dissimilar. Table 5 show the re-
sults, where underlined similarity scores are those
of the actual paraphrases, and columns BEST and
SECOND give the actual measures of similarity for
the best match (the pair the system thinks are para-
phrases) and its closest follower respectively. We
can see that all 40 paraphrases were selected as the
best by both methods (M and E). Numbers in bold
indicate cases where methods have selected differ-
ent second best. The differences between type “0”
and “1” are consistent with those observed in table
4. These are very encouraging results that suggest
both methods could be used in a real system.

S Type 0 Type 1 S
E Best Second Best Second E
T M E M E M E M E T
1 43 54 19 20 59 48 26 17 21
2 39 38 19 14 62 94 24 17 22
3 40 59 32 21 74 90 16 18 23
4 46 65 24 20 57 86 39 21 24
5 51 57 33 31 47 47 25 19 25
6 39 43 19 15 53 54 15 11 26
7 54 70 41 39 46 60 16 15 27
8 50 59 13 9 51 79 12 10 28
9 72 78 17 20 52 62 21 14 29
10 60 67 33 23 56 60 42 29 30
11 56 78 17 15 56 52 27 26 31
12 36 50 15 14 84 79 21 17 32
13 72 80 18 16 48 60 29 27 33
14 66 68 29 25 80 79 16 13 34
15 39 65 15 12 84 87 34 29 35
16 52 58 10 9 52 77 22 14 36
17 75 71 23 21 84 82 21 18 37
18 48 53 22 19 84 87 21 17 38
19 60 60 27 19 69 71 15 13 39
20 84 63 18 14 55 80 18 18 40

Table 5: Similarity scores for each of the 2 most sim-
ilar pairs of phrases as computed by M and E

3.3 Conclusions and Future Work

It is difficult to have a comprehensive evaluation of
the extraction phase through standard metrics (pre-
cision, recall), since there is no benchmark for this

type of analysis. A good benchmark would be a
CIDOC-CRM human-annotated text. Yet we can
give some evidence of the performance of the sys-
tem. In our experiment, we have collected 79 final
triples from a 173 sentences long document describ-
ing buildings and places of interest in a medieval
city. The data was relatively clean, although punc-
tuation was heavily used throughout the document,
confusing the chunker. Despite modest results, there
is no doubt that a system like this gives a head start
to anyone wishing to build a collection using the
CIDOC-CRM ontology. A first pass in the docu-
mentation gives a good idea of what the textual doc-
umentation is about. However, a fuller interpretation
will often involve combining many triples together
to form paths. Because of time restriction, we have
decided to process the three most common meanings
of each word that we looked up in WordNet (avoid-
ing the need to select the correct meaning among
many); this may have the side effect of lowering ac-
curacy. Speed was not an issue without access to the
Web, not an absolute necessity if we have a good
thesaurus for proper nouns. Finally, we have tuned
the CRM to analyse impressions of a city, which is
not a domain for which the CRM is optimally in-
tended. We conjecture that texts about museum cat-
alogues would have yielded better results.

The approach to database querying presented in
this paper demonstrates that more and more seman-
tic resources can be used to render natural language
interfaces more efficient. The semantic web pro-
vides the backbone and the technology to support
complex querying of naturally complex data. Lexi-
cal resources such as WordNet makes it possible to
compute semantic similarity between sentences, al-
lowing researchers to develop original ways to se-
mantic parsing of natural languages. Our experi-
ments show that it is possible to map English queries
to a subset of SPARQL with high level of precision
and recall. The main drawback of theEdit method is
its overemphasis onword-order, making it less suit-
able for some languages (e.g. German). TheMa-
trix method is computationally greedy, and future
research must investigate efficient ways of cutting
down the large search space. Perhaps step 2 should
limit the number of word-pairings by taking only ad-
jacent combinations.

Another improvement might include less uncon-
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ventional methods for generating the sentences such
as FUF/Surge or the realiser of the LKB system, as
well as the use of a corpus more relevant to CH.
At this point we concede that the generation space
may be problematic as input gets longer, but we con-
jecture that user’s input should in most cases be of
manageable length. Finally, more standards evalu-
ation metrics could serve to situate the two similar-
ity measures that are being presented with regards to
more standard approaches used for the same purpose
(KAUCHAK, 2006).

Finally, we have avoided the issue raised by poly-
semic words by considering only the most common
senses found in WordNet, so the approach would be
well complemented by contribution from the field of
Word-Sense Disambiguation (WSD).
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Abstract

This research is concerned with making
recommendations to museum visitors
based on their history within the physical
environment, and textual information
associated with each item in their history.
We investigate a method of providing
such recommendations to users through
a combination of language modelling
techniques, geospatial modelling of
the physical space, and observation of
sequences of locations visited by other
users in the past. This study compares
and analyses different methods of path
prediction including an adapted naive
Bayes method, document similarity, visitor
feedback and measures of lexical similarity.

1 Introduction

Visitors to an information rich environment such as
a museum, are invariably there for a reason, be it
entertainment or education. The visitor has paid
their admission fee, and we can assume they intend
to get the most out of their visit. As with other
information rich environments and systems, first-
time visitors to the museum are at a disadvantage as
they are not familiar with every aspect of the collec-
tion. Conversely, the museum is severely restricted
in the amount of information it can convey to the
visitor in the physical space.

The use of a dynamic, intuitive interface can over-
come some of these issues (Filippini, 2003; Benford
et al., 2001). Such an interface would convention-
ally take the form of a tour guide, audio tour, or a

curator stationed at points throughout the museum.
This research is built around the assumption that the
museum visitor has access to a digital device such
as a PDA and that it is possible for automatic sys-
tems to interact with the user via this device. In this
way we aim to be able to deliver relevant content
to the museum visitor based on observation of their
movements within the physical museum space, as
well as make recommendations of what exhibits they
might like to visit next and why. At present, we are
focusing exclusively on the task of recommendation.

Recommendations can be used to convey predic-
tions about what theme or topic a given visitor is
interested in. They can also help to communicate
unexpected connections between exhibits (Hitzeman
et al., 1997), or explicitly introduce variety into the
visit. For the purposes of this research, we focus
on this first task of providing recommendations con-
sistent with the visitor’s observed behaviour to that
point. We investigate different factors which we
hypothesise impact on the determination of what
exhibits a given visitor will visit, namely: the phys-
ical proximity of exhibits, the conceptual similarity
of exhibits, and the relative sequence in which other
visitors have visited exhibits.

Recommendation systems in physical environ-
ments are notoriously hard to evaluate, as the
recommendation system is only one of many stimuli
which go to determine the actual behaviour of the
visitor. In order to evaluate the relative impact
of different factors in determining actual visitor
behaviour, we separate the stimuli present into
a range of predictive methods. In this paper we
target the task of user prediction, that is prediction
of what exhibit a visitor will visit next based on
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their previous history. Language based models are
intended to simulate a potentially unobservable
source of information: the visitor’s thought process.
In order to identify the reason for the visitor’s
interest in the multiple part exhibits we parallel this
problem with the task of word sense disambiguation
(WSD). Determining the visitor’s reason for visiting
an exhibit allows a predictive system to more
accurately model the visitor’s future path.

This study aims to arrive at accurate methods of
predicting how a user will act in an information-rich
museum. The space focused on in this research is
the Australia Gallery Collection of the Melbourne
Museum, at Carlton Gardens in Melbourne,
Australia. The predictions take the form of which
exhibits a visitor will visit given a history of
previously visited exhibits. This study analyses
and compares the effectiveness of supervised and
unsupervised learning methods in the museum
domain, drawing on a range of linguistic and
geospatial features. A core contribution of
this study is its focus on the relative import of
heterogeneous information sources a user makes
use of in selecting the next exhibit to visit.

2 Problem Description

In order to recommend exhibits to visitors while they
are going through a museum, the recommendations
need to be accurate/pertinent to the goals that the
visitor has in mind. Without accurate recomme nda-
tions, recommendations given to a visitor are essen-
tially useless, and might as well not have been rec-
ommended at all.

Building a recommender system based on contex-
tual information (Resnick and Varian, 1997) is the
ultimate goal of this research. However the envi-
ronment in this circumstance is physical, and the
actions of visitors are expected to vary within such
a space, as opposed to the usual online or digital
domain of recommender systems. Studies such as
HIPS (Benelli et al., 1999) and the Equator project1

have analysed the importance and difficulty of inte-
grating the virtual environment into the physical, as
well as identifying how non-physical navigation sys-
tems can relate to similar physical systems. For the
purpose of this study, it is sufficient to acknowledge

1http://www.equator.ac.uk

the effect of the physical environment by scaling all
recommendations against their distances from one
another.

The common information that museum exhibits
contain is key in determining how each individual
relates to each other exhibit in the collection. At
the most basic level, the exhibits are simply isolated
elements that share no relationship with one another,
their only similarity being that they occur together
in visitor paths. This interpretation disregards any
meaning or content that each exhibit contains. But
museum exhibits are created with the goal of pro-
viding information, and to disregard the content of
an exhibit is to disregard its purpose.

An exhibit in a museum may be many kinds of
things, and hence most exhibits will differ in presen-
tation and content. The target audience of a museum
is one indicator of the type of content that can be
expected within each exhibit. An art gallery is com-
prised of mainly paintings and sculptures: single
component exhibits with brief descriptions. A chil-
dren’s museum will contain a high proportion of
interactive exhibits, and much audio and visual con-
tent. In these two cases the reason for visiting the
exhibit differs greatly.

Given the diversity of information contained
within each exhibit and the greater diversity of a
museum collection, it can be difficult to see why
visitors only examine certain exhibits during their
tours. It is very difficult to perceive what a visitor’s
intention is without constant feedback, making the
problem of providing relevant recommendations a
question of predicting what a visitor is interested in
based on characteristics of exhibits the visitor has
already seen. The use of both physical attributes and
exhibit information content are used in conjunction
in an effort to account for multiple possible reasons
for visiting as exhibit. Connections between
physical attributes of an exhibit are easier to identify
than connections based on information content.
This is due to the large quantity of information
associated with each exhibit, and the difficulty in
determining what the visitor liked (or disliked)
about the exhibit.

In order to make prediction based on a visitor’s
history, the importance of the exhibits in the visi-
tors path must be known. This is difficult to obtain
directly without the aid of real-time feedback from
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the user themselves. In an effort to emulate the
difficulty of observing mental processes adopted by
each visitor, language based predictive models are
employed.

3 Resources

The domain in which all experimentation takes place
is the Australia Gallery of the Melbourne Museum.
This exhibition provides a history of the city of Mel-
bourne Melbourne, from its settlement up to the
present day, and includes such exhibits as the taxi-
dermised coat of Phar Lap (Australia’s most famous
race horse) and CSIRAC (Australia’s first, and the
world’s fourth, computer). The Gallery contains
enough variation so that not all exhibits can be clas-
sified into a single category, but is sufficiently spe-
cialised to offer much interaction and commonality
between the exhibits.

The exhibits within the Australia Gallery take
a wide variety of forms, from single items with
a description plaque, to multiple component dis-
plays with interactivity and audio-visual enhance-
ment; note, for our purposes in experimentation,
we do not differentiate between exhibit types or
modalities. The movement of visitors within an
exhibition can be restricted if the positioning of the
exhibits require visitors to take a set path (Peponis
et al., 2004), which can alter how a visitor chooses
between exhibits to view. In the case of the Australia
Gallery, however, the collection is spread out over
a sizeable area, and has an open plan design such
that visitor movement is not restricted or funnelled
through certain areas and there is no predetermined
sequence or selection of exhibits that a given visitor
can be expected to spend time at.

We used several techniques to represent the dif-
ferent aspects of each exhibit. We categorised each
exhibit by way of itsphysical attributes (e.g. size)
and taxonomic information about theexhibit con-
tent (e.g. clothing or animal). We also described
each exhibit by way of itsphysical location within
the Australia Gallery, relative to a floorplan of the
Gallery.

The Melbourne Museum also has a sizable
web-site2 which contains much detailed information
about the exhibits within the Australia Gallery. This

2http://www.museum.vic.gov.au/

data is extremely useful in that it provides a rich
vocabulary of information based on the content
of each exhibit. Each exhibit identified within the
Australia Gallery has a corresponding web-page
describing it. The information content of an exhibit
is made up of the text in its corresponding web-page
combined with its attributes. By having a large
source of natural language information associated
with the exhibit, linguistic based predictive methods
can more accurately identify the associations made
by visitors.

The dataset that forms that basis of this research
is a database of 60 visitor paths through the Aus-
tralia Gallery, which was collected by Melbourne
Museum staff over a period of four months towards
the end of 2001. The Australia Gallery contains a
total of fifty-three exhibits. This data is used to eval-
uate both physical and conceptual predictive meth-
ods. If predictive methods are able to accurately
describe how a visitor travels in a museum, then
the predictive method creates an accurate model of
visitor behaviour.

Exhibit components can be combined to form a
description for each exhibit. For this purpose, the
Natural Language Toolkit3 (Bird, 2005) was used
to analyse and compare the lexical content associ-
ated with each exhibit, so that relationships between
exhibits can be identified.

4 Methodology

Analysis of user history as a method of prediction
(or recommendation) has been examined in
Chalmers et al. (1998). Also discussed is the
role that user history plays in anticipating user
goals. This approach can be adapted to a physical
environment by simply substituting in locations
visited in place of web pages visited. Data gathered
from the paths of previous visitors also forms a valid
means of predicting other visitors’ paths (Zukerman
and Albrecht, 2001). This approach operates under
the assumption that all visitors behave in a similar
fashion when visiting a museum. However visitors’
goals in visiting a museum can differ widely. For
example, the goals of a student researching a project
will differ to those of a family with young children
on a weekend outing.

3http://nltk.sourceforge.net/
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A conceptual model of the exhibition space is cre-
ated by visitors with a specific task in mind. Inter-
pretation of this conceptual model is key to creating
accurate recommendations. The building of such a
conceptual model takes place from the moment a
visitor enters an exhibition, until the time they leave,
and skews the visitor towards groups of conceptual
locations and categories.

The representation of these intrinsically dynamic
models is directly related to the task the visitor has
in mind. Students will form a conceptual model
based around their course requirements, children
around the most visually attractive exhibits, and
so forth. This necessitates the need for multiple
exhibit similarity measures, however in the absence
of express knowledge of the ‘type’ of each visitor in
the sample data, a broad-coverage recommendation
system that functions best in all circumstances is the
desired goal. It is hoped that in future, reevaluation
of the data to classify visitors into broad categories
(e.g. information seeking, entertainment seeking)
will allow for the development of specialised
models tailored to visitor types.

The models of exhibit representation we exam-
ine in this research are exhibit proximity, text-based
exhibit information content, and exhibit popularity
(based on the previous visitor data provided by the
Melbourne Museum), as well as combinations of the
three. Exhibit information content is a two part rep-
resentation: primarily each exhibit has a large body
of text describing the exhibit drawn from the Mel-
bourne Museum website. It is fortunate that this
information is curated, and managed from a cen-
tral source, so that inconsistencies between exhibit
information are extremely rare. The authors were
unable to find any contradictory information in the
web-pages used for experimentation, as may be the
case with larger non-curated document bodies. The
second component of the information content is a
small set of key terms describing the attributes of
the exhibit. Textual content as a means of deter-
mining exhibit similarity has been analysed previ-
ously (Green et al., 1999), both in terms of keyword
attributes and bodies of explanatory text.

In order to form a prediction about which exhibit
a visitor will next visit, the probability of the tran-
sition of the visitor from their current location to
every other exhibit in the collection must be known.

Prediction of the next exhibit by proximity simply
means choosing the closest not-yet-visited exhibit to
the visitor’s current location. In terms of information
content, each exhibit is related to all other exhibits to
a certain degree. To express this we use the attribute
keywords as a query to find the exhibit most simi-
lar. We use the attribute keywords associated with
each document to search the document space of the
exhibits to find the exhibit that is most similar to the
exhibit the visitor is currently located at. To do this
we use a simple tf·idf scheme, using the attribute
keywords as the queries, and the exhibit associated
web pages as the document space. The score of each
query over each document is normalised into a tran-
sitional probability array such that

∑
j P (q|dj) = 1

for a query (q) over thej exhibit documents (dj).
In order to determine the popularity of an

exhibit, the visitor paths provided by the Melbourne
Museum were used to form another matrix of
transitional probabilities based on the likelihood
that a visitor will travel to an exhibit from the
exhibit they are currently at. I.e. for each exhibite
an array of transitional probabilities is formed such
that

∑
j P (e|cj) = 1 wherecj ∈ C ′ = C/{e}, i.e.

all exhibits other thane. In both cases Laplacian
smoothing was used to remove zero probabilities.

The methods of exhibit popularity and physical
proximity are superficial in scope and do not extend
into the conceptual space adopted by the visitors.
They do however give insight into how a physical
space affects a visitors’ mental representation of the
conceptual areas associated with specific exhibit col-
lections, and are more easily observable. Visitor
reaction to exhibit information content is harder to
observe and more problematic to predict. Any accu-
rate recommender systems produced in this fashion
will need to take into account the limitations these
two methods place on the thought processes of visi-
tors.

Connections that visitors make between exhibits
are more fluid, and are harder to represent in terms
of similarity measures. Specifically it is difficult to
see why visitors make connections between exhibits
as there can be multiple similarities between two
exhibits. To this end we have equated this prob-
lem with the task of Word Sense Disambiguation
(WSD). The path that a visitor takes can be seen
as a sentence of exhibits, and each exhibit in the
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sentence has an associated meaning. WSD is used
to determine the meaning of the next exhibit based
on the meanings of previous exhibits in the path. For
each word in the keyword set of each exhibit, the
WordNet (Fellbaum, 1998) similarity is calculated
against each word in another exhibit. The similar-
ity is the sum of the WordNet similarities between
all attribute keywords in the two exhibits (K1, K2),
normalised over the length of both keyword sets:

∑
k1∈K1

∑
k2∈K2

WNsim(k1, k2)

|K1||K2|

For the purposes of this experiment we have
chosen to use three WordNet similarity/relatedness
measures to simulate the conceptual connections
that visitors make between exhibits. The Lin (Lin,
1998) and Leacock-Chodorow (Leacock et al.,
1998) similarity measures and the Banerjee-
Pedersen (Patwardhan and Pedersen, 2003)
relatedness measures were used. The similarities
were normalised and transformed into probability
matrices such that

∑
j PWNsim(e|cj) = 1 for each

next exhibit ci. The use of WordNet measures is
intended to simulate the mental connections that
visitors make between exhibit content, given that
each visit can interpret content in a number of
different ways.

The history of the visitor at any given time is
essential in keeping the visitor’s conceptual model
of the exhibit space current. The recency of a given
exhibit within a visitor’s history is inversely propor-
tional to how long ago the exhibit was encountered.

To take into account the visitor history, the col-
laborative data, proximity, document vectors, and
conceptual WordNet similarity, we adapt the naive
Bayes approach. The conditional probabilities of
each method are combined along with the temporal
recency of an exhibit to produce a predictive exhibit
recommender. The resultant recommendation to a
visitor can be described as follows:

ĉ = arg max
ci

P (ci)
t∑

j=1

P (Aj |ci) × 2−(t−j+1) +
2−t

t

wheret is the length of the visitor’s history,Aj ∈ C
is an exhibit at timej in the visitor history (andC
is the full set of exhibits), andci ∈ C ′ = C/{Aj}
is each unvisited exhibit. The most probable next

exhibit (̂c) is selected from all possible next exhibits
(ci). Any selections made must be compared against
the visitor’s history. In this, we assume that a pre-
viously visited exhibit has already been seen, and
hence should not be recommended again.

The effectiveness of these methods was tested in
multiple combinations, both with history modeling
and without (only the exhibit the visitor is currently
at is considered). Testing was carried out using
the sixty visitor paths supplied by the Melbourne
Museum. For each method two tests were carried
out:

• Predict the next exhibit in the visitor’s path.

• Only make a prediction if the probability of the
prediction is above a given threshold.

Each path was analysed independently of the oth-
ers, and the resulting recommendations evaluated as
a whole. The measures of precision and recall in
the evaluation of recommender systems has been
applied effectively in previous studies (Raskutti et
al., 1997; Basu et al., 1998). In the second test
precision is the measure we are primarily concerned
with: it is not the aim of this recommender system to
predict all elements of a visitor’s path in the correct
order. The correctness of the exhibits predicted is
more important than the quantity of the predictions
the visitor visits, hence only exhibits predicted with
a (relatively) high probability are included in the
final list of predicted exhibits for that visitor.

The thresholds are designed to increase the cor-
rectness of the predictions, by only making a pre-
diction if there is a high probability of the visitor
travelling to the exhibit. As all predictive methods
choose the most probable transition from all possible
transitions, the transition with the highest probabil-
ity is always selected. The threshold values simply
cut off all probabilities below a certain value.

5 Results and Evaluation

The first tests carried out were done only using the
simple probability matrices described in Section 4,
and hence only use the information associated with
the visitor’s current location and not the entirety of
their history. The baseline method being used in all
testing is the naive method of moving to the closest
not-yet-visited exhibit.
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Method BOE Accuracy
Proximity (baseline) 0.270 0.192
Popularity 0.406 0.313
Tf·Idf 0.130 0.018
Lin 0.129 0.039
Leacock-Chodorow 0.116 0.024
Banerjee-Pedersen 0.181 0.072
Popularity - Tf·Idf 0.196 0.093
Popularity - Lin 0.225 0.114
Popularity - Leacock-Chodorow 0.242 0.130
Popularity - Banerjee-Pedersen 0.163 0.064
Proximity - Tf·Idf 0.205 0.084
Proximity - Lin 0.180 0.114
Proximity - Leacock-Chodorow 0.220 0.151
Proximity - Banerjee-Pedersen 0.205 0.105
Proximity - Popularity 0.232 0.129

Table 1: Single exhibit history using individual and
combined transitional probabilities

In order to prevent specialisation of the methods
over the training data (the aforementioned 60 visitor
paths), 60 fold cross-validation was used. With the
path being used as the test case removed from the
training data at each iteration.

The results of prediction using only the current
exhibit as information can be seen in Table 1. Com-
binations of predictive methods are also included to
add physical environment factors to conceptual sim-
ilarity methods. For example, if two exhibits may
be highly related conceptually but on opposite sides
of the exhibit space, a visitor may forgo the distant
exhibit in favour of a closer exhibit that is slightly
less relevant.

Due to the lengths of the recommendation sets
made for each visitor (a recommendation is made
for each exhibit visited), precision and recall are
identical. The measure of Bag Of Exhibits (BOE)
describes the percentage of exhibits that were visited
by the visitor, but not necessarily in the same order
as they were recommended. The BOE measure is
the same as measuring precision and recall for the
purposes of this evaluation. With the introduction of
thresholds to improve precision, precision and recall
are measured as separate entities.

As seen in Table 1 the performance of the
conceptual or information similarity methods
(the tf·idf method, Lin, Leacock-Chodorow and
Banerjee-Pedersen) is worse than that of the
methods based on static features of the exhibits,
and all perform worse than the baseline. In

order to produce a higher percentage of correct
recommendations, thresholds were introduced.
Using thresholds, a recommendation is only made
if the probability of a visitor visiting an exhibit next
is above a given percentage. The thresholds used
in Table 2 are arbitrary, and were arrived at after
experimentation.

It is worth noting that in both tests, with and
without thresholds, the method of exhibit popularity
based on visitor paths is the most successful. One
expects this trend to continue with the introduction
of the history based model described in Section 4.
Each transitional probability matrix was used in con-
junction with the history model, the results of this
experimentation can be seen in Table 3.

Only single transitional probability matrices are
used in conjunction with the history model. The
physical distance to an exhibit is only relevant to the
current prediction, the distance travelled in the past
from exhibit to exhibit is irrelevant, and so physical
conceptual combinations are not necessary. A model
such as this describes the evolution of a thought pro-
cess, or is able to identify the common conceptual
thread linking the exhibits in a visitor’s path. This
is only trueif the visitor has a conceptual model in
mind when touring the museum. Without the aid of
a common information thread, conceptual predictive
methods based on exhibit information content will
always perform poorly.

6 Discussion

The visitor paths supplied by the Melbourne
Museum represent sequential lists of exhibits, and
each visitor is a black box travelling from exhibit
to exhibit. It is this token vs. type problem that
does not allow us to select an appropriate predictive
method with which to make recommendations.
Instead a broad coverage method is necessary. Use
of history models to analyse entire visitor paths are
less successful than analysis of solely the current
location of the visitor. This can be attributed to the
fact that a majority of the visitors tracked may not
have had preconceived tasks in mind when they
entered the museum space, and just moved from
one visually impressive exhibit to the next. The
visitors do not consider their entire history as being
relevant, and only take into account their current
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Method Threshold Precision Recall F-score
Proximity 0.03 0.271 0.270 0.270
Popularity 0.06 0.521 0.090 0.153
Tf·Idf 0.06 0.133 0.122 0.128
Lin 0.01 0.129 0.129 0.129
Leacock-Chodorow 0.01 0.117 0.117 0.117
Banerjee-Pedersen 0.01 0.182 0.180 0.181
Popularity - Tf·Idf 0.001 0.176 0.154 0.164
Popularity - Lin 0.0005 0.383 0.316 0.348
Popularity - Leacock-Chodorow 0.0005 0.430 0.349 0.385
Popularity - Banerjee-Pedersen 0.001 0.236 0.151 0.184
Proximity - Tf·Idf 0.001 0.189 0.174 0.181
Proximity - Lin 0.0005 0.239 0.237 0.238
Proximity - Leacock-Chodorow 0.0005 0.252 0.250 0.251
Proximity - Banerjee-Pedersen 0.0005 0.182 0.180 0.181
Proximity - Popularity 0.001 0.262 0.144 0.186

Table 2: Single exhibit history predictive methods using thresholds

Method BOE Accuracy
Proximity 0.066 0.0
Popularity 0.016 0.0
Tf·Idf 0.033 0.0
Lin 0.064 0.0
Leacock-Chodorow 0.036 0.0
Banerjee-Pedersen 0.036 0.0

Table 3: Entire visitor history predictive methods.

context. This also explains the relative success of
the predictive method built from analysis of the
visitor paths, presenting a marked improvement
over the baseline of nearest exhibit. In the best case
(as seen in Table 2) the exhibit popularity predictive
method was able to give relevant recommendations
52% of the time.

The interaction between predictive methods here
is highly simplified. The assumption made is that all
aspects of the visitor’s conceptual model are inde-
pendent, or only interact on a superficial level (see
the lower halves of Tables 1–2). More complex
methods of prediction need to be explored fully
take into account the interaction between predictive
methods.

Representations based on physical proximity take
into account little of how a visitor conceptualises a
museum space. They do however describe the fact
that closer exhibits are more visible to visitors, and
are hence more likely to be visited. Proximity can
be used as an augmentation to a conceptual model
designed to be used within a physical space.

Any exhibit is best described by the information it
contains. Visitors with a specific task in mind when
entering an exhibition already have a pre-initialised
conceptual model, relating to a theme. The visitors
seek out content related to their conceptual model,
and separate the bulk of the collection content from
the information they require. The representation of
the content within each exhibit as a vocabulary of
terms allows us to find similarity between exhibits.
The data available at the time of this testing does not
make the distinction between user types, and so only
broad coverage methods result in a improvements.

With the introduction of user types to the data sup-
plied by the museum, specific predictive methods
can be applied to each individual user. This addi-
tional information can be significantly beneficial as
the specialisation of predictive types to visitors is
expected to produce much more accurate predictions
and recommendations. Currently the only method
available to discern the user type is to analyse the
length of time the visitor spends at each each exhibit.
This data is yet to be adapted and annotated from the
raw data supplied by the Melbourne Museum.

7 Conclusion

The above methods are intended to represent base-
line components of possible conceptual models that
represent how a visitor is able to selectively assess
the dynamic context of museum visits. The model
that a visitor generates for themselves is unique, and
is difficult to represent in terms of physical attributes
of exhibits.
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Being able to predict future actions of a user
within a given environment allows a recommender
system to influence a user’s choices. Key to the pre-
diction of future actions, is the idea that a user has
a conceptual model of how they see content within
the environment in relation to a task. With respect to
a museum environment, the majority of users have
no preconceived conceptual model upon entering an
exhibition and must build one as they explore the
environment. Users with a preconceived task will
more often than not stick to exhibits surrounding
a particular theme. Use of a language-based con-
ceptual model based on the information contained
within an exhibit can be combined with conceptual
models based on geospatial attributes of the exhibit
to create a representation of how a user will react
to an exhibit. The use of heterogeneous information
contained within the exhibit space is only relevant
when the visitor has an information-centric task in
mind.

7.1 Future Work

The methods dealing with a language-based concep-
tual model given here are very basic, and the overall
accuracy and precision of the recommender system
components require improvement. Additional anno-
tation of the paths of visitors to the museum will
enable proper evaluation of conceptual information
based predictive methods. On-site testing of predic-
tive methods at the Melbourne Museum is the ulti-
mate goal of this project, and testing the effects of
visitor feedback on recommendations will also be
analysed. In order to gain more insight into vis-
itor behaviour, the current small-scale set of visi-
tors needs to be expanded to include multiple visitor
types, as well as tasks.
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Abstract

In this paper, we argue on the interest of an-
choring Dutch Cultural Heritage controlled
vocabularies to WordNet, and demonstrate
a reusable methodology for achieving this
anchoring. We test it on two controlled
vocabularies, namely the GTAA thesaurus,
used at the Netherlands Institute for Sound
and Vision (the Dutch radio and television
archives), and the GTT thesaurus, used to in-
dex books of the Dutch National Library. We
evaluate the two anchorings having in mind a
concrete use case, namely generic alignment
scenarios where concepts from one thesaurus
must be aligned to concepts from the other.

1 Introduction

Cultural Heritage Institutions are the keepers of large
collections of data. To optimize the core tasks of
indexing and searching through these collections,
controlled vocabularies like thesauri are often used.
These vocabularies are structured concept networks1

and help indexers to select proper subjects for de-
scription, and users to formulate queries or to browse

1The typical semantic relationships found between elements
from thesauri are Broader Term linking a specialized concept
to a more general one, Narrower Term, its inverse relationship,
and Related Term, which denotes a general associative link.
Thesauri also contain lexical information, where the preferred
terms used for description are given synonyms or non-preferred
terms (Use and Used for links), as well as general scope notes
giving indexers instructions regarding the use of a term.

collections using the concepts that appear in the
metadata.

The Netherlands Institute for Sound and Vision2,
for example, uses the GTAA thesaurus for indexing
public radio and TV programs – GTAA is a Dutch
abbreviation for “Common Thesaurus [for] Audio-
visual Archives”. Its hierarchy of subjects contains
about 3800 Preferred Terms and 2000 Non Preferred
terms. A second example is the GTT thesaurus, which
contains 35000 concepts, gathering 50000 preferred
and non-preferred Dutch terms. This thesaurus is
used to index and retrieve books from the Dutch Na-
tional Library3 – GTT is a Dutch abbreviation for
“GOO keyword thesaurus”, GOO referring to the Joint
Subject Indexing system used by many Dutch li-
braries.

Besides this classic scenario, thesauri can also al-
low for (semi-)automatic optimization of search pro-
cesses, like query expansion exploiting their hierar-
chical structure. But the available structure might
not be rich and regular enough for such purposes. In
fact, it has been shown that a mapping to a richer
and sounder terminology, like the English Word-
Net (Fellbaum, 1998), would enable more sophisti-
cated query expansion or other inferencing possibil-
ities (Voorhees, 1994; Hollink, 2006). This will be-
come especially true now that WordNet exists in the
form of an RDF ontology (van Assem et al., 2006).

Mapping Cultural Heritage controlled vocabular-
2http://www.beeldengeluid.nl
3http://www.kb.nl

57



ies in Dutch to WordNet can also be beneficial for
sharing information across institutions, which is dif-
ficult when the metadata attached to the different doc-
uments come from different thesauri. This issue can
be solved by building equivalence links between the
elements from these different vocabularies, as in (van
Gendt et al., 2006). This vocabulary alignment prob-
lem is comparable to the ontology matching one, and
techniques similar to the ones developed by the Se-
mantic Web research community can be applied here.
As found e.g. in (Euzenat, 2004), the existing meth-
ods are quite diverse, and proposed strategies often
mix several individual techniques:

• lexical techniques, trying to compare the labels
found in vocabularies;

• structural techniques, assessing similarities be-
tween concepts from the structure of vocabular-
ies (e.g. hierarchical links);

• instance-based techniques, looking at the ob-
jects that are actually populating the ontologies
to infer from their similarities correspondences
between the concepts they instantiate.

• techniques making use of some background
knowledge source, by trying to derive from the
information found there relations between the
elements from the original vocabularies.

Here, we are interested in the last kind of techniques.
In these approaches, concepts from the vocabular-
ies to be aligned are first attached – “anchored” –
to the concepts from a third vocabulary (Aleksovski,
2006). Then, these anchors in the background vo-
cabulary are compared together. When a relation is
found between them4, a similar relation can be in-
ferred between the elements from the vocabularies
to be aligned. This is especially interesting when
the lexical overlap between the vocabularies is low
or when the vocabularies are quite poorly structured:
it is expected then that the background knowledge
will alleviate these shortcomings. The choice of

4The reader can turn to (Budanitsky and Hirst, 2006) for an
overview of the different methods that have been proposed in this
field.

this knowledge is therefore crucial, and WordNet,
which has a rich structure and a broad coverage, has
been exploited in many existing alignment methods
(Giunchiglia et al., 2005; Castano et al., 2005).

For these reasons – even if this paper will only
focus on the alignment scenario – we wanted to ex-
periment the anchoring of two aforementioned Dutch
thesauri to WordNet. Unlike literature about linking
English thesauri to WordNet, we propose in this pa-
per an anchoring method for vocabularies in other
languages, and experiment it on these two thesauri,
testing its usefulness in terms of possibilities for vo-
cabulary alignment. The remainder of the paper is
organized as follows: in section 2, we present the
general anchoring methodology. The anchoring ex-
periment is described in section 3: first the GTAA

case (section 3.1) and then the GTT one (section 3.2),
as a reusability test. We evaluate the two anchoring
processes in section 3.3 and conclude on general re-
flexions about this method. Then, we show exam-
ples of such anchorings in the context of a possible
alignment between GTAA and GTT in section 4. We
conclude on perspectives to this research in section 5.

2 Anchoring methodology

The anchoring experiment presented in this paper is
based on a comparison of lexical descriptions of the
thesaurus terms with the ones of WordNet synsets,
the glosses: WordNet is a lexical database of En-
glish, which entries are grouped “into sets of cog-
nitive synonyms (synsets), each expressing a distinct
concept”5. In contrast to many anchoring methods,
like the one in (Khan and Hovy, 1997), we do not
compare the terms from our thesauri to the labels of
synsets, but measure the lexical overlap of their de-
scriptions. The same approach has already been fol-
lowed, for example, by (Knight and Luk, 1994).

As the thesauri we focus on in this paper are in
Dutch, we first need to map their terms to English de-
scriptions, and possibly translations, to make a com-
parison with the English glosses. Given the fact that
these thesauri cover a broad range of topics, we hy-
pothesize that using a general language bilingual dic-

5http://wordnet.princeton.edu/
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tionary will lead to a good coverage of their content.
Additionally, it might give on top of the definitions
– i.e. the natural language descriptions of a term’s
meaning – useful information such as term transla-
tions and Part Of Speech (POS) tags – their gram-
matical category: noun, verb, etc. For each thesaurus
term which has been associated to an English defini-
tion, the rest of the anchoring procedure consists in
checking the overlap between the lexical content of
the definitions and the one of the different WordNet
glosses, considered as bags of words. The hypothesis
is that the closest gloss should give us a pointer to a
synset semantically equivalent to the intended mean-
ing of a thesaurus term.

3 Anchoring feasibility experiments and
evaluations

3.1 Anchoring GTAA concepts

First step: Finding English definitions for GTAA
terms The first step in mapping Dutch terms from
the GTAA to WordNet was to select an online dic-
tionary that would cover a significant part of the the-
saurus entries and that would allow automatic queries
for these terms. We have tested the bilingual dictio-
nary LookWAYup6, which returned a 2222 results –
definitions and translations – on our query set.

This query set consisted in the list of GTAA Pre-
ferred terms (3800), Non preferred terms (2000) and
their singular forms7 (3200). These singular forms
were computed in the context of a MultimediaN
project8, on the basis of linguistic derivational rules
and a manual correction.

Given the fact that most of the thesaurus terms are
in plural form, but not all of them9, and knowing that
the dictionary entries are only standard lemma forms
(most of the time in singular), we first assumed that

6Built by RES Inc., Canada, online at the URL: http://
lookwayup.com/free/.

7Following the recommendations of the ISO standard, most
of GTAA terms are in plural form.

8MultimediaN Project 5 – Semantic Multimedia Ac-
cess, http://monetdb.cwi.nl/projects/trecvid/
MN5/index.php/Main_Page, transformation done by Gijs
Geleijnse, from the Philips Research group.

9For example, the term corresponding to Baptism is in singu-
lar form.

queries on the dictionary with a plural form would
not generate a result, and simply added the singu-
lar forms to the singular ones in the query set. It
turned out that the dictionary gave result for some
plural forms, creating noise: some plural forms cor-
responded to lemmas of verbs, and a spelling cor-
rection facility provided definitions for some plural
forms.

Removing doubles We cleaned manually the first
set of errors, and automatically the last one, based
on POS tag information. In the future, we will avoid
introducing duplicate lemmas in our the query set.

After cleaning, 1748 terms had one or more trans-
lation in English together with their associated POS
tag(s) and definition(s)10. This low number, com-
pared with the original set of 5800 distinct thesaurus
terms can be explained by the fact that our vocabu-
lary contains numerous multi-words terms and also
compound entries, both of which are rarely dictio-
nary entries. We discuss possible solutions to this
shortcoming in section 3.3.

POS tag-based cleaning We did then a rough man-
ual evaluation of these candidate definitions. The
evaluation was conducted by three people and took
about one day each. It turned out that some of the
definitions were irrelevant for our task: the Dutch Bij
was associated with the English Bee and Honey bee,
but also with the preposition by. We used again the
information given by the POS tag to remove these
irrelevant definitions: we kept only definitions of
Nouns and (relevant) Verbs. After this last cleaning,
some terms still had more then one definition.

Cleaning based on thesaurus relationships We
used the hierarchical relationship in the thesaurus to
check the intended meaning of these terms: for ex-
ample, Universiteit (University) had a Broader Term
relationship with Wetenschappelijk onderwijs (Scien-
tific education), so its meaning is restricted to the
“Educational aspect”, and it should not be used to
describe TV programs about University buildings for
instance. We used this information to restrict the

101299 terms have more than one definition.
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Step Result
Gathering query set 3800 + 2000 + 3200

terms
Querying dictionary 2222 defined terms
Removing doubles 1748 different defined

terms
POS tag-based cleaning
Thesaurus-based cleaning

1655 def. terms, 7530
definitions

Anchoring to WordNet 1060 anchored con-
cepts

Table 1: GTAA term anchoring experiment

number of valid candidate definitions associated with
every GTAA term. But in some cases the distinc-
tion was hard to make between the different defini-
tions, or no clue was provided by the thesaurus to
dismabiguate the senses of the term: sometimes it
did not have any relationship to other concepts nor
explanatory text (Scope Note).

Conclusion of the first step As a final result, as
summarized in table 1, 1655 GTAA terms had one
or more English equivalent and their related candi-
date definitions (7530). We decided to postpone a
more in-depth validation to the evaluation of anchor-
ing results with WordNet: we kept all candidate def-
initions and translations that were not obviously in-
correct, and checked the WordNet anchoring result
to see if some further refinement had to be done. The
idea was that the anchoring process would only work
for parts of the definitions, so we wanted to keep as
many data as possible.

Second step: Anchoring to WordNet synsets We
stemmed the candidate definitions of GTAA terms and
the glosses from WordNet with the Porter stemmer to
augment mapping possibilities. Stemming is the op-
eration of reducing words to a root, for example by
removing the “s’ character at the end of an (English)
word in plural form. This process can reduce differ-
ent unrelated words to a same root, and hence should
be handled with care, but it requires less resources
then a full fledged lemmatizing and helps compar-
ing a larger number of words then on the basis of the
graphical forms only. As announced, in order to map
synset to GTAA terms, we compared their lexical de-
scriptions: we compared the different sets of stems in

a simple bag-of-words approach. We actually found
out that the definitions of the online dictionary were
exact matches with WordNet glosses, thus all defined
terms could be straightforwardly anchored to one or
more synsets. In the end, 1060 concepts from GTAA

are successfully anchored to a synset, which repre-
sents 28% of the total number of concepts.

Evaluation of the results We evaluated the num-
ber of semantically relevant anchorings for a ran-
dom representative part of the the 1655 GTAA terms
that had one or more WordNet anchor: we evaluated
1789 mappings out of 7530. On these 1789 map-
pings, 85 were not equivalence links: 5 out of these
85 links were relating Related Terms (like zeerov an-
chored to corsair, the first being in GTAA a profes-
sion and the second a ship in Wordnet), 17 pointed
to Broader Terms, and the others were mapping a
term with a correct translation that was correct per
se but did not correspond to the intended meaning
of the term in GTAA. For example, two anchorings
were proposed for Vrouwen: married woman and fe-
male person, the latter one being the only valid for
our thesaurus. The first cases (RT and BT relation-
ships between the original term and its anchoring)
still provide useful information for aligning vocab-
ularies, but we took only equivalence relationships
into account in this experiment.

An additional evaluation that was also performed
on a sample set was to check that non-preferred terms
that were given a definition were pointing to the same
synset as their related preferred terms. It turned to be
correct for the evaluated pairs.

On a qualitative perspective, we found different
types of mappings:

• some GTAA terms had more then one transla-
tion, all of them pointing to the same synset: this
was the confirmation that the mapping from the
term to the synset was correct;

• some GTAA terms had more then one trans-
lation, pointing to different but close synsets:
nothing in the thesaurus content could help us
distinguish between the different synsets, thus
we kept the different possibilities;
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• some different GTAA terms pointed to a same
synset and, although they were not linked in
the thesaurus, they had a semantic relationship.
This information can be used to enrich the struc-
ture of the GTAA.

We can conclude that the anchoring was quite suc-
cessful: only 4.7% of the anchorings were incorrect
in the test sample. And this was due to cases where
multiple senses were linked to a same term, which
would not cause a big problem in a semi-automated
anchoring process. Moreover, this process can bring
an additional value to the thesaurus structure itself,
on top of the possible applications mentioned in the
introduction.

3.2 Anchoring GTT concepts

Setting We carried out for GTT the same exper-
iment as for GTAA, but did not compute singular
forms, although GTT terms are generally in plural
form. Also, because GTT had 70% of its concepts al-
ready translated to English by human experts, we de-
cided that we would measure the global performance
of our method based on this translation gold standard,
additionally to manually assess the relevance of the
produced anchorings from GTT to WordNet.

Results Out of the 35194 GTT general subjects,
only 2458 were given some English definition and
translation by the dictionary service we used. For the
set of 25775 concepts for which there was already a
translation, the figure drops down to 2279, slightly
less than 9%.

As said, we tested the validity of these definitions
and translations by comparing them to the expert
translations. Our assumption was that an English def-
inition for a concept would prove to be correct if its
associated term matched one of the expert transla-
tions of the concept11. We found that 1479 of the
2279 concepts being given both expert and automatic
translations had the expert translation confirming one

11A manual checking of this assumption on the first 150 con-
cepts matching the criterion demonstrated an error rate of 4%:
4% of the concepts had no correct definition in their associated
glosses while there was a match between the expert translation
and one of the terms linked to the definitions.

of the automatically found ones, i.e. a precision rate
of 65% in terms of defined concepts.

When measuring accuracy of the found English
definitions for the 2279 defined concepts, we saw that
out of a total 3813 English definitions associated to a
concept, 2626 – 69% – had an associated term con-
firmed by the expert translation.

We also tried to assess the quality of the trans-
lations associated to the concepts of this set by our
method: out of 5747 terms proposed as translations,
1479 matched the expert translation. This precision
rate is low (25.7%) but it actually highlights one of
the problem of the expert translations found in the
thesaurus: the manual translation had a very low lex-
ical coverage, having provided with very few syn-
onyms for the “preferred” translations. The set of
25775 translated GTT concepts only brings 26954
English terms in total. . .

The evaluation by comparison to the expert trans-
lation brings useful information, but it has some
drawbacks, especially the limited coverage of the
translation work and a correctness assumption bring-
ing a (small) error rate. To complete it, we carried
out a manual investigation, inspired by what had been
done for the GTAA thesaurus.

For this, we selected the 179 concepts that were
translated by our method but had not previously been
assigned English labels by experts. For this subset,
441 glosses had been assigned. Of these, 172 were
correct, concerning 138 concepts. We therefore ob-
tain a 77% precision rate in terms of anchored con-
cepts. However, if we aim at assessing the quality
of the method and its potential to be used in a semi-
automatic anchoring process, we have to consider the
obtained glosses themselves. And here precision falls
to 39%, which is a far less satisfactory figure.

Feasibility of the proposed method in GTT case
Some of the previously mentioned anchorings to
wrong glosses could have been successfully found
by applying the heuristics mentioned in section 3.1.
The use of POS tags and the checking of the singu-
lar form of terms allowed to manually spot 41 ob-
viously wrong results. The other irrelevant glosses
were mainly found using the thesaurus information:
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Comparison with expert Gold Standard
Concepts with expert translation 25775
Concepts with a definition 2279
Concepts with def. confirmed by GS 1479
Total definitions given 3813
Definitions confirmed by GS 2626
Total translations given 5747
Translations confirmed by GS 1479
Manual evaluation
Concepts 179
Concepts with correct definition 138
Total definitions given 441
Correct definitions 172
Global results
Total GTT concepts 35194
Concepts with a definition 2458
Concepts with correct definition 1617
Total definitions given 4254
Correct definitions 2798

Table 2: GTT term anchoring evaluation

the Broader Term information helped to discriminate
68 cases, compared with 6 for Related Term, 6 for
synonyms and 15 for scope notes.

It is however still uncertain whether these differ-
ent kinds of information can be used in a more au-
tomatised setting. If we could count on translation
of broader and related terms to be done by the pro-
cess we have applied, taking into account scope notes
would require more effort. And the poor structure of
thesauri such as GTT – some 20000 concepts have no
parents at all – makes such validations by semantic
links difficult. It is also important to notice that in
14 cases, it was necessary to check the books which
have been indexed by a concept to find out its precise
meaning.

This could yet be compensated by an interesting
result we have observed: the anchoring method gave
us material for inferring new semantic links, as in the
GTAA case. Amongst the translated GTT concepts,
689 concepts are sharing at least one synset and are
not connected by a thesaurus link. We found inter-
esting matches, such as gratie (pardon) and absolutie
(absolution) or between honger (hunger) and dorst
(thirst). This potential for enriching thesauri could
actually be used to spark some positive feedback loop
for the anchoring process itself: a richer vocabulary
enables for example to use with greater profit the se-

lection strategies based on thesaurus structure.
An important problem for the implementation of

such strategies remains to deal with disambiguation
(when several English definitions are found, which
one shall be selected?) in a context of fine-grained
vocabularies. Both GTT and WordNet have a high
level of precision, but they are focused on different
matters. Especially, for a same GTT term the dic-
tionary pointed at several meanings that were very
close, but considered as different synsets in Word-
Net. A typical example is the distinction made be-
tween the gloss attached to moderation and temper-
ance, “the trait of avoiding excesses”, and the one
attached to moderateness and moderation, “quality
of being moderate and avoiding extremes”. Look-
ing at the books indexed by the concepts which these
glosses were attached to, it was not clear whether the
indexers systematically considered such a distinction.

Finally, we made rough estimattions of recall –
the number of concepts that were correctly anchored
compared to the number of concepts anchored in the
ideal case. If we compare the 1479 correctly defined
concepts to the 25775 concepts being given an expert
translation, we find a very disappointing recall rate
of 5.7%. This very low performance is in fact largely
due to three recurrent situations in which the online
dictionary could not give any translation:

• terms containing some special Dutch characters
– especially the so-called Dutch ij, where i and j
make a single character – and which occurs for
more than 2000 concepts;

• specialized scientific terms, like kwantum-
halleffect;

• complex notions, rendered in Dutch by com-
pound words (e.g. gebruikersinterfaces for user
interfaces), multi words (Algemene kosten for
general costs) or a mixture of the two (Grafis-
che gebruikersinterfaces for graphic user inter-
faces).

Whereas the encoding problem appears fairly sim-
ple, the last ones are more serious – they were indeed
also encountered in the GTAA case – and shall be dis-
cussed further.
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3.3 Conclusion on the anchoring methodology

As just mentioned, a drawback of our anchoring
method is the fact that there are very few multi-
word entries in dictionaries but they compose a large
part of thesauri, and particularly thesauri in Dutch.
Previous work about assigning a semantic relation-
ship between a multi-word term and its components
(see (Ibekwe, 2005)) could be used in order to give
elements of solution to this problem. Using this pre-
processing, we could apply our method to the single-
word part that corresponds to the generic meaning
of the original multi-word term, and try to anchor
the single-word corresponding to the semantic root of
the thesaurus’ multi-word term (Kosten for Algemene
kosten – Cost for General cost – for instance).

From a more conceptual point of view, however,
further effort would be needed to adapt our anchor-
ing method – and the subsequent alignment of one
vocabulary with the other – to the cases where a
concept from one vocabulary should be anchored to
more than one element from WordNet. More com-
plex heuristics come closer to traditional anchoring
problems cases – without translation – and could
be solved using existing solutions, as proposed by
(Giunchiglia et al., 2005; Castano et al., 2005).

The last problem encountered in the anchoring
process was the fact that specialized notions, that also
appear in general purpose thesauri, have usually no
definition in a general language dictionary. Special-
ized dictionaries should be used as a complementary
resource.

These different shortcomings reduced the cover-
age of the anchoring, but our method has still posi-
tive points: the number of obviously wrong anchors
was rather low for the found pairs and additional links
could be provided for both of the source thesauri.
This method also provides a starting point for an-
choring complex and large vocabularies to WordNet,
which is also a large lexical resource, and both are
hard to grasp completely by a human expert.

4 GTAA and GTT alignment using WordNet
anchoring: a qualitative evaluation

Once the anchoring is performed, the synsets cor-
responding to the terms from the different thesauri
can be compared, in order to infer from them equi-
valences between the original concepts, as is done
in classical alignment techniques using background
knowledge. In this section, we present some exam-
ples illustrating the kind of alignment results one can
expect from a proper anchoring of our Dutch con-
trolled vocabularies.

First, we can confirm alignments of equal Dutch
labels: gtaa:arbeiders is aligned to gtt:arbeiders
since they are both anchored to the synset “some-
one who works with their hand, someone engaged
in manual labor”. In some cases, though, a first
stemming or lemmatizing process would have been
needed to achieve alignment, as in the example of
gtaa:bekeringen and gtt:bekering (Conversion, re-
spectively in plural and singular form), or gtaa:biljart
and gtt:biljartspel12 (Billiard and Billiard game).

Nevertheless, the more interesting cases are the
ones involving concepts with large semantic overlap
but a small lexical one, as in the case of gtaa:plant
(Plant) and gtt:begroeiing (Excessive growth of ve-
getation) via the WordNet flora synset. Begroeiing is
actually semantically related in the GTT to the con-
cept Planting. Here, the translation process compen-
sates for the lack of lexical coverage in the respective
vocabularies, which precisely corresponds to one of
the traditional features background knowledge-based
techniques boast. We can also derive general con-
ceptual similarity relationship based on the overlap
between glosses, such as the one between gtaa:drank
and gtt:alcohol, which are not direct matches but for
which our method has found some common glosses
like “an alcoholic beverage that is distilled rather than
fermented”.

12Notice that substring-based matching could also give these
results, but this method is usually very noisy for alignment pro-
cesses and therefore must be used cautiously.
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5 Conclusion and perspectives

Our experiments showed that the partial anchoring
of large Dutch controlled vocabularies to WordNet
can be done via a bilingual dictionary, even though
there is an obvious loss in information: not every
thesaurus concept can easily be found in a general
language bilingual dictionary, and a preprocessing of
multi-word and compound thesaurus entries has to be
done. Yet, a significant part of the GTAA thesaurus
could be anchored, and with some improvement to
the method this could be true for GTT too. Besides
multi-word and compound words processing, useful
extensions should also take into account specialized
dictionaries and have a closer look at methodologies
for anchoring a thesaurus term to multiple WordNet
synsets with close meanings. We plan to test such
strategies in future experiments, and hope to obtain a
better coverage of the thesauri.

In this paper, we have sketched a way to use of
these anchorings in a vocabulary alignment scenario,
and underlined the potential gains on test examples.
Even if the number of results given by the current im-
plementation of our method is quite low, the reader
should notice that the process can already, as is,
suggest new relationships between concepts of the
source thesauri. Moreover, proposed strategies in
the alignment field often advocate using combined
methods: combined contributions can be used to pro-
ceed with some cross validation if they overlap, or
to provide with larger number of candidate for fur-
ther (semi-)automatic selection. In such a setting, ev-
ery contribution of candidate links is welcome. In
this respect, what is useful here is the ability of a
WordNet-based method to provide with results that
could not be obtained with other techniques because
of the lack of explicit semantic information and hier-
archical structure in the original vocabularies.

Finally, as mentioned in the introduction, there are
other motivating use cases that we plan to experiment
with. Especially interesting is the way a mapping
with WordNet can enhance the existing access to doc-
ument collections of the Dutch Cultural Heritage In-
stitutes by providing with query refinement services
and browsing possibilities.
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Abstract

We describe a system which enhances the
experience of museum visits by providing
users with language-technology-based in-
formation retrieval capabilities. The sys-
tem consists of a cross-lingual search en-
gine, augmented by state of the art semantic
expansion technology, specifically designed
for the domain of the museum (history and
archaeology of Israel). We discuss the tech-
nology incorporated in the system, its adap-
tation to the specific domain and its contri-
bution to cultural heritage appreciation.

1 Introduction

Museum visits are enriching experiences: they pro-
vide stimulation to the senses, and through them to
the mind. But the experience does not have to end
when the visit ends: further exploration of the ar-
tifacts and their influence on the visitor is possible
after the visit, either on location or elsewhere. One
common means of exploration is Information Re-
trieval (IR) via a Search Engine. For example, a mu-
seum could implement a search engine over a col-
lection of documents relating to the topics exhibited
in the museum.

However, such document collections are usually
much smaller than general collections, in particular
the World Wide Web. Consequently, phenomena in-
herent to natural languages may severely hamper the
performance of human language technology when
applied to small collections. One such phenomenon
is the semanticvariability of natural languages, the
ability to express a specific meaning in many dif-
ferent ways. For example, the expression“Archae-

ologists found a new tomb” can be expressed also
by “Archaeologists discovered a tomb” or “A sar-
cophagus was dug up by Egyptian Researchers”. On
top of monolingual variability, the same information
can also be expressed in different languages. Ignor-
ing natural language variability may result in lower
recall of relevant documents for a given query, espe-
cially in small document collections.

This paper describes a system that attempts to
cope with semantic variability through the use of
state of the art human language technology. The
system provides both semantic expansion and cross
lingual IR (and presentation of information) in the
domain of archaeology and history of Israel. It
was specifically developed for the Hecht Museum
in Haifa, Israel, which contains a small but unique
collection of artifacts in this domain. The system
provides different users with different capabilities,
bridging over language divides; it addresses seman-
tic variation in novel ways; and it thereby comple-
ments the visit to the museum with long-lasting in-
stillation of information.

The main component of the system is a domain-
specific search engine that enables users to specify
queries and retrieve information pertaining to the do-
main of the museum. The engine is enriched by lin-
guistic capabilities which embody an array of means
for addressing semantic variation. Queries are ex-
panded using two main techniques: semantic expan-
sion based on textual entailment; and cross-lingual
expansion based on translation of Hebrew queries
to English and vice versa. Retrieved documents are
presented as links with associated snippets; the sys-
tem also translates snippets from Hebrew to English.

The main contribution of this work is, of course,
the system itself, which was recently demonstrated
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successfully at the museum and which we believe
could be useful to a variety of museum visitor types,
from children to experts. For example, the system
provides Hebrew speakers access to English doc-
uments pertaining to the domain of the museum,
and vice versa, thereby expanding the availability
of multilingual material to museum visitors. More
generally, it is an instance of adaptation of state of
the art human language technology to the domain
of cultural heritage appreciation, demonstrating how
general resources and tools are adapted to a specific
domain, thereby improving their accuracy and us-
ability. Finally, it provides a test-bed for evaluating
the contribution of language technology in general,
as well as specific components and resources, to a
large-scale natural language processing system.

2 Background and Motivation

Internet search is hampered by the complexity of
natural languages. The two main characteristics of
this complexity areambiguityand variability: the
former refers to the fact that a given text can be
interpreted in more than one way; the latter indi-
cates that the same meaning can be linguistically ex-
pressed in several ways. The two phenomena make
simple search techniques too weak for unsophisti-
cated users, as existing search engines perform only
direct keyword matching, with very limited linguis-
tic processing of the texts they retrieve.

Specifically, IR systems that do not address the
variability in languages may suffer from lower re-
call, especially in restricted domains and small doc-
ument locations. We next describe two prominent
types of variability that we think should be ad-
dressed in IR systems.

2.1 Textual Entailment and Entailment Rules

In many NLP applications, such as Question An-
swering (QA), Information Extraction (IE) and In-
formation Retrieval (IR), it is crucial to recognize
that a specific target meaning can be inferred from
different text variants. For example, a QA system
needs to induce that“Mendelssohn wrote inciden-
tal music” can be inferred from“Mendelssohn com-
posed incidental music” in order to answer the ques-
tion “Who wrote incidental music?”. This type of
reasoning has been identified as a core semantic in-

ference task by the generictextual entailmentframe-
work (Dagan et al., 2006; Bar-Haim et al., 2006).

The typical way to address variability in IR is to
use lexical query expansion (Lytinen et al., 2000;
Zukerman and Raskutti, 2002). However, there are
variability patterns that cannot be described using
just constant phrase to phrase entailment. Another
important type of knowledge representation isen-
tailment rulesand paraphrases. An entailment rule
is a directional relation between twotemplates, text
patterns with variables, e.g., ‘X composeY →
X write Y ’. The left hand side is assumed to en-
tail the right hand side in certain contexts, under
the same variable instantiation. Paraphrases can be
viewed as bidirectional entailment rules. Such rules
capture basic inferences in the language, and are
used as building blocks for more complex entail-
ment inference. For example, given the above en-
tailment rule, a QA system can identify the answer
“Mendelssohn” in the above example. This need
sparked intensive research on automatic acquisition
of paraphrase and entailment rules.

Although knowledge-bases of entailment-rules
and paraphrases learned by acquisition algorithms
were used in other NLP applications, such as QA
(Lin and Pantel, 2001; Ravichandran and Hovy,
2002) and IE (Sudo et al., 2003; Romano et al.,
2006), to the best of our knowledge the output of
such algorithms was never applied to IR before.

2.2 Cross Lingual Information Retrieval

The difficulties caused by variability are amplified
when the user is not a native speaker of the language
in which the retrieved texts are written. For exam-
ple, while most Israelis can read English documents,
fewer are comfortable with the specification of Eng-
lish queries. In a museum setting, some visitors may
be able to read Hebrew documents but still be rel-
atively poor at searching for them. Other visitors
may be unable to read Hebrew texts, but still benefit
from non-textual information that are contained in
Hebrew documents (e.g., pictures, maps, audio and
video files, external links, etc.)

This problem is addressed by the paradigm of
Cross-Lingual Information Retrieval (CLIR). This
paradigm has become a very active research area
in recent years, addressing the needs of multilingual
and non-English speaking communities, such as the
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European Union, East-Asian nations and Spanish
speaking communities in the US (Hull and Grefen-
stette, 1996; Ballesteros and Croft, 1997; Carbonell
et al., 1997). The common approach for CLIR is
to translate a query in a source language to another
target language and then issue the translated query
to retrieve target language documents. As explained
above, CLIR research has to address various generic
problems caused by the variability and ambiguity of
natural languages, as well as specific problems re-
lated to the particular languages being addressed.

3 Coping with Semantic Variability in IR

We describe a search engine that is capable of per-
forming: (a) semantic English information retrieval;
and (b) cross-lingual (Hebrew-English and English-
Hebrew) information retrieval, allowing users to
pose queries in either of the two languages and re-
trieve documents in both. This is achieved by two
sub-processes of the search engine: first, the en-
gine performs shallow semantic linguistic inference
and supports the retrieval of documents which con-
tain phrases that imply the meaning of the translated
query, even when no exact match of the translated
keywords is found. This is enabled by automatic ac-
quisition of semantic variability patterns that are fre-
quent in the language, which extend traditional lexi-
cal query expansion techniques. Second, the engine
translates the original or expanded query to the tar-
get language, based on several linguistic processes
and a machine readable bilingual dictionary. The re-
sult is a semantic expansion of a given query to a va-
riety of alternative wordings in which an answer to
this query may be expressed in the target language
of the retrieved documents.

These enhancements are facilitated via a speci-
fication of the domain. As our system is specifi-
cally designed to work in the domain of the history
and archaeology, we could focus our attention on re-
sources and tools that are dedicated to this domain.
Thus, for example, lexicons and dictionaries, whose
preparation is always costly and time consuming,
were developed with the specific domain in mind;
and textual entailment and paraphrase patterns were
extracted for the specific domain. While the result-
ing system is focused on visiting the Hecht Museum,
the methodology which we used and discuss here

can be adapted to other areas of cultural heritage, as
well as to other narrow domains, in the same way.

3.1 Setting Up a Basic Retrieval Application

We created a basic retrieval system in two steps:
first, we collected relevant documents; then, we im-
plemented a search engine over the collected docu-
ments.

In order to construct a local corpus, an archae-
ology expert searched the Web for relevant sites
and pages. We then downloaded all the documents
linked from those pages using a crawler. The expert
looked for documents in both English and Hebrew.
In total, we collected a non-comparable bilingual
corpus for Archaeology containing several thousand
documents in English and Hebrew.

We implemented our enhanced retrieval modules
on top of the basic Jakarta Lucene indexing and
search engine1. All documents were indexed using
Lucene, but instead of inflected words, we indexed
the lemma of each word (see detailed description of
our Hebrew lemmatization in Section 3.3). In order
to match the indexed terms, query terms (either He-
brew or English) were also lemmatized before the
index was searched, in a manner similar to lemma-
tizing the documents.

3.2 Query Expansion Using Entailment Rules

As described in Section 2.1, entailment rules had not
been used as a knowledge resource for expanding IR
queries, prior to our work. In this paper we use this
resource instead of the typical lexical expansion in
order to test its benefit. Most entailment rules cap-
ture relations between different predicates. We thus
focus on documents retrieved for queries that con-
tain a predicate over one or two entities, which we
term hereRelational IR. We would like to retrieve
only documents that describe an occurrence of that
predicate, but possibly in words different than the
ones used in the query. In this section we describe
in detail how we learn entailment rules and how we
apply them in query expansion.

Automatically Learning Entailment Rules from
the Web Many algorithms for automatically learn-
ing paraphrases and entailment rules have been
explored in recent years (Lin and Pantel, 2001;

1http://jakarta.apache.org/lucene/docs/index.html
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Ravichandran and Hovy, 2002; Shinyama et al.,
2002; Barzilay and Lee, 2003; Sudo et al., 2003;
Szpektor et al., 2004; Satoshi, 2005). In this pa-
per we use TEASE (Szpektor et al., 2004), a state-
of-the-art unsupervised acquisition algorithm for
lexical-syntactic entailment rules.

TEASE acquires entailment relations for a given
input template from the Web. It first retrieves from
the Web sentences that match the input template.
From these sentences it extracts the variable instan-
tiations, termedanchor-sets, which are identified as
being characteristic for the input template based on
statistical criteria.

Next, TEASE retrieves from the Web sentences
that contain the extracted anchor-sets. The retrieved
sentences are parsed and the anchors found in each
sentence are replaced with their corresponding vari-
ables. Finally, from this retrieved corpus of parsed
sentences, templates that are assumed to entail or
be entailed by the input template are learned. The
learned templates are ranked by the number of oc-
currences they were learned from.

Entailment Rules for Domain Specific Query Ex-
pansion Our goal is to use the knowledge-base of
entailment rules learned by TEASE in order to per-
form query expansion. The two subtasks that arise
are: (a) acquiring an appropriate knowledge-base
of rules; and (b) expanding a query given such a
knowledge-base.

TEASE learns entailment rules for a given input
template. As our document collection is domain
specific, a list of such relevant input templates can
be prepared. In our case, we used an archaeology
expert to generate a list of verbs and verb phrases
that relate to archaeology, such as:‘excavate’, ‘in-
vade’, ‘build’, ‘reconstruct’, ‘grow’ and‘be located
in’. We then executed TEASE on each of the tem-
plates representing these verbs in order to learn from
the Web rules in which the input templates partici-
pate. An example for such rules is presented in Ta-
ble 1. We learned approximately 3900 rules for 80
input templates.

Since TEASE learns lexical-syntactic rules, we
need a syntactic representation of the query. We
parse each query using the Minipar dependency
parser (Lin, 1998). We next try to match the left
hand side template of every rule in the learned

knowledge-base. Since TEASE does not identify
the direction of the relation learned between two
templates, we try both directional rules that are in-
duced from a learned relation. Whenever a match
is found, a new query is generated, in which the
constant terms of the matched left hand side tem-
plate are replaced with the constant terms of the right
hand side template. For example, given the query
“excavations of Jerusalem by archaeologists” and a
learned rule‘excavation of Y by X → X dig in Y ’,
a new query is generated, containing the terms‘ar-
chaeologists dig in Jerusalem’. Finally, we retrieve
all the documents that contain all the terms of at least
one of the expanded queries (including the original
query). The basic search engine provides a score for
each document. We re-score each document as the
sum of scores it obtained from the different queries
that it matched. Figure 1 shows an example of our
query expansion, where the first retrieved documents
do not contain the words used to describe the predi-
cate in the query, but other ways to describe it.

All the templates learned by TEASE contain two
variables, and thus the rules that are learned can only
be applied to queries that contain predicates over
two terms. In order to broaden the coverage of the
learned rules, we automatically generate also all the
partial templates of a learned template. These are
templates that contain just one of variables in the
original template. We then generate rules between
these partial templates that correspond to the origi-
nal rules. With partial templates/rules, expansion for
the query in Figure 1 becomes possible.

3.3 Cross-lingual IR

Until very recently, linguistic resources for Hebrew
were few and far between (Wintner, 2004). The last
few years, however, have seen a proliferation of re-
sources and tools for this language. In this work we
utilize a relatively large-scale lexicon of over 22,000
entries (Itai et al., 2006); a finite-state based mor-
phological analyzer of Hebrew that is directly linked
to the lexicon (Yona and Wintner, 2007); a medium-
size bilingual dictionary of some 24,000 word pairs;
and a rudimentary Hebrew to English machine trans-
lation system (Lavie et al., 2004). All these re-
sources had to be adapted to the domain of the Hecht
museum.

Cross-lingual language technology is utilized in

68



Figure 1: Semantic expansion example. Note that the expanded queries that were generated in the first two
retrieved texts (listed under ‘matched query’) do not contain the original query.

three different components of the system: Hebrew
documents are morphologically processed to pro-
vide better indexing; query terms in English are
translated to Hebrew and vice versa; and Hebrew
snippets are translated to English. We discuss each
of these components in this section.

Linguistically-aware indexing The correct level
of indexing for morphologically-rich language has
been a matter of some debate in the information re-
trieval literature. When Arabic is concerned, Dar-
wish and Oard (2002) conclude that “Charactern-
grams or lightly stemmed words were found to
typically yield near-optimal retrieval effectiveness”.
Since Hebrew is even more morphologically (and
orthographically) ambiguous than Arabic, and espe-
cially in light of the various prefix particles which
can be attached to Hebrew words, we opted for full
morphological analysis of Hebrew documents be-
fore they are indexed, followed by indexing on the
lexeme.

We use the HAMSAH morphological analyzer
(Yona and Wintner, 2007), which was recently re-
written in Java and is therefore more portable and
efficient (Wintner, 2007). We processed the entire
domain specific corpus described above and used
the resulting lexemes to index documents. This pre-

processing brought to the foreground several omis-
sions of the analyzer, mostly due to domain-specific
terms missing in the lexicon. We selected the one
thousand most frequent words with no morphologi-
cal analysis and added their lexemes to the lexicon.
While we do not have quantitative evaluation met-
rics, the coverage of the system improved in a very
evident way.

Query translation When users submit a query in
one language they are provided with the option to re-
quest a translation of the query to the other language,
thereby retrieving documents in the other language.
The motivation behind this capability is that users
who may be able to read documents in a language
may find the specification of queries in that language
too challenging; also, retrieving documents in a for-
eign language may be useful due to the non-textual
information in the retrieved documents, especially in
a museum environment.

In order to support cross-lingual query specifica-
tion we capitalized on a medium-size bilingual dic-
tionary that was already used for Hebrew to Eng-
lish machine translation. Since the coverage of the
dictionary was rather limited, and many domain-
specific items were missing, we chose the one thou-
sand most frequent lexemes which had no transla-
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Input Template Learned Template

X excavateY X discoverY , X find Y ,
X uncoverY , X examineY ,
X unearthY , X exploreY

X constructY X build Y , X developY ,
X createY , X establishY

X contribute toY X causeY , X linked toY ,
X involve inY

dateX to Y X built in Y , X began inY ,
X go back toY

X coverY X buryY ,
X provide coverage forY

X invadeY X occupyY , X attackY ,
X raidY , X move intoY

X restoreY X protectY , X preserveY ,
X saveY , X conserveY

Table 1: Examples for correct templates that were
learned by TEASE for input templates.

tions and translated them manually, augmenting the
lexicon with missing Hebrew lexemes where neces-
sary and expanding the bilingual dictionary to cover
this domain.

In order to translate query terms we use the He-
brew English dictionary also as an English-Hebrew
dictionary. While this is known to be sub-optimal,
our current results support such an adaptation in lieu
of dedicated directional bilingual dictionaries.

Translating a query from one language to another
may introduce ambiguity where none exists. For
example, the query termspinh ‘vessel’ is unam-
biguous in Hebrew, but once translated into English
will result in retrieving documents on both senses
of the English word. Usually, this problem is over-
come since users tend to specify multi-term queries,
and the terms disambiguate each other. However,
a more systematic solution can be offered since we
have access to semantic expansion capabilities (in a
single language). That is, expanding the query in
the source language will result in more query terms
which, when translated, are more likely to disam-
biguate the context. We leave such an extension for
future work.

Snippet translation When Hebrew documents are
retrieved, we augment the (Hebrew) snippet which

the system produces by an English translation. We
use an extended, improved version of a rudimentary
Hebrew to English MT system developed by Lavie
et al. (2004). Extensions include an improved mor-
phological analysis of the input, an extended bilin-
gual dictionary and a revised set of transfer rules,
as well as a more modern transfer engine and a
much larger language model for generating the tar-
get (English) sentences.

The MT system is transfer based: it performs lin-
guistic pre-processing of the source language (in our
case, morphological analysis) and post-processing
of the target (generation of English word forms), and
uses a small set of transfer rules to translate local
structures from the source to the target and create
translation hypotheses, which are stored in a lattice.
A statistical language model is used to decode the
lattice and select the best hypotheses.

The benefit of this architecture is that domain spe-
cific adaptation of the system is relatively easy, and
does not require a domain specific parallel corpus
(which we do not have). The system has access
to our domain-specific lexicon and bilingual dictio-
nary, and we even refined some transfer rules due to
peculiarities of the domain. One advantage of the
transfer-based approach is that it enables us to treat
out-of-lexicon items in a unique way. We consider
such items proper names, and transfer rules process
them as such. As an example, Figure 2 depicts the
translation of a Hebrew snippet meaningA jar from
the early bronze period with seashells from the Nile.
The wordnilws ‘Nile’ is missing from the lexicon,
but this does not prevent the system from producing
a legible translation, using the transliterated form
where an English equivalent is unavailable.

4 Conclusions

We described a system for cross-lingual and
semantically-enhanced retrieval of information in
the cultural heritage domain, obtained by adapting
existing state-of-the-art tools and resources to the
domain. The system enhances the experience of mu-
seum visits, using language technology as a vehi-
cle for long-lasting instillation of information. Due
to the novelty of this application and the dearth of
available multilingual annotated resources in this
domain, we are unable to provide a robust, quan-
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Figure 2: Translation example

Query Without Expansion With Expansion
Relevant Total Relevant Total
in Top 10 Retrieved in Top 10 Retrieved

discovering boats 2 2 5 86
growing vineyards 0 0 6 8
Persian invasions 5 5 8 22
excavations of the Byzantine period 10 37 10 100
restoring mosaics 0 0 3 69

Table 2: Analysis of the number of relevant documents out of the top 10 and the total number of retrieved
documents (up to 100) for a sample of queries.

titative evaluation of the approach. A preliminary
analysis of a sample of queries is presented in Ta-
ble 2. It illustrates the potential of expansion for
document collections of narrow domain. In what
follows we provide some qualitative impressions.

We observed that the system was able to learn
many expansion rules that cannot be induced from
manually constructed lexical resources, such as the-
sauri or WordNet (Fellbaum, 1998). This is espe-
cially true for rules that are specific for a narrow do-
main, e.g. ‘X restoreY → X preserveY ’. Fur-
thermore, the system learned lexical syntactic rules
that cannot be expressed by a mere lexical substitu-
tion, but include also a syntactic transformation. For
example, ‘dateX to Y ↔ X go back toY ’.

In addition, since rules are acquired by searching
the Web, they are not necessarily restricted to learn-
ing from the target domain, but can be learned from
similar terminology in other domains. For example,
the rule‘X discover Y ↔ X find Y ’ was learned
from contexts such as{X=‘astronomers’ ;Y =‘new
planets’} and{X=‘zoologists’ ;Y =‘new species’}.

The quality of the rules that were automatically
acquired is mediocre. We found that although many
rules were useful for expansion, they had to be
manually filtered in order to retain only rules that
achieved high precision.

Finally, we note that applying semantic query ex-
pansion (using entailment rules), followed by Eng-
lish to Hebrew query translation, results in query ex-
pansion for Hebrew using techniques that were so
far applicable only to resource-rich languages, such
as English.
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Abstract

Cultural heritage, and other special domains,
pose a particular problem for information
retrieval: evaluation requires a dedicated
test collection that takes the particular doc-
uments and information requests into ac-
count, but building such a test collection re-
quires substantial human effort. This paper
investigates methods of generating a docu-
ment retrieval test collection from a search
engine’s transaction log, based on submit-
ted queries and user-click data. We test our
methods on a museum’s search log file, and
compare the quality of the generated test
collections against a collection with manu-
ally generated and judged known-item top-
ics. Our main findings are the following.
First, the test collection derived from a trans-
action log corresponds well to the actual
search experience of real users. Second,
the ranking of systems based on the derived
judgments corresponds well to the ranking
based on the manual topics. Third, deriving
pseudo-relevance judgments from a transac-
tion log file is an attractive option in do-
mains where dedicated test collections are
not readily available.

1 Introduction

Cultural heritage, and other special domains, pose
a particular problem for information retrieval.
Progress in information retrieval depends heavily on
the availability of suitable test collections consist-
ing of a set of documents; a set of search topics;

and (human) relevance judgments. Standard bench-
marks, such as those developed at TREC (2007),
have been developed using newspaper and newswire
data. Whilst these test collections are immensely
useful to evaluate generic properties of retrieval sys-
tems, such as fundamental ranking principles, they
do not capture the specific context of particular do-
mains (Ingwersen and Järvelin, 2005). To take cul-
tural heritage as an example, the documents are
cultural heritage descriptions which are different
in character from newspaper articles, and also the
search requests and relevance judgments about art
are more subjective than factual queries about news
(Koolen et al., 2007). As a result, special domains
like cultural heritage require a dedicated test collec-
tion that takes the particular documents and informa-
tion requests into account, but building such a test
collection requires substantial human effort.

We opt for a different approach. Search engines
commonly store the actions of users in transaction
logs, which allow an unobtrusive way of studying
user behaviour. Logs contain valuable information
such as what searchers are looking for, what re-
sults they find interesting enough to click on, etc.
In this paper, we investigate methods of extracting
queries and user-clicks (on the search result items)
from transaction logs in order to create a quality test
collection for Document Retrieval.

A quality test collection for Document Retrieval is
traditionally considered as a set of queries on a docu-
ment collection with complete and reliable relevance
judgements. Complete in the sense that all docu-
ments are judged for relevance against all queries,
and reliable in the sense that judgements are sta-
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ble across a majority of human assessors. Never-
theless, considering the fact that a test collection is
used “as a mechanism for comparing system per-
formance” (Voorhees, 2002), the requirements for
completeness and reliability may be relaxed some-
what.

The Text REtrial Conference (TREC) has tradi-
tionally used incomplete judgements for compar-
ing system effectiveness via the “pooling” method
(Jones and van Rijsbergen, 1975), and it is also
well-known that human assessor agreement is rel-
atively low (Voorhees and Harman, 2005). Conse-
quently, test collections which preserve the effec-
tiveness ranking of several systems can be consid-
ered of equivalent quality in the context of com-
paring system effectiveness. In order to evaluate
the quality of test collections extracted in various
ways from a transaction log, it would be sufficient
to compare their ability to rank several retrieval sys-
tems against a reference system ranking produced by
an already known good test collection not produced
from the log.

One can think of several ways of extracting
queries and clicks from a transaction log and turn-
ing them into a set of queries with relevance judg-
ments. A simple (and naive) way would be to treat
every query typed by a user as a topic, and every re-
sult that the user clicked on as a positive relevance
judgment. However, such an approach may not lead
to a good test set. Previous research on user click
behaviour has shown that clicks on search engine re-
sults do not directly correspond to explicit, absolute
relevance judgments, but can be considered as rela-
tive relevance judgments (Joachims et al., 2005), i.e.,
if a user skips result a and clicks on result b, than the
user preference reflects rank(b) > rank(a). More-
over, the occurrence frequencies of queries and the
numbers of retrieved items vary significantly across
queries which may lead to wide variation in effec-
tiveness.

The challenge we take up has several dimensions
which can be summarized in the following ques-
tions:

• How can we derive topics and pseudo-
relevance judgments from a transaction log file,
and how does this impact the quality of the gen-
erated test collection?

• How does system effectiveness on the automat-
ically generated test collection compare to the
effectiveness on a set of manually constructed
known-item topics?

If automatic methods of building test collections are
indeed feasible, this opens up a whole new dimen-
sion of possibilities for Information Retrieval eval-
uation: there is an enormous lengths of transaction
logs generated daily at numerous web-sites and at
on-line search engines.

The rest of this paper is organized as follows.
Next, in Section 2 we discuss transaction logs in
general, and the specific transaction log from a mu-
seum that we’ll use in the case study of this paper.
Section 3 details how we have extracted topics and
pseudo-relevance judgments from a museum’s log
file, and their evaluation. Then, in Section 4, we
evaluate the merits of the derived test collection in
comparison to human generated and judged topics.
We end with Section 5 in which we summarize our
findings.

2 Transaction Logs

2.1 Previous Work
There has been substantial interest in using click-
through data from transaction logs as a form of
implicit feedback (Dumais et al., 2003). A range
of implicit feedback techniques have been used for
query expansion and user profiling in information
retrieval tasks (Oard and Kim, 2001; Kelly and Tee-
van, 2003). Joachims et al. (2005, p.160) conclude
that “the implicit feedback generated from clicks
shows reasonable agreement with the explicit judg-
ments of the pages”.

Transaction logs have been analysed to study
user search behaviour in Web search engines (Chau
et al., 2005) and digital libraries (Jones et al., 2000),
amongst others (Jansen, 2006). In Chau et al.
(2005), user behaviour is studied using the transac-
tion log of a website’s search engine and is com-
pared to that of general purpose search engines.
They find that the number of query terms used for
website search engines is comparable to queries sub-
mitted to general purpose search engines, but the
search topics and terms are different.

In this paper, we go one step further and try to ex-
ploit the user behaviour implicit in the data to con-
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Figure 1: The search engine of the Gemeentemuseum’s website.

struct a test set with real user needs, queries and
judgments.

2.2 A Website’s Search Engine

The website of the Haags Gemeentemuseum1 in the
Hague, the Netherlands, offers a search engine for
three different parts of the Gemeentemuseum, the
website content, the on-line shop, and the highlights
of the museum’s object collection (see Figure 2.1).
The searchable on-line collection consists of 1,127
objects, the highlights of the museum, from a to-
tal database of 116,493 museum objects. The meta-
data of these objects are stored in a legacy system,
and queries are matched against the title and cre-
ator fields (Koolen et al., 2007). The descriptions
contain many more fields, however. The objects

1http://www.gemeentemuseum.nl

database treats the query as a Boolean AND query,
and returns a warning if there is no object descrip-
tion containing all terms in one field. Although the
database allows a drop-back to the individual terms,
the website search engine retains a strict Boolean
AND query and returns an empty result list.

The transaction log contains the transactions from
the server side. The website uses a Java script to
interact with the search engine. The query itself is
not stored in the transaction log. If a user clicks on a
result that leads to another web page in the domain,
or to an item in the shop, this click is registered in
the transaction, but the actual query is not. If a user
clicks on a result from the object collection however,
the database query is stored in the transaction log,
from which we can extract the actual user query, and
the object that user wants to see.
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This has an effect on the queries found in the log
file. Queries containing both title and creator names
often lead to an empty result list, as there is no sin-
gle field containing both creator and title terms. The
database looks for all the terms in one field at a time,
and will not match with any object. With an empty
result list, users cannot click on an object and hence,
the query is not logged. Another effect is that all
the results that users can click on have all the query
terms in either the title or creator field. Although
end users sometimes express their information needs
in terms different from the terms chosen by indexers,
i.e. the curators in the museum (Markkula and Sor-
munen, 2000), this discrepancy cannot be observed
in the log-file data.

This may lead to the concern that the topics that
can be extracted from the transaction log are “easy”
topics, since the relevant descriptions necessarily
contain all the query terms. It is unclear whether
this affects the extracted topic set significantly, since
we will look only at the relative ranking of systems
over a set of queries. We will compare the abil-
ity to rank systems of our automatically generated
topic sets with the system ranking ability of a man-
ual topic set. If the extracted topic sets preserve the
system ranking of the manual topic set, the bias in
the topic sets towards “easy” topics has no negative
influence on the quality of the topic sets.

3 Experiments and setup

We have obtained the log files covering a period of
one and a half years, between September 14, 2005
and February 26, 2007.

From the transaction log, we extracted the queries
and the object identifiers from the database query,
and turned them into Qrels, i.e., the object is relevant
for the query.

We use the following terminology:

• User: the client side of the transaction, identi-
fied by ip-address.

• Transaction: any exchange between client
(user) and server (system), corresponding to a
line in the transaction log.

• Session: A sequence of transactions by the
same user, where the maximum interval be-
tween transaction n and n + 1 is 1 hour.

Topic # Topics Query length Avg. #
set average median rel. docs
Raw 7,531 1.18 1 2.38
Union 1,183 1.38 1 3.86
Intersection 974 1.42 1 1.41
Manual 150 2.38 2 1.00

Table 1: Statistics on the extracted topic sets.

More than 1 hour of inactivity signals a session
boundary.

• Query: the string typed by the user as it ap-
pears in the transaction log.

• Result: the identifier of the museum object,
used to retrieve the object data from the object
database.

3.1 Extraction methods

We used 3 extraction methods to construct a test set:

1. Raw queries: each query appearing in the
log is used, i.e. the bag of queries. Here, a
topic consist of a query and the corresponding
clicked results from one session. If the same
user types the same query in another session,
this is treated as a new topic.

2. Unique union: All unique queries are used, i.e.
the set of queries. All the results clicked by
all users typing the same query are considered
relevant documents.

3. Unique intersection: All unique queries are
used, i.e. the set of queries. The intersection
of the results clicked by all users typing the
same query are considered relevant documents.
Thus, a result is relevant only if all users who
typed the query, clicked on that result.

Table 1 shows statistics on the resulting topic sets.
In calculating these numbers, stop words were re-
moved from the queries. As most queries are in
Dutch, we used the standard Snowball stopword list
for Dutch (Snowball, 2007). The queries are very
short on average. For the Raw, Union and Intersec-
tion topic sets, the queries with 1 term form 84%,
70% and 68% of the query sets respectively. There
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are 1,183 unique queries, and on average, 3.86 re-
sults are clicked by at least one user. Understand-
ably, the Intersection set has less topics than the
Union set, as there are queries with no single result
clicked on by all users. Also, the average number of
relevant documents per topic is lower for the inter-
section set.

We created 150 Known-Item topics by hand and
used this test set, referred to as KI-topics, on the
same collection and include the results as a com-
parison with the new test sets. Table 1 shows the
statistics of these human generated topics in the last
row. These search request have more verbose topic
statements with a median length of 2, compared to a
median length of 1 for the query log topics. Also the
number of relevant documents differs considerably,
with a unique relevant page for the human known-
item topics, and several “clicked” pages per query
for the transaction log.

3.2 Retrieval system
To see if our test sets lead to a stable system rank-
ing, we need a number of retrieval systems to com-
pare their ranking on the different test collections.
To get a number of different systems, we simply use
a standard retrieval model with different parameter
settings to create different runs.

We use a standard language model (Hiemstra,
2001). Our system is an extension to Lucene (ILPS,
2005) and uses Jelinek-Mercer smoothing, con-
trolled by the parameter λ, and a length prior, con-
trolled by the parameter β, i.e., for a collection D,
document d and query q:

P (d|q) = P (d)·
∏
t∈q

((1− λ) · P (t|D) + λ · P (t|d)) ,

(1)
where

P (t|d) =
tft ,d
|d|

(2)

P (t|D) =
doc freq(t, D)∑

t′∈D doc freq(t′, D)
(3)

P (d) =
|d|∑

d′∈D |d|
(4)

We assign a prior probability to an document d
relative to its length in the following manner:

P (d) =
|d|β∑
d |d|β

, (5)

System λ β

A 0.10 0
B 0.50 0
C 0.90 0
D 0.10 1
E 0.50 1
F 0.90 1
G 0.10 2
H 0.50 2
I 0.90 2

Table 2: Parameter settings for the different systems.

where |d| is the length of a document d. The β pa-
rameter introduces a length bias which is propor-
tional to the document length with β = 1 (the de-
fault setting). For more details on language models
and smoothing, see (Hiemstra, 2001). For details on
the effect of the length parameter, see (Kamps et al.,
2004).

3.3 Experimental Set-up

In our experiments we will emulate a set of different
retrieval systems by using arbitrary parameter set-
tings for smoothing (λ) and length prior (β). This
will result in a range of different rankings of doc-
uments, and we can compare their retrieval effec-
tiveness on our various topic sets. In this way, we
can compare the system ranking of the automati-
cally generated topic sets with the system ranking
of a manually crafted topic set.

We made 9 different runs with each topic set, us-
ing 3 different values (0.10, 0.50 and 0.90) for the
smoothing parameter λ, corresponding to heavy, av-
erage and little smoothing respectively, and 3 differ-
ent values (0, 1 and 2) for the length prior β corre-
sponding to no length normalization and length nor-
malization proportional to the document length.

To measure the correlation of the system rankings
resulting from the different topic sets, we look at
Kendall’s tau coefficient.

4 Results

Table 3 shows the detailed results for all runs over
all topics sets. As noted above, we will focus on the
relative system rankings over topic sets. We limit
our analysis to the performance in terms of mean-
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Topics # Topics MRR Success@10
Raw topics β = 0, λ = 0.10 7,527 0.5974 0.8023
Raw topics β = 0, λ = 0.50 7,527 0.5970 0.8030
Raw topics β = 0, λ = 0.90 7,527 0.5970 0.8031
Raw topics β = 1, λ = 0.10 7,527 0.5673 0.7506
Raw topics β = 1, λ = 0.50 7,527 0.5765 0.7574
Raw topics β = 1, λ = 0.90 7,527 0.5767 0.7574
Raw topics β = 2, λ = 0.10 7,527 0.5531 0.7427
Raw topics β = 2, λ = 0.50 7,527 0.5618 0.7468
Raw topics β = 2, λ = 0.90 7,527 0.5644 0.7474
Union β = 0, λ = 0.10 1,183 0.6908 0.8191
Union β = 0, λ = 0.50 1,183 0.6925 0.8233
Union β = 0, λ = 0.90 1,183 0.6927 0.8233
Union β = 1, λ = 0.10 1,183 0.6622 0.7887
Union β = 1, λ = 0.50 1,183 0.6772 0.8005
Union β = 1, λ = 0.90 1,183 0.6782 0.8005
Union β = 2, λ = 0.10 1,183 0.6216 0.7566
Union β = 2, λ = 0.50 1,183 0.6477 0.7828
Union β = 2, λ = 0.90 1,183 0.6515 0.7870
Intersection β = 0, λ = 0.10 974 0.6481 0.8008
Intersection β = 0, λ = 0.50 974 0.6505 0.8049
Intersection β = 0, λ = 0.90 974 0.6506 0.8049
Intersection β = 1, λ = 0.10 974 0.6187 0.7690
Intersection β = 1, λ = 0.50 974 0.6329 0.7793
Intersection β = 1, λ = 0.90 974 0.6341 0.7793
Intersection β = 2, λ = 0.10 974 0.5783 0.7310
Intersection β = 2, λ = 0.50 974 0.6053 0.7618
Intersection β = 2, λ = 0.90 974 0.6093 0.7659
KI-topics β = 0.0λ = 0.10 150 0.5446 0.7067
KI-topics β = 0.0λ = 0.50 150 0.5590 0.7267
KI-topics β = 0.0λ = 0.90 150 0.5608 0.7200
KI-topics β = 1.0λ = 0.10 150 0.5253 0.7067
KI-topics β = 1.0λ = 0.50 150 0.5465 0.7200
KI-topics β = 1.0λ = 0.90 150 0.5516 0.7200
KI-topics β = 2.0λ = 0.10 150 0.4602 0.6667
KI-topics β = 2.0λ = 0.50 150 0.5196 0.7133
KI-topics β = 2.0λ = 0.90 150 0.5292 0.7133

Table 3: Mean Reciprocal Rank and Success@10 for all topic sets on the web site objects.

Topic set System ranking
Raw A � B � C � F � E � D � I � H � G
Union C � B � A � F � E � D � I � H � G
Intersection C � B � A � F � E � D � I � H � G
KI-topics C � B � F � E � A � I � D � H � G

Table 4: Systems rankings of the 4 topic sets.
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KI-topics Raw Union Intersect.
KI-topics 1.00
Raw 0.67 1.00
Union 0.83 0.83 1.00
Intersection 0.83 0.83 1.00 1.00

Table 5: Rank correlation coefficients between the
topic sets.

reciprocal rank (i.e., 1 over the rank at which the first
relevant document is found). The rankings over the
four different topic sets are given in Table 4 (based
on the labeling introduced in Table 2).

The results show that ranking based on the Raw
Topic set deviates slightly from ranking based on
the Union and Intersection topic sets. The Union
and Intersection topic sets result in exactly the same
ranking. There is a clear grouping of systems with
the same length prior. The systems without a length
prior (A,B and C) outrank the systems with a length
prior β = 1 (D, E and F), which in turn outrank
the systems with length prior β = 2 (systems G, H
and I). Within these groups, the system ranks corre-
spond to the smoothing parameter settings. A higher
λ value corresponds to a higher rank. The only devi-
ation is observed in the ranking based on the Raw
Topic set. Here, the lowest value for λ leads to
the best performance for the systems with no length
prior.

If we compare the three automatically generated
topic sets to the manual known-item topic set, we
see some more differences. For the manual topics,
systems E and F, which have a unit length prior, out-
rank system A, which has no length prior. A possi-
ble explanation for this is that the higher λ of sys-
tems E and F help the longer queries of the manual
topic set. In the other topic sets, most of the queries
have only one term, so smoothing has very little in-
fluence. This same effect might explain why system
I outranks system D.

If we look at the correlation coefficient (Table 5),
we see a positive correlation between all topic sets.
As the Union and Intersection topic sets lead to the
same system ranking, they have a correlation of 1.
The system ranking of the Raw topic set shows the
lowest correlation with the other topic sets, but the
correlation with the manual topic set is still high, in-

dicating that all the extraction methods lead to topic
sets that have an ability to rank system similar to that
of a manually constructed topic set. Of course, the
number of known-item topics is much smaller than
the other topic sets, but these initial results point out
that the automatic generation of test collections from
transaction logs makes sense.

5 Discussion and Conclusions

Cultural heritage, and other special domains, pose a
particular problem for information retrieval: evalu-
ation requires a dedicated test collection that takes
the particular documents and information requests
into account, but building such a test collection re-
quires substantial human effort. We have investi-
gated methods of generating a document retrieval
test collection from a search engine’s transaction
log, based on submitted queries and user-click data.
We tested our methods on a museum’s search log
file, and compared the quality of the generated test
collections against a collection with manually gen-
erated and judged known-item topics.

Our main findings are the following. First, the
test collection derived from a transaction log corre-
sponds well to the actual search experience of real
users. An important criterion of bench-marks is that
they correspond well to the real-world phenomenon
that they are supposed to measure. By basing the test
collection directly on a large sample of real end-user
interaction, with real information needs, we can en-
sure that the test collection reflects the information
seeking behaviors of users well. This is of partic-
ular importance for domain-specific test collections,
where results may be impacted by the particular type
of information available, and the particular sorts of
search requests that are likely to be issued.

Second, the ranking of systems based on the de-
rived judgments corresponds well to the ranking
based on the manual topics. We extracted three
different sets of topics and corresponding pseudo-
relevance judgments from the transaction log. All
three sets result in very similar system rankings, in-
dicating that the results are robust against particular
choices in the extraction phase. The system rankings
are corresponding well to a ranking based on human
generated known-item topics. Given the promising
initial results, we are currently working on a more
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rigorous comparative evaluation, with more human
topics, and more diverse systems to be ranked, aim-
ing to understand better the exact conditions under
which the extracted test collections behave similar
to human generated test collections—and when they
behave differently.

Third, deriving pseudo-relevance judgments from
a transaction log file is an attractive option in do-
mains where dedicated test collections are not read-
ily available. The results in the paper should not
be interpreted as a claim to replace human rele-
vance judgments with extracted topics and pseudo-
relevance judgments. There are however many do-
mains and tasks where no suitable test collection is
available, and creating a new human test collection
might be either impractical or even impossible. Re-
call that creating human judged test collections re-
quires considerable effort: it is usually a community
effort where a number of participating teams pro-
vide a diverse set of runs needed for pooling, or even
engage in peer-assessments. Hence, deriving a test
collection from a transaction log—if available—can
be an attractive alternative.
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Abstract

The linguistic features of material in Cul-
tural Heritage (CH) archives may be in var-
ious languages requiring a facility for ef-
fective multilingual search. The specialised
language often associated with CH content
introduces problems for automatic transla-
tion to support search applications. The
MultiMatch project is focused on enabling
users to interact with CH content across
different media types and languages. We
present results from a MultiMatch study ex-
ploring various translation techniques for
the CH domain. Our experiments ex-
amine translation techniques for the En-
glish language CLEF2006 Cross-Language
Speech Retrieval (CL-SR) task using Span-
ish, French and German queries. Re-
sults compare effectiveness of our query
translation against a monolingual baseline
and show improvement when combining a
domain-specific translation lexicon with a
standard machine translation system.

1 Introduction

Online Cultural Heritage (CH) content is being pro-
duced in many countries by organisations such as
national libraries, museums, galleries and audiovi-
sual archives. Additionally, there are increasing
amounts of CH relevant content available more gen-
erally on the World Wide Web. While some of this
material concerns national or regional content only
of local interest, much material relates to items in-

volving multiple nations and languages, for exam-
ple concerning events in Europe or Asia. In order to
gain a full understanding of such events, including
details contained in different collections and explor-
ing different cultural perspectives requires effective
multilingual search technologies. Facilitating search
of this type requires translation tools to cross the lan-
guage barrier between users and the available infor-
mation sources.

CH content encompasses various different media,
including of course text documents, images, videos,
and audio recordings. Search of text documents be-
tween languages forms the focus of cross-language
information retrieval (CLIR) research, while search
for images is the concern of content-based image re-
trieval. However, whatever the media of the items
they are accompanied by metadata. Such metadata
may include simple factual details such as date of
creation, but also descriptive details relating to the
contents of the item. Multilingual searching using
metadata content requires that either the metadata
be translated into a language with which the user is
able to search or that the search query be translated
into the language of the metadata. This alternative
of document or query translation is a well rehearsed
argument in CLIR, which has generally concerned
itself with full text document searching. However,
the features of metadata require a more careful anal-
ysis. Metadata is typically dense in search terms,
while lacking the linguistic structure and informa-
tion redundancy of full text documents. The absence
of linguistic structure makes precise translation of
content problematic, while the lack of redundancy
means that accurate translation of individual words
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and phrases is vital to minimise mismatch between
query and document terms. Furthermore, CH con-
tent is typically in specialised domains requiring do-
main specific resources for accurate translation. De-
veloping reliable and robust approaches to transla-
tion for metadata search is thus an important com-
ponent of search for many CH archives.

The EU FP6 MultiMatch1 project is concerned
with information access for multimedia and multi-
lingual content for a range of European languages.
In the investigation reported in this paper we intro-
duce the first stage multilingual search functional-
ity of the MultiMatch system, and describe its use
in an investigation for multilingual metadata search.
Since at present we do not have a search test collec-
tion specifically developed for MultiMatch we use
data from the CLEF 2006 Cross-Language Speech
Retrieval (CL-SR) task for our experiments (Oard et
al., 2006).

The remainder of this paper is organised as fol-
lows: Section 2 gives an overview of the MultiMatch
search architecture, Section 3 outlines the experi-
mental search task, Section 4 describes the trans-
lation resources used for this study, Section 5 and
6 concern our experimental setup and results, and
finally Section 7 summarises our conclusions and
gives details of our ongoing work.

2 MultiMatch Search System

The MultiMatch search system is centered on the
MILOS Multimedia Repository system (Amato et
al., 2004) which incorporates free-text search using
Lucene (Hatcher and Gospodnetic, 2004) and im-
age search using an open source image retrieval sys-
tem GIFT (Müller et al., 2001). In order to support
multilingual searching a number of translation tools
are being developed based on standard online ma-
chine translation tools and dictionaries augmented
with domain-specific resources gathered from the
WWW and elsewhere. In this section we briefly in-
troduce the relevant details of MILOS and Lucene.
Since this paper focuses on text search within Mul-
tiMatch, we do not describe the multimedia features
of the MultiMatch system.

1www.multimatch.org

2.1 MILOS: Multimedia Repository

MILOS (Multimedia dIgital Library for On-line
Search) is a repository system conceived to support
the distributed storage and retrieval of multimedia
objects. This Multimedia Content Management Sys-
tem (MCMS) is able to manage not only structured
data, as in databases, but also textual data (using
information retrieval technologies), semi-structured
data (typically in XML), mixed-mode data, and mul-
timedia data. In MultiMatch, we use MILOS as a
metadata repository to enable querying on the struc-
ture of the data stored.

MILOS has a three-tier architecture composed of
three main components:

1. the XML Search Engine (XMLSE) component
which manages the metadata;

2. the MultiMedia Server (MMS) component
which manages the documents; and

3. the MultiMedia Digital Library service
(MMDLS) component MMDLS which pro-
vides application developers with a uniform
and integrated way of accessing MMS and
XMLSE.

Each of these components is implemented using
solutions providing flexibility, scalability, and effi-
ciency.

2.1.1 XMLSE

XMLSE is an enhanced native XML
database/repository system with special features
for digital library applications. This is especially
justified by the well known and accepted advantages
of representing metadata as XML documents.
Metadata represented with XML can have arbitrary
complex structures, which allows it to handle with
complex metadata schemas, and can easily be
exported and imported. Our XML database can
store and retrieve any valid XML document. No
metadata schema or XML schema definition is
needed before inserting an XML document, except
optional index definitions for performance boosting.
Once an arbitrary XML document has been inserted
in the database it can be immediately retrieved using
XQuery. This allows digital library applications to
use arbitrary (XML encoded) metadata schemas
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and to deal with heterogeneous metadata, without
any constraint on schema design and/or overhead
due to metadata translation. Thus, the native XML
database/repository system is simpler than a general
purpose XML database system, but offers signif-
icant improvements in specific areas: it supports
standard XML query languages such as XPath and
XQuery, and offers advanced search and indexing
functionality on arbitrary XML documents. It
supports high performance search and retrieval on
heavily structured XML documents, relying on
specific index structures.

Moreover XMLSE provides the possibility of us-
ing particular indexes. For example, using the con-
figuration file of XMLSE the system administrator
can associate the<abstract> elements of a doc-
ument with a full-text index and to the MPEG-7
<VisualDescriptor> elements can be associated
with a similarity search index. XMLSE uses Apache
Lucene2 to provide partial (or approximate) text
string matching, effectively providing information
retrieval functionality within MILOS. This allows
XMLSE to use the ranked searching and wildcard
queries of Lucene to solve queries like “find all the
articles whose title contains the word XML” and
so on. This application allows users to interrogate
the dataset combining full text, and exact or partial
match search. For example the user can look for
documents whose<metadata> element contains the
word “Switzerland”. MILOS generates and submits
to XMLSE the following XQuery query:

for $a in /document where
$a//metadata ˜ ’Switzerland’

return
<result>

{$a//title}, {$a//author}
</result>

The query will return a list of results which con-
sist of the title and author of all documents whose
metadata contains the term “Switzerland”.

2.2 Lucene

Full text search in MILOS is provided by using
Lucene as a plugin. Ranked retrieval uses the
standardtf × idf vector-space method provided in
Lucene (Hatcher and Gospodnetic, 2004). Lucene
also provides additional functionality to improve re-

2http://lucene.apache.org

trieval effectiveness by providing various query ex-
pansion services using techniques such as relevance
feedback, although these are not used in the current
investigation. Documents and search requests are
preprocessed to remove stop words and stemming is
applied using the standard resources supplied with
Lucene.

3 Evaluation Task

The MultiMatch system will enable search from a
number of CH repository sources including formally
published documents, images and video, as well
as material gathered from relevant WWW sources.
However, in order to explore metadata search is-
sues and evaluate our approaches to addressing re-
lated translation problems, a test collection includ-
ing sample user search topics and relevance judge-
ments is required. Since MultiMatch does not yet
have such a collection available, for our current ex-
periments we made use of the data provided for the
CLEF2006 CL-SR track (Oard et al., 2006).

The document collection comprises8104 En-
glish documents that are manually-determined
topically-coherent segments taken from272 in-
terviews with Holocaust survivors, witnesses and
rescuers, totaling589 hours of speech. Sev-
eral automatic speech recognition transcripts are
available for these interviews. However, for this
study we focus on the metadata fields provided
for each document: two sets of20 automati-
cally assigned keywords (<AUTOKEYWORD2004A1>

and <AUTOKEYWORD2004A2>) determined using two
different kNN classifiers, denoted by AKW1 and
AKW2 respectively; a set of a varying number of
manually-assigned keywords (<MANUALKEYWORD>),
denoted by MKW; and a manual three-sentence
summary written by an expert in the field
(<SUMMARY>), denoted by SUMMARY.

The CLEF collection includes a set of33 search
topics in standard TREC format created in English,
and translated into Czech, German, French, and
Spanish by native speakers. Since we wish to in-
vestigate topics with minimal redundancy, for our
experiments we used only the topic Title fields as
our search request. Relevance judgments were gen-
erated using a search guided procedure and standard
pooling methods were also provided with the collec-
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tion. Full details of the this collection can be found
in (Oard et al., 2006; White et al., 2005).

To explore metadata field search, we used various
methods, described in the next section, to automati-
cally translate the French, German, and Spanish top-
ics into English3.

4 Translation Techniques

The MultiMatch translation resources are based on
the WorldLingo machine translation system aug-
mented with domain-specific dictionary resources
gathered automatically from the WWW. This section
briefly reviews WorldLingo4, and then describes
construction of our augmentation translation lexi-
cons and their application for query translation in
multilingual metadata search.

4.1 Machine translation system

There are a number of commercial machine transla-
tion systems currently available. After evaluation of
several candidate systems, WorldLingo was selected
for the MultiMatch project because it generally gives
good translation well between the English, Spanish,
Italian, and Dutch, languages relevant to the Mul-
timatch project5. In addition, it provides a useful
API that can be used to translate queries on the fly
via HTTP transfer protocol. The usefulness of such
a system is that it can be integrated into any appli-
cation and present translations in real-time. It al-
lows users to select the source/target languages and
specify the text format (e.g. plain text file or html
file) of their input files. The WorldLingo translation
system also provides various domain-specific dictio-
naries that can be integrated with translation system.
A particularly useful feature of WorldLingo with re-
spect to for MultiMatch, and potentially applications
within CH in general, is that to improve the qual-
ity of translations, additional locally developed cus-
tomized dictionaries can be uploaded. This enables
the WorldLingo dictionaries to be extended to con-
tain special terms for a specific domain.

3Due to a lack of translation resources, we did not use the
Czech translations in these experiments

4http://www.worldlingo.com/
5Additionally, it translates well between French and En-

glish, as used in this paper

4.2 Translation lexicon construction

To extend the standard dictionaries provided with
WorldLingo we used the current onlinewikipedia.
Wikipedia6 is the largest multilingual free-content
encyclopedia on the Internet. As of March 21 2007,
there are approximately6.8 million articles written
in 250 languages available on the web, according
to Wiki Stats7. Wikipedia is structured as an in-
terconnected network of articles. Each wikipedia
page can hyperlink to several other wikipedia pages.
Wikipedia page titles in one language are also linked
to a multilingual database of corresponding terms.
Unlike the web, most hyperlinks in wikipedia have
a more consistent and semantically meaningful in-
terpretation and purpose. The comprehensive liter-
ature review presented by Adafre and Rijke (2005)
describes the link structure of wikipedia. As a mul-
tilingual hypertext medium, wikipedia presents a
valuable new source of translation information. Re-
cently, researchers have proposed techniques to ex-
ploit this opportunity. Adafre and Rijke (2006) de-
veloped a technique to identify similar text across
multiple languages in wikipedia using page content-
based features. Boumaet et al. (2006) utilized
wikipedia for term recognition and translation in
order to enhance multilingual question answering
systems. Declerck et al. (2006) showed how the
wikipedia resource can be used to support the su-
pervised translation of ontology labels.

In order to improve the effectiveness of multilin-
gual metadata search, we mine wikipedia pages as
a translation source and construct translation lex-
icons that can be used to reduce the errors intro-
duced by unknown terms (single words and multi-
word phrases) during query translation. The major
difference in our proposal is that the translations are
extracted on the basis of hyperlinks, meta keywords,
and emphasized concepts — e.g. anchor text, bold-
face text, italics text, and text within special punc-
tuation marks — appearing in the first paragraph of
wikipedia articles.

Meta keywords Wikipedia pages typically contain
meta keywords assigned by page editors. This
meta keywords can be used to assist in the iden-

6http://www.wikipedia.org/
7http://s23.org/wikistats/wikipedias

html.php?sort=good desc
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tification of the associated terms on the same
topic.

Emphasized conceptsIn common with standard
summarization studies, we observed that the
first paragraph of a wikipedia document is usu-
ally a concise introduction to the article. Thus,
concepts emphasized in the introductory sec-
tion are likely to be semantically related to the
title of the page.

In our study we seek to use these features from
multilingual wikipedia pages to compile a domain-
specific word and phrase translation lexicon. Our
method in using this data is to augment the queries
with topically related terms in the document lan-
guage through a process ofpost-translation query
expansion. This procedure was performed as fol-
lows:

1. An English vocabulary for the domain of the
test collection was constructed by performing a
limited crawl of the English wikipedia8, Cate-
gory:World War II. This category contains links
to pages and subcategories concerning events,
persons, places, and organizations pertaining
to war crimes or crimes against humanity es-
pecially during WWII. It should be noted that
this process was neither an exhaustive crawl
nor a focused crawl. The purpose of our cur-
rent study is to explore the effect of translation
expansion on metadata retrieval effectiveness.
In total, we collected7431 English web pages.

2. For each English wikipedia page, we extracted
its hyperlinks to German, Spanish, and French.
The basename of each hyperlink is considered
as a term (single word or multi-word phrase
that should be translated as a unit). This pro-
vided a total of4446 German terms,3338
Spanish terms, and4062 French terms. As an
alternative way of collecting terms in German,
Spanish, and French, we are able to crawl the
wikipedia in a specific language. However, a
page with no link pointing to its English coun-
terpart will not provide enough translation in-
formation.

8en.wikipedia.org

RUN ID

Augmented lexicon using all terms
appearing in the following fields

Title Meta Emphasized
terms keywords concepts

RUNmt+t

√
× ×

RUNmt+m ×
√

×
RUNmt+c × ×

√

RUNmt+m+c ×
√ √

Table 1: Run descriptions.

3. For each of the German, Spanish, and French
terms obtained, we used the title term, the meta
keywords, and the emphasized concepts ob-
tained from the same English wikipedia page
as its potential translations.

For example, consider an English page titled as
“World War II” 9. The title term, the meta keywords,
the emphasized concepts in English, and the hyper-
links (to German, Spanish, and French) associated
are shown in Figure 1. We first extract the base-
names “Zweiter Weltkrieg” (in German), “Segunda
Guerra Mundial” (in Spanish), and “Seconde Guerre
mondiale” (in French) using the hyperlink feature.
To translate these terms into English, we replace
them using the English title term, all the English
meta keywords and/or all the English emphasized
concepts occurring in the same English wikipedia
page. This is a straightforward approach to au-
tomatic post-translation query expansion by using
meta keywords and/or emphasized concepts as ex-
panded terms. The effects of the features described
above are investigated in this work, both separately
and in combination, as shown in Table 1,

5 Experimental Setup

In this section we outline the design of our exper-
iments. We established a monolingual reference
(RUNmono) against which we can measure multilin-
gual retrieval effectiveness. To provide a baseline
for our multilingual results, we used the standard
WorldLingo to translate the queries (RUNmt). We
then tested the MT integrated with different lexicons
compiled using wikipedia. Results of these experi-
ments, shown in Table 1, enable us gauge the effect
of each of our additional translation resources gen-
erated using wikipedia.

9http://en.wikipedia.org/wiki/World War
II
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Title: World War II

Hyperlink to German: http://de.wikipedia.org/wiki/Zweiter_Weltkrieg

Hyperlink to Spanish: http://es.wikipedia.org/wiki/Segunda_Guerra_Mundial

Hyperlink to French: http://fr.wikipedia.org/wiki/Seconde_Guerre_mondiale

Meta keywords:

World War II, WWII history by nation, WWII history by nation, 101st Airborne 
Division, 11th SS Volunteer Panzergrenadier Division Nordland, 15th Army Group,
1937, 1939, 1940

Emphasized concepts:

World War II (abbreviated WWII), or the Second World War, was a worldwide conflict
which lasted from 1939 to 1945. World War II was the amalgamation of two 
conflicts, one starting in Asia as the Second Sino-Japanese War, and the other 
beginning in Europe with the Invasion of Poland. The war was caused by the 
expansionist and hegemonic ambitions of Germany, Italy, and Japan and economic 
tensions between all major powers.

Figure 1: Title, hyperlinks, meta keywords, and emphasizedconcepts (underlined terms) extracted from the
English wikipedia pagehttp://en.wikipedia.org/wiki/World War II .

The focus of this paper is not on optimising ab-
solute retrieval performance, but rather to explore
the usefulness of our translation resources. Thus
we do not apply retrieval enhancement techniques
such as relevance feedback which would make it
more difficult to observe the impact of differences
in behaviour of the translation resources. The ex-
periments use the SUMMARY field, as an exam-
ple of concise natural language descriptions of CH
objects; and the AKW1 and AKW2 fields as exam-
ples of automatically assigned keyword labels with-
out linguistic structure, with the MKW field provid-
ing similar manually assigned for keyword labels.
Retrieval effectiveness is evaluated using standard
TREC mean average precision (MAP) and the pre-
cision at rank 10 (P@10).

6 Results and Discussion

The results of our query translation experiments are
shown in Table 2, 3, 4, and 5. For search using SUM-
MARY and MKW fields, the lexicon compiled us-
ing title terms provided an improvement of7∼ 9%,
7 ∼ 19%, and 20 ∼ 30%, in German–English,
Spanish–English, and French–English retrieval task,
respectively. These improvements are statistically
significant at the95% confidence level, and empha-
size the importance of a good domain-specific trans-
lation lexicon.

The addition of meta keywords or emphasized
concepts also improves results in most cases relative

to the RUNmt results. However, we can see that re-
trieval performance degrades when the query is ex-
panded to contain terms from both meta keywords
and emphasized concepts. This occurs despite the
fact that the additional terms are often closely re-
lated to the original query terms. While the addition
of all these terms generally produces an increase in
the number of retrieved documents, there is little or
no increase in the number of relevant documents re-
trieved, and the combination of the two sets of terms
in the queries leads on average to a slight reduce in
the rank of relevant documents.

The results show that RUNmt+t runs provide the
best results when averaged across a query set. How-
ever, when analysed at the level of individual queries
different combined translation resources are more
effective for different queries, examples of this ef-
fect are shown in Table 6. This suggests that it may
be possible to develop a more sophisticated transla-
tion expansion methods to select the best terms from
different lexicons. At the very least, it should be pos-
sible to use “context-sensitive filtering” and “com-
bination of evidence” (Smets, 1990) approaches to
improve the overall translation quality. We plan to
explore this method in further investigations.

7 Conclusion and Future Work

This paper reports experiments with techniques de-
veloped for domain-specific lexicon construction to
facilitate multilingual metadata search for a CH re-
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RUN ID
German–English Spanish–English French–English
MAP P@10 MAP P@10 MAP P@10

RUNmt 0.0750 0.1233 0.0756 0.1250 0.0652 0.1152

RUNmt+t 0.0815 0.1516 0.0899 0.1545 0.0783 0.1333
RUNmt+m 0.0775 0.1266 0.0797 0.1364 0.0690 0.1030

RUNmt+c 0.0669 0.1000 0.0793 0.1303 0.0770 0.1152

RUNmt+m+c 0.0668 0.0968 0.0737 0.1212 0.0646 0.0970

RUNmono MAP = 0.1049 P@10 = 0.1818

Table 2: Results for SUMMARY field search. (RUNmt+t run provides the best results in all cases.)

RUN ID
German–English French–English Spanish–English
MAP P@10 MAP P@10 MAP P@10

RUNmt 0.1158 0.1750 0.1000 0.1677 0.0903 0.1677

RUNmt+t 0.1235 0.2100 0.1071 0.2031 0.1171 0.2194
RUNmt+m 0.1171 0.1393 0.1023 0.2000 0.0983 0.1903

RUNmt+c 0.1084 0.1500 0.0958 0.1636 0.1089 0.1667

RUNmt+m+c 0.1069 0.1600 0.0947 0.1727 0.0940 0.1742

RUNmono MAP = 0.1596 P@10 = 0.2812

Table 3: Results for MKW field search. (RUNmt+t run provides the best results in all cases.)

RUN ID
German–English French–English Spanish–English
MAP P@10 MAP P@10 MAP P@10

RUNmt 0.0264 0.0731 0.0247 0.0548 0.0316 0.0767

RUNmt+t 0.0273 0.0828 0.0274 0.0656 0.0406 0.0867
RUNmt+m 0.0268 0.0633 0.0258 0.0606 0.0357 0.0613

RUNmt+c 0.0266 0.0667 0.0266 0.0636 0.0383 0.0839

RUNmt+m+c 0.0259 0.0633 0.0260 0.0606 0.0328 0.0677

RUNmono MAP = 0.0388 P@10 = 0.1000

Table 4: Results for AKW1 field search. (RUNmt+t run provides the best results in all cases.)

RUN ID
German–English French–English Spanish–English
MAP P@10 MAP P@10 MAP P@10

RUNmt 0.0279 0.0375 0.0347 0.0625 0.0205 0.0483

RUNmt+t 0.0279 0.0481 0.0351 0.0680 0.0238 0.0433

RUNmt+m 0.0302 0.0448 0.0361 0.0556 0.0223 0.0484

RUNmt+c 0.0275 0.0414 0.0332 0.0593 0.0268 0.0548

RUNmt+m+c 0.0299 0.0448 0.0351 0.0536 0.0273 0.0581
RUNmono MAP = 0.0420 P@10 = 0.0821

Table 5: Results for AKW2 field search. (The best results are in bold.)

trieval tasks. The results show that our techniques
can provide a statistically significant improvement
in the retrieval effectiveness. Using a tailored trans-
lation lexicon enables us to achieve (77%, 78%),
(86%, 67%) and (75%, 63%) of the monolingual ef-
fectiveness in German–English, Spanish–English,
and French–English multilingual metadata SUM-
MARY, MKW field search tasks. In addition, the
multilingual wikipedia proved to be a rich resource
of translations for domain-specific terms.

Intuitively, document translation is superior to
query translation. Documents provide more context

for resolving ambiguities (Oard, 1998) and the trans-
lation of source documents into all the languages
supported by the retrieval system effectively reduces
CLIR to a monolingual IR task. Furthermore, it has
the added advantage that document content is acces-
sible to users in their native languages. In our future
work, we will compare the effectiveness of these two
approaches to metadata search in a multilingual en-
vironment.
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Query ID
MT Augmented lexicon using all terms appearing in the following fields

WorldLingo
Title terms Meta keyword Emphasized concepts

Meta keyword +
Emphasized concepts

German–English 1133 0.6000 0.6000 0.6195 0.6092 0.6400
1325 0.0000 0.0003 0.0020 0.0020 0.0018

1623 0.2210 0.2210 0.3203 0.0450 0.0763

3007 0.0000 0.0003 0.0025 0.0047 0.0054
3012 0.0087 0.0087 0.0073 0.0073 0.0097
3025 0.0052 0.0052 0.0060 0.0052 0.0060

Spanish–English 1623 0.0063 0.0063 0.1014 0.0084 0.0334

3007 0.0000 0.0004 0.0028 0.0048 0.0057
French–English 1133 0.6000 0.6000 0.6195 0.6092 0.6400

1345 0.0600 0.0667 0.0809 0.0495 0.0420

1623 0.0750 0.0798 0.1810 0.0228 0.0528

3005 0.0200 0.0232 0.0226 0.2709 0.1063

3007 0.0003 0.0003 0.0024 0.0025 0.0037
3025 0.0173 0.0173 0.0178 0.0173 0.0178

Table 6: Examples of MAP values obtained using different translation combinations for SUMMARY field
search. (The best results are in bold.)
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Lessons from the MALACH Project: 
Applying new technologies to improve intellectual access to large oral history collections

Douglas W. Oard, University of Maryland, USA

Abstract:

In this talk I will describe the goals of the MALACH project (Multilingual Access to
Large Spoken Archives) and our research results.  I’ll begin by describing the unique
characteristics of the oral history collection that we used, in which Holocaust survivors,
witnesses and rescuers were interviewed in several languages.  Each interview has been
digitized and extensively catalogued by subject matter experts, thus producing a
remarkably rich collection for the application of machine learning techniques.  Automatic
speech recognition techniques originally developed for the domain of conversational
telephone speech were adapted to process these materials with word error rates that are
adequate to provide useful features to support interactive search and automated
clustering, boundary detection, and topic classification tasks.  As I describe our results, I
will focus particularly on the evaluation methods that that we have used to assess the
potential utility of this technology.  I’ll conclude with some remarks about possible future
directions for research on applying new technologies to improve intellectual access to
oral history and other spoken word collections.  This is joint work with Charles
University (Prague), IBM Research (T.J. Watson), the Johns Hopkins University
(Baltimore), the University of Southern California (Los Angeles), an the University of
West Bohemia (Pilsen), 
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Douglas Oard is Associate Dean for Research at the College of Information Studies of the
University of Maryland, College Park, where he holds joint appointments as Associate
Professor in the College of Information Studies and in the Institute for Advanced
Computer Studies.  He earned his Ph.D. in Electrical Engineering from the University of
Maryland, and his research interests center around the use of emerging technologies to
support information seeking by end users.  Dr. Oard’s recent work has focused on
interactive techniques for cross­language information retrieval, searching conversational
media, and leveraging observable behavior to improve user modeling.  Additional
information is available at http://www.glue.umd.edu/~oard/.
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