1

Evaluating and optimizing the parameters
of an unsupervised graph-based WSD algorithm

Eneko Agirre, David Mart inez, Oier Lopez de Lacalle and Aitor Soroa
IXA NLP Group
University of Basque Country
Donostia, Basque Contry
a. sor oa@hu. es

Abstract

Véronis (2004) has recently proposed
an innovative unsupervised algorithm for
word sense disambiguation based on
small-world graphs calleHyperLex This
paper explores two sides of the algorithm.
First, we extend Véronis’ work by opti-
mizing the free parameters (on a set of
words which is different to the target set).
Second, given that the empirical compar-
ison among unsupervised systems (and
with respect to supervised systems) is sel-
dom made, we used hand-tagged corpora
to map the induced senses to a standard
lexicon (WordNet) and a publicly avail-
able gold standard (Senseval 3 English
Lexical Sample). Our results for nouns
show that thanks to the optimization of
parameters and the mapping method, Hy-
perLex obtains results close to supervised
systems using the same kind of bag-of-
words features. Given the information
loss inherent in any mapping step and the
fact that the parameters were tuned for an-
other set of words, these are very interest-
ing results.

Introduction

Word sense disambiguation (WSD) is a key entor of features (e.g.
abling technology. Supervised WSD techniques aigontext).
the best performing in public evaluations, butneed

1998) allow for a small improvement over the simple
most frequent sense heuristic, as attested in the all-
words track of the last Senseval competition (Sny-
der and Palmer, 2004). In theory, larger amounts
of training data (SemCor has approx. 500M words)
would improve the performance of supervised WSD,
but no current project exists to provide such an ex-
pensive resource.

Supervised WSD is based on the “fixed-list of
senses” paradigm, where the senses for a target word
are a closed list coming from a dictionary or lex-
icon. Lexicographers and semanticists have long
warned about the problems of such an approach,
where senses are listed separately as discrete enti-
ties, and have argued in favor of more complex rep-
resentations, where, for instance, senses are dense
regions in a continuum (Cruse, 2000).

Unsupervised WSD has followed this line of
thinking, and tries to induce word senses directly
from the corpus. Typical unsupervised WSD sys-
tems involve clustering techniques, which group to-
gether similar examples. Given a set of induced
clusters (which represent wordsesor senses,
each new occurrence of the target word will be com-
pared to the clusters and the most similar cluster will
be selected as its sense.

Most of the unsupervised WSD work has been
based on the vector space model (Schitze, 1998;
Pantel and Lin, 2002; Purandare and Pedersen,
2004), where each example is represented by a vec-
the words occurring in the
Recently, Véronis (Véronis, 2004) has

|arge amounts of hand_tagging data. Existing hand- 1Unsupervised WSD approaches prefer the term 'word uses’

annotated corpora like SemCor (Miller et al., 1993)
which is annotated with WordNet senses (Fellbaunmspme reference lexicon.

&9

to 'word senses’. In this paper we use them interchangeably t
refer to both the induced clusters, and to the word senses fro
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proposed HyperLex, an application of graph modlength represents “closeness” in a graph. See (Watts
els to WSD based on the small-world propertieand Strogatz, 1998) for further details on these char-
of cooccurrence graphs. Hand inspection of thacteristics.
clusters (called hubs in this setting) by the author Randomly built graphs exhibit low clustering co-
was very positive, with hubs capturing the mairefficients and are believed to represent something
senses of the words. Besides, hand inspection of thery close to the minimal possible average path
disambiguated occurrences vyielded precisions oviangth, at least in expectation. Perfectly ordered
95% (compared to a most frequent baseline of 73%jraphs, on the other side, show high clustering coef-
which is an outstanding figure for WSD systems. ficients but also high average path length. According
We noticed that HyperLex had some free paranto Watts and Strogatz (1998), small-world graphs lie
eters and had not been evaluated against a pubbietween these two extremes: they exhibit high clus-
gold standard. Besides, we were struck by the feering coefficients, but short average path lengths.
works where supervised and unsupervised systemsBarabasi and Albert (1999) use the term “scale-
were evaluated on the same test data. In this ptiee” to graphs whose degree probability follow a
per we use an automatic method to map the inducgmwer-lawt. Specifically, scale free graphs follow
senses to WordNet using hand-tagged corpora, etite property that the probabiliti (k) that a vertex
abling the automatic evaluation against availabl& the graph interacts with other vertices decays as
gold standards (Senseval 3 English Lexical San& power-law, followingP(k) ~ k~¢. It turns out
ple S3LS (Mihalcea et al., 2004)) and the automatithat in this kind of graphs there exist nodes centrally
optimization of the free parameters of the methodocated and highly connected, calledbs
The use of hand-tagged corpora for tagging makes _
this algorithm a mixture of unsupervised and supe>-2 1€ HyperLex algorithm for WSD
vised: the method to induce senses in completellfhe HyperLex algorithm builds a cooccurrence
unsupervised, but the mapping is supervised (albegraph for all pairs of words cooccurring in the con-
very straightforward). text of the target word. Véronis shows that this kind
This paper is structured as follows. We firstof graph fulfills the properties of small world graphs,
present the graph-based algorithm as proposed Bfid thus possess highly connected components in
Véronis, reviewing briefly the features of small-the graph. The centers or prototypes of these com-
world graphs. Section 3 presents our framework faponents, called hubs, eventually identify the main
mapping and evaluating the induced hubs. Sectionord uses (senses) of the target word.
introduces parameter optimization. Section 5 shows We will briefly introduce the algorithm here,
the experiment setting and results. Section 6 angheck (Véronis, 2004) for further details. For each
lyzes the results and presents related work. Finallyord to be disambiguated, a text corpus is collected,

we draw the conclusions and advance future work.consisting of the paragraphs where the word occurs.
From this corpus, a cooccurrence graph for the tar-

2 HyperLex get word is built. Nodes in the graph correspond to
the words in the text (except the target word itself).

Before presenting the HyperLex algorithm itself, weryo words appearing in the same paragraph are said

briefly introduce small-world graphs. to cooccur, and are connected with edges. Each edge

is assigned with a weight which measures the rela-

tive frequency of the two words cooccurring. Specif-

The small-world nature of a graph can be explaineitally, let w;; be the weight of the edgeonnecting

in terms of itsclustering coefficienandcharacteris- ————— .

. . .. Although scale-free graphs are not necessarily small

tic path length The clustering coefficient of a graph yorigs, a Iot of real world networks are both scale-free and

shows the extent to which nodes tend to form corsmall worlds.

nected groups that have many edges connecting eqf(‘;arﬂ:]Following Véronis, we only work on nouns for the time

other in the group, and few edges leading out o

the group. On the other side, the characteristic pathy;

2.1 Small world graphs

“Note that the cooccurrence graph is undirected ui.g. =
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nodesi andj, then ]
wiy =1 - max{P(i | 7). PG | ) T
P17 =5 and P(j| ) = o AR
red; e — / \ —
Cperonvad] hypemex_wsd

The weight of an edge measures how tightly con- \ l
nected the two words are. Words which always oc- —
cur together receive a weight 6f Words rarely | Mapg
cooccurring receive weights closelto N

Once the cooccurrence graph is built, a simple it- 2o
erative algorithm is executed to obtain its hubs. At
each step, the algorithm finds the vertex with highFigure 1: Design for the automatic mapping and evaluation
est relative frequenéyin the graph, and, if it meets ©f HyperLex algorithm against a gold standard (test cofpora
some criteria, it is selected as a hub. These criteria
are determined by a sgt of heyristic parameters, thgt Evaluating unsupervised WSD systems
will be explained later in Section 4. After a vertex is
selected to be a hub, its neighbors are no longer eji| unsupervised WSD algorithms need some addi-
gible as hub candidates. Atany time, if the next vertion in order to be evaluated. One alternative, as in
tex candidate has a relative frequency below a cefveéronis, 2004), is to manually decide the correct-
tain threshold, the algorithm stops. ness of the hubs assigned to each occurrence of the

Once the hubs are selected, each of them is linkegbrds. This approach has two main disadvantages.
to the target word with edges weightifig and the First, it is expensive to manually verify each occur-
Minimum Spanning Tre@VIST) of the whole graph rence of the word, and different runs of the algo-
is calculated and stored. rithm need to be evaluated in turn. Second, it is not

The MST is then used to perform word sense disan easy task to manually decide if an occurrence of
ambiguation, in the following way. For every in-a word effectively corresponds with the use of the
stance of the target word, the words surrounding word the assigned hub refers to, especially consid-
are examined and confronted with the MST. By conering that the person is given a short list of words
struction of the MST, words in it are placed undetinked to the hub. We also think that instead of judg-
exactly one hub. Each word in the context receiveing whether the hub returned by the algorithm is cor-
a set of scores, with one score per hub, where allrect, the person should have independently tagged
scores ar@ except the one corresponding to the hulthe occurrence with hubs, which should have been
where it is placed. If the scores are organized in gnen compared to the hub returned by the system.
score vector, all values alg except, say, thé-th A second alternative is to evaluate the system ac-
component, which receives a scatg;, v), which  cording to some performance in an application, e.g.
is the distance between the hipand the node rep- information retrieval (Schitze, 1998). This is a very
resenting the word. Thus,d(h;,v) assigns a score attractive idea, but requires expensive system devel-
of 1 to hubs and the score decreases as the nodgsment and it is sometimes difficult to separate the
move away from the hub in the tree. reasons for the good (or bad) performance.

For a given occurrence of the target word, the A third alternative would be to devise a method
score vectors of all the words in the context argo map the hubs (clusters) returned by the system
added, and the hub that receives the maximum scake the senses in a lexicon. Pantel and Lin (2002)
is chosen. automatically map the senses to WordNet, and then
——— _ measure the quality of the mapping. More recently,

In cooccurrence graphs, the relative frequency pfavertefhe mapping has been used to test the system on
and its degree are linearly related, and it is thereforeiplesto
avoid the costly computation of the degree. publicly available benchmarks (Purandare and Ped-
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Default p180 p1800 p6700

value Range Best Range Best Range Best
pl 5 2-3 2 1-3 2 1-3 1
p2 10 3-4 3 2-4 3 2-4 3
p3 0.9 0.7-0.9 0.7 0.5-0.7 0.5 0.3-0.7 0.4
p4 4 4 4 4 4 4 4
p5 6 6-7 6 3-7 3 1-7 1
p6 0.8 0.5-0.8 0.6 0.4-0.8 0.7 0.6-0.95 0.95
p7 | 0.001 | 0.0005-0.001 0.0009 0.0005-0.001 0.0009 0.0009-0.003 0.001

Table 1:Parameters of the HyperLex algorithm

ersen, 2004; Niu et al., 2005). See Section 6 fdveen assigned hub This probability can be com-
more details on these systems. puted counting the times an occurrence with sense
Yet another possibility is to evaluate the induced; has been assigned hip
senses against a gold standard as a clustering taskThis mapping matrix will be used to transform
Induced senses are clusters, gold standard sensesarg hub score vectoh = (hy,...,h,,) returned
classes, and measures from the clustering literatubgy the WSD algorithm into a sense score vector
like entropy or purity can be used. As we wanted té¢ = (s1,...,s,). It suffices to multiply the score
focus on the comparison against a standard data-segctor by, i.e.,5 = hM.
we decided to leave aside this otherwise interesting In the last step (right part in Figure 1), we apply
option. the WSD algorithm over th&est corpususing again
In this section we present a framework for authe MST generated in the first step, and returning a
tomatically evaluating unsupervised WSD systemBub score vector for each occurrence of the target
against publicly available hand-tagged corpora. Theord in the test corpus. We then run tBgaluator,
framework uses three data sets, called Base corpughich uses thél/ mapping matrix in order to con-
Mapping corpus and Test corpus: vert the hub score vector into a sense score vector.
e The Base Corpusa collection of examples of The Evaluatorthen compares the sense with high-
the target word. The corpus is not annotated. est weight in the sense score vector to the sense that
e TheMapping Corpusa collection of examples was manually assigned, and outputs the precision
of the target word, where each corpus has bedigures.

manually annotated with its sense. Preliminary experiments showed that, similar to
e TheTest Corpusa separate collection, also an-Other unsupervised systems, HyperLex performs
notated with senses. better if it sees the test examples when building the

The evaluation framework is depicted in Figure 19raph. We therefore decided to include a copy of the
The first step is to execute the HyperLex algorithrﬁraining and test corpora in the base corpus (discard-
over theBase corpusn order to obtain the hubs of iNg all hand-tagged sense information, of course).
a target word, and the generated MST is stored. AGiven the high efficiency of the algorithm this poses
stated before, thBase Corpuss not tagged, so the NO practical problem (see efficiency figures in Sec-
building of the MST is completely unsupervised. tion 6).

In a second step (left part in Figure 1), we assign 2
hub score vector to each of the occurrences of target
word in theMapping corpususing the MST calcu- As stated before, the behavior of the HyperLex algo-
lated in the previous step (following the WSD al-rithm is influenced by a set of heuristic parameters,
gorithm in Section 2.2). Using the hand-annotateehat affect the way the cooccurrence graph is built,
sense information, we can compute a mapping m&e number of induced hubs, and the way they are
trix M that relates hubs and senses in the followingxtracted from the graph. There are 7 parameters in
way. Suppose there are hubs andh senses for the total:
target word. Then)M = {m;;} 1<i<m,1< o
j < n,and eachn,, = Pls,[h), that is,m;; isthe B3 M feauency o edges (oceuriences)

probability of a word having sengegiven thatithas  p3 Edges with weights above this value are removed
p4 Context containing fewer words are not processed

Tuning the parameters
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word train test | MES default pl180 p1800 p6700

argument 221 111 51.4 51.4 514 514 51.4
arm 266 133 82.0 82.0 80.5 820 827
atmosphere 161 81 66.7 679 704 704 679
audience 200 100 67.0 69.0 71.0 740 77.0
bank 262 132 67.4 69.7 75.0 76.5 75.0
degree 256 128 60.9 60.9 609 625 633
difference 226 114 40.4 40.4 412 46,5 491
difficulty 46 23 17.4 304 304 39.1 26.1
disc 200 100 38.0 66.0 750 70.0 76.0
image 146 74 36.5 63.5 62.2 67.6 64.9
interest 185 93 41.9 49.5 419 473 516
judgment 62 32 28.1 28.1 28.1 531 50.0
organization 112 56 73.2 73.2 732 714 73.2
paper 232 117 25.6 42.7 39.3 479 538
party 230 116 62.1 67.2 647 655 67.2
performance 172 87 32.2 44.8 46.0 54.0 59.8
plan 166 84 82.1 81.0 79.8 81.0 833
shelter 196 98 44.9 45.9 49.0 480 541
sort 190 96 65.6 64.6 64.6 65.6 64.6

source 64 32 65.6 59.4 56.2 625 62.5
Average: 54.5 59.9 60.3 63.0 64.6
(Over S2LS)| 51.9 56.2 575 587 60.0

Table 2:Precision figures for nouns over the test corpus (S3LS). hersl and third columns show the number of occurrences
in the train and test splits. THdFS column corresponds to the most frequent sense. The restwhine correspond to different
parameter settingdefaultfor the default settingp180for the best combination oveig0, etc.. The last rows show the micro-
average over the S3LS run, and we also add the results on t&dd2aset (different sets of nouns) to confirm that the saemels
hold in both datasets.

pS Minimum number of adjacent vertices a hub musthave 5 Experiment setting and results

p6 Max. mean weight of the adjacent vertices of a hub

p7 Minimum frequency of hubs To evaluate the HyperLex algorithm in a standard

benchmark, we applied it to tH# nouns in S3LS.

Table 1 lists the parameters of the HyperLex alye use the standard training-test split. Following
gorithm, and the default values proposed for them ithe design in Section 3, we used both the training
the original work (second column). and test sets as tigase Corpusignoring the sense

Given that we have devised a method to efficientlyags, of course). Th#lapping Corpuscomprised
evaluate the performance of HyperLex, we are ablge training split only, and th@est corpushe test
to tune the parameters against the gold standard. it only. The parameter tuning was done in a simi-
first set a range for each of the parameters, and ev@dr fashion, but on the S2LS dataset.
uated the algorithm for each combination of the pa- | Taple 2 we can see the number of examples
rameters on a collection of examples of differengt each word in the different corpus and the results
words (Senseval 2 English lexical-sample, S2LSkf the algorithm. We indicate only precision, as the
This ensures that the chosen parameter set is valigyerage is 100% in all cases. The left column,
for any noun, and is not overfitted to a small set ofamedMFS, shows the precision when always as-
nouns? The set of parameters that obtained the beglgning the most frequent sense (relative to the train
results in the S2LS run is then selected to be rugit). This is the baseline of our algorithm as our
against the S3LS dataset. algorithm does see the tags in the mapping step (see

We first devised ranges for parameters amountingection 6 for further comments on this issue).
to 180 possible combinations (p180 column in Ta- The defaultcolumn shows the results for the Hy-
ble 2), and then extended the ranges to amount [, ex algorithm with the default parameters as set
1800 and 6700 combinations (columns p1800 an& Véronis, except for the minimum frequency of

p6700). the vertices 2 in Table 1), which according to some
®In fact, previous experiments showed that optimizing th@re“mma_ry eXp?r'mentS we SethS we can see,
parameters for each word did not yield better results. the algorithm with the default settings outperforms
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0.62

Parameter space | default p180 p1800 p6700
‘ ‘ ‘ hubs defined 9.2-3.8 15.34+5.7 38.6+11.8 77.718.7
used 8.4:3.5 14.44+5.3 30.449.3 45.2:13.3
senses defined 5#41.5 5.4+15 5.44+15 5.44+15
used 2.6:1.2 25+1 31411 3.2£1.2
senses intest 511.3 - - -

T T
Best fitting line

Precision

Table 3: Average number of hubs and senses (along with the
standard deviation) for three parameter settings. Defireghs

the number of hubs induced, and used means the ones actually
returned by HyperLex when disambiguating the test set. The
same applies for senses, that is, defined means total nurhber o
senses (equal for all columns), and used means the senses tha
: _ were actually used by HyperLex in the test set. The last row
similariy shows the actual number of senses used by the hand-ansotator
in the test set.

Figure 2: Dispersion plot of the parameter space 63100 o .
combinations. The horizontal axis shows the similarity pba  parameter sets most similar to the best one to obtain

rameter set w.r.t. the best parameter set using the cosime. Thetter results, and in fact the best fitting line shows a

vertical axis shows the precision in S2LS. The best fitting i .

is also depicted. clearly ascending slope.

h basell , , Regarding efficiency, our implementation of Hy-

ings':/l(:\:llswoizg I(r:(cbz'ﬁaaOIggitzngaogueré:;nd N al- perLex is extremely fast. Doing thk800 combina-

milan, A tions takes 2 hours in a 2 AMD Opteron processors

The result_s for the best @80 combl_natlons ofthe 4t 2GHz and 3Gb RAM. A single run (building the

paramgters improve the default settn@g@l(overgll), MST, mapping and tagging the test sentences) takes

Extending the parameter spacd 0 and6700im- 1y 16 sec. For this reason, even if an on-line ver-

proves the precision up ©8.0 and64.6, 10.1 over  gion \would be in principle desirable, we think that
the MFS (MFS only outperforms HyperLex in they,ic patch version is readily usable.

best setting for two words). The same trend can be
seen on the S2LS dataset, where the gain was m@&& Comparison to (\eronis, 2004)
modest (note that the parameters were optimized for

S2LS). Compared to Véronis we are inducing larger num-
bers of hubs (with different parameters), using less
6 Discussion and related work examples to build the graphs and obtaining more

modest results (far from the 90’s). Regarding the lat-

We first comment the results, doing some analysiser, our results are in the range of other S3LS WSD
and then compare our results to those of Véronis. Fsystems (see below), and the discrepancy can be ex-
nally we overview some relevant work and reviewplained by the way Véronis performed his evaluation
the results of unsupervised systems on the S3LSee Section 3).
benchmark. Table 3 shows the average number of hubs for
the four parameter settings. The average number
of hubs for the default setting is larger than that of
The results show clearly that our exploration of th&/éronis (which ranges between 4 and 9 per word),
parameter space was successful, with the widest paut quite close to the average number of senses. The
rameter space showing the best results. exploration of the parameter space prefers parame-

In order to analyze whether the search in the pder settings with even larger number of hubs, and the
rameter space was making any sense, we drew a ditgures shows that most of them are actually used
persion plot (see Figure 2). In the top right-hand corfor disambiguation. The table also shows that, after
ner we have the point corresponding to the best pethe mapping, less than half of the senses are actu-
forming parameter set. If the parameters were n@lly used, which seems to indicate that the mapping
conditioning the good results, then we would havéends to favor the most frequent senses.
expected a random cloud of points. On the contrary, Regarding the actual values of the parameters
we can see that there is a clear tendency for thossed (c.f. Table 1), we had to reduce the value

6.1 Comments on the results
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of some parameters (e.g. the minimum frequency System Type Prec. | Cov.

, / S3LS-best Sup. 749 [ 0.99

of vertices) due to the smaller number of of examy | yn_all sUB. 703 | 1.0
ples (Véronis used from 1900 to 8700 examples perkNN-bow Sup. 65.7 | 1.0
word). In theory, we could explore larger parame; HyperLex Unsup(S3LS) | 64.6 | 1.0
. Cymfony Unsup(10%-S3LS) 57.9 | 1.0

ter spaces, but Table 1 shoes that the best setting f0p;opo Unsup. (MFS-S3)| 55.0 | 0.98
the 6700 combinations has no parameter in a rangeMFS - 515 | 1.0
Ciaosenso Unsup (MFS-Sc) | 53.95| 0.90

boundary (excepp5, which cannot be further re- o104 Unsup (MFS-Sc) | 48.86| 1.0
duced). duluth-senserelate Unsup 47.48| 1.0

Allin all, the best results are attained with smallerf (Purandare  and  Unsup (S2LS) - -
and more numerous hubs, a kind of micro-senses.>edersen. 2004)
A possible explanation for this discrepancy withtaple 4:comparison of HyperLex and MFS baseline to S3LS
Véronis could be that he was inspecting by haneystems for nouns. The last system was evaluated on S2LS.
the hubs that he got, and perhaps was biased by the

fact that he wanted the hubs to look more like star?®" _
dard senses. At first we were uncomfortable with Table 4 also shows several unsupervised systems,

this behavior, so we checked whether HyperLex wadll Of which except Cymfony and (Purandare and
degenerating into a trivial solution. We simulated”€dersen, 2004) participated in S3LS (check (Mi-
a clustering algorithm returning one hub per exambalcea et al., 2004) for further details on the sys-
ple, and its precision wat).1, well below the MFS tems). We classify them according to the amount of
baseline. We also realized that our results are ipUPervision” they have: some have have access to
accordance with some theories of word meanindpost—frequent information (MFS-S3 if counted over
e.g. the “indefinitely large set of prototypes-within->3LS, MFS-Sc if counted over SemCor), some use
prototypes” envisioned in (Cruse, 2000). We nowt0% of the S3LS training part for mapping (10%-
think that the idea of having many micro-senses i$3L-S), and some use the full amount of S3LS train-
very attractive for further exploration, especially ifind for mapping (S3LS). Only one system (Duluth)
we are able to organize them into coarser hubs, ~ did not use in any way hand-tagged corpora.

Given the different typology of unsupervised sys-
6.3 Comparison to related work tems, it's unfair to draw definitive conclusions from

Table 4 shows the performance of different systen raw comparison of results. The system coming
on the nouns of the S3LS benchmark. When not re&loser to ours is that described in (Niu et al., 2005).
ported separately, we obtained the results for nouridiey use hand tagged corpora which does not need
running the official scorer program on the filteredto include the target word to tune the parameters of
results, as available in the S3LS web page. The segrather complex clustering method which does use
ond column shows the type of system (supervisedgcal information (an exception to the rule of unsu-
unsupervised). pervised systems). They do use the S3LS training
We include three supervised systems, the winn@erpus for mapping. For every sense the target word,
of S3LS (Mihalcea et al., 2004), an in-house systerfiiree of its contexts in the train corpus are gathered
(kNN-all, CITATION OMITTED) which uses opti- (around 10% of the training data) and tagged. Each
mized kNN, and the same in-house system restrictéduster is then related with its most frequent sense.
to bag-of-words features only (kNN-bow), i.e. dis-Only one cluster may be related to a specific sense,
carding other local features like bigrams or trigrams0 if two or more clusters map to the same sense,
(which is what most unsupervised systems do). THenly the largest of them is retained. The mapping
table shows that we are one point from the bag-omethod is similar to ours, but we use all the avail-
words classifier KNN-bow, which is an impressiveab|e training data and allow for different hubs to be
result if we take into account the information loss ofissigned to the same sense.
the mapping step and that we tuned our parametersAnother system similar to ours is (Purandare and
on a different set of words. The full kNN system isPedersen, 2004), which unfortunately was evaluated
state-of-the-art, only 4 points below the S3LS winon Senseval 2 data. The authors use first and second
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order bag-of-word context features to represent ea¢hmainly Wall Street Journal texts).

instance of the corpus. They apply several clustering Graph models have been very successful in some
algorithms based on the vector space model, limitingettings (e.g. the PageRank algorithm of Google),
the number of clusters to 7. They also use all availand have been rediscovered recently for natural lan-
able training data for mapping, but given their smalfjuage tasks like knowledge-based WSD, textual en-
number of clusters they opt for a one-to-one mapailment, summarization and dependency parsing.
ping which maximizes the assignment and discard&/e would like to test other such algorithms in the
the less frequent clusters. They also discard sonsame conditions, and explore their potential to inte-
difficult cases, like senses and words with low fregrate different kinds of information, especially the
guencies (10% of total occurrences and 90, respelocal or syntactic features so successfully used by
tively). The different test set and mapping systensupervised systems, but also more heterogeneous in-
make the comparison difficult, but the fact that théormation from knowledge bases.

best of their combinations beats MFS by 1 point on

average (47.6% vs. 46.4%) for the selected nouns

and senses make us think that our results are mdrferences
robust (nearly 10% over MFS). A. L. Barabasi and R. Albert. 1999. Emergence of scal-
ing in random networksScience286(5439):509-512,

October.
D. A. Cruse, 2000. Polysemy: Theoretical and Com-
This paper has explored two sides of HyperLex: the Putational Approacheshapter Aspects of the Micro-
. p p_ b yp .~ structure of Word Meanings. OUP.
optimization of the free parameters, and the empir-

. . . Fellbaum. 1998.WordNet: An Electronic Lexical
ical comparison on a standard benchmark agamgt Database MIT Press.

other WSD, systems. We use hand-tagged CorpO[.éi_ Mihalcea, T. Chklovski, and A. Kilgarriff. 2004. The
to map the induced senses to WordNet senses. senseval-3 english lexical sample task. In R. Mihal-

Regarding the optimization of parameters, we cea and P. Edmonds, edito&enseval-3 proceedings
used a another testbed (S2LS) comprising different Pages 25-28. ACL, July.
words to select the best parameter. We consistentf§-A. Miller, C. Leacock, R. Tengi, and R.Bunker. 1993.
improve the results of the parameters by Véronis, VAV ;ekrsnh%”;'c concordance. Iroc. of the ARPA HLT

W”h'Ch 'S ?.Ot perhaﬁf SO surprising, but the nr:lethog_ Niu, W. Li, R. K. Srihari, and H. Li. 2005. Word
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