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Abstract

Most current definitional question an-
swering systems apply one-size-fits-all
lexicosyntactic patterns to identify defini-
tions. By analyzing a large set of online
definitions, this study shows that the se-
mantic types of definienda constrain both
lexical semantics and lexicosyntactic pat-
terns of the definientia. For example,
“heart” has the semantic typBody Part,
Organ, or Organ Componenthnd its
definition (e.g., “heart locates between the
lungs”) incorporates  semantic-type-
dependent lexicosyntactic patterns (e.g.,
“TERM locates ...") and terms (e.g.,
“lung” has the same semantic tyfigody
Part, Organ, or Organ Componet]in
contrast, “AIDS” has a different semantic
type [Disease or Syndromeljts definition
(e.g., “An infectious disease caused by
human immunodeficiency virus”) consists
of different lexicosyntactic patterns (e.g.,
“...causes by’). and terms (e.g., “infec-
tious disease” has the semantic types-
ease or Syndromg] The semantic types
are defined in the widely used biomedical
knowledge resource, the Unified Medical
Language System (UMLS).
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syntactic patterns to identify definitions (Liang e
al. 2001; Blair-Goldensohn et al. 2004;
Hildebrandt et al. 2004; Cui et al. 2005). For ex-
ample, the patternNP, (such as|like|including)
query terni can be used to identify the definition
“New research in mice suggests that drugs such as
Ritalin quiet hyperactivity(Liang et al. 2001).

Few existing systems, however, have explored the
relations between the semantic type (denoted as
Sor) of a definiendum (i.e., a defined term (DT))
and the semantic types (denotedsag of terms in

its definiens (i.e., definition). Additionally, few
existing systems have examined whether the lexi-
cosyntactic patterns of definitions correlate with
the semantic types of the defined terms.

By analyzing a large set of online definitions,sthi
study shows that 13p.s correlates wittsyr, and 2)
St constrains the lexicosyntactic patterns of the
corresponding definitions. In the following, we
will illustrate our findings with the following fau
definitions:

a. Heart[Body Part, Organ, or Organ Compon?nt]-l-he hol-
IOW[SpatiaI Concept]muscula[fSpatial Concept]orgar{‘BOdy Part,
Organ, or Organ Component,Tissu%CateéBpatial Concept] be—
hino{SpatiaI Concept]the sternur{ﬁ"dy Part, Organ, or Organ Com-

ponent] and between the Iun@%"y Part, Organ, or Organ
Component]

b Kidney[B°dy Part, Organ, or Organ Component}rhe kid-
neys are a pair of glandular org#&pfg P ©rean. or
Organ Component]locate({)Spatlal Concept] in the abdomi—
nal cavitieéB"dy Part, Organ, or Organ Componengf mam-
malsg"a™mal and reptile§ertie],

Definitional questions (e.g., “What is X?") consti- Disease or Syndrome
tute an important question type and have been a dlﬂtlaa_rtfattapkLPisease or ysyndm.riglzo Ca”%%'ncﬂm'
part of the evaluation at the Text Retrieval Confelgg';egﬁl _Infarctio dfigsuel » damage -
ence (TREC) Question Answering Track since to the heart_muscle™™ due to insufficient
2003. Most systems apply one-size-fits-all lexico-
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blood suppl§frea" o Tissue Functioflyr an extended®™@  the lexicosyntactic patterns in the definitions.rOu
concepltime period emporal concept study is a result of detailed statistical analysfis

d.  AlpgPsease or Syndomel AR jnfec- 36,535 defined terms and their 226,089 online
tious_disead@sease or Syndomeloq, ggffunctional Concepll  qefinitions. We built our semantic constraint model
by human_immunodeficiency vift{&*. based on the widely used biomedical knowledge

resource, the UMLS. We also adapted a robust in-

In the above four definitions, the superscripts iformation extraction system to generate automati-
[brackets] are the semantic types (e.g., [Body,Padally a large number of lexicosyntactic patterns
Organ, or Organ Component] and [Disease or Syfrom definitions. In the following, we will first
drome]) of the preceding terms. A multiword ternmdescribe the UMLS and its semantic types. We will
links words with the underscore “_". For examplethen describe our data collection and our methods
“heart” IS-A [Body Part, Organ, or Organ Compo-or pattern generation.
nent] and “heart_muscle” I1S-A [Tissue]. The se-
mantic types are defined in ti8emantic Network 2 Unified Medical Language System

(SN) of the Unified Medical Language Syste - . .
(UMLS), the largest biomedical knowledge rcrsn-The Unified Medical Language System (UMLS) is

source. Details of the UMLS and SN will be de_the largest biomedical knowledge source main-

scribed in Section 2. We applied MMTx (AronsorFained by the National Library of Medicine. It pro-

et al. 2004) to automatically map a string to thgides standardized biomedical concept relations

UMLS semantic types. MMTx will also be de—and synonyms (Humphreys et al. 1998). The
scribed in Section 2 UMLS has been widely used in many natural lan-

guage processing tasks, including information re-
5.frieval (Eichmann et al. 1998), extraction

Simple analysis of the above four definitions _; o
shovF\)/s that g%ven a defined term (DT) with a seRindflesch et al. 2000), and text summarization

mantic typeSor (€.g., [Body Part, Organ, or Organ(EIhadad et al. 2004; Fiszman et al. 2004).

Component)]), terms that appear in the definitio _
tend to have the same or related semantic t i € UMLS_mcIudes the M_etath_esaurgs (MT),
yp ich contains over one million biomedical con-

(e.g., [Body Part, Organ, or Organ Componen pts and the Semantic Network (SN), which

d [Spatial C t]). Such ob ti ; )
and [Spatial Concept]). Such observations we represents a high-level abstraction from the UMLS

first reported as “Aristotelian definitions” : i
(Bodenreider and Burgun 2002) in the limited dol_\/letathe_saurus. The SN consists Of. 134 semantic
pes with 54 types of semantic relations (633

main of anatomy. (Rindflesch and Fiszman 200§r part-of) that relate the semantic types to each
reported that the hyponym related to the deﬁme_dther. The UMLS Semantic Network provides

dum must be in an IS-A relation with the hy Proad and general world knowledge that is related

pernym that is related to the definiens. Howeve : .
neither work demonstrated statistical patterns ontg\ human health. Ea.‘Ch UMLS concept is assigned
one or more semantic types.

large corpus as we report in this study. Addition-
ally, none of the work explicitly suggested the us

of patterns to support question answering. ?‘he National Library of Medicine also makes

available MMTx, a programming implementation
r?f MetaMap (Aronson 2001), which maps free text
to the UMLS concepts and associated semantic
types. MMTx first parses text into sentences, then
chunks the sentences into noun phrases. Each
oun phrase is then mapped to a set of possible
MLS concepts, taking into account spelling and
@orphological variations; each concept s
weighted, with the highest weight representing the
most likely mapped concept. One recent study has
evaluated MMTx to have 79% (Yu and Sable
2005) accuracy for mapping a term to the semantic

In addition to statistical correlations among sema
tic types, the lexicosyntactic patterns of the miefi
tions correlate witlsy. For example, as shown by
sentences a~d, whe®yr is [Body Part, Organ, or
Organ Component], its lexicosyntactic pattern
include “..located..”. In contrast, whenSyr is
[Disease or Syndrome], the patterns includ
“...due ta..” and “... caused by..".

In this study, we empirically studied statisticatc
relations betweeByt and $er and betwee®,r and



type(s) in a small set of medical questions. Anothe¢he total number of the UMLS semantic types. We
study (Lacson and Barzilay 2005) measuredpplied formulas (1) and (2) to calculate expected
MMTx to have a recall of 74.3% for capturing therequencies and then the chi-square value (the de-
semantic types in another set of medical texts. gree of freedom is one). A high chi-square value

indicates the importance of the semantic type that
In this study, we applied MMTx to identify the appears in the definition. We removed the defined
semantic types of terms that appear in their definierms from their definitions prior to the semantic-
tions. For each candidate term, MMTx ranks a ligype statistical analysis in order to remove thasbi
of UMLS concepts with confidence. In this studyjntroduced by the defined terms (i.e., defined term
we selected the UMLS concept that was assignéeé@quently appear in the definitions).
with the highest confidence by MMTx. The UMLS

) Npe * N, Noe * N,

concepts were then used to obtain the correspond- g(pef) = De‘N -, E(pef ) = % ,
ing semantic types. '

N, * N N, *N.
E(Al)=—"2—, E(All |=—2—" 1
3 Data Collection ( ') N (7') N 1)
2 _ (E—O)2
=2 @)

We collected a large number of online definitions ) ] ]
for the purpose of our study. Specifically, we ap'_l'o determine whether the chi-square value is large

plied more than 1 million of the UMLS concepts a_gnough for stat_istical signi_ficance, we caI(_:L_Jla_lted
candidate definitional terms, and searched for tHi$ P-value. Typically, 0.05 is the cutoff of signi
definitions from the World Wide Web using thec@nce, i.e. S|gn|f|c_ance is accepted if _the corre-
Google:Definition service; this resulted in the SPonding p-value is less than 0.05. This criterion
downloads of a total of 226,089 definitions thaghsures the chance of false significance (incor-
corresponded to a total of 36,535 UMLS concept§Ctly detected due to chance) is 0.05 for a single
(or 3.7% of the total of 1 million UMLS concepts). 1 Sper Pair. However, since there are 134*134
We removed from definitions the defined termsPOSSIbleSor-Soer pairs, the chance for obtaining at
this step is necessary for our statistical studie§ast one false significance could be very high. To
which we will explain later in the following sec- have a more conservative inference, we employed
tions. We applied MMTx to obtain the correspond@ Bonferroni-type correction procedure (Hochberg

ing semantic types. )-

Specifically, let p, < p, <---<p, be the or-

4 Statidtically Correlated Semantic Types dered raw p-values, wheneis the total number of

We then identified statistically correlated semantiSoTver PaIrs. A Ser is significantly associated

types betweeSyr andSye; based on bivariate taby-With a Sor if_ Spefs  corresponding  p-value
lar chi-square (Fleiss 1981). < pg S al(m=i+1) for some i. This correction

procedure allows the probability of at-least-one-
Number of definitions  Number of definitions Total  false-significance out of the total m pairs is less

that have STY; that don’t have STY, than alpha (:005)
S per O(Def) O(Def) N
S O(Al) OiAll) Ny The number of definitions for ea&sr ranges from
ot N N N 4 ([Entity]), 10 ([Event]), 17 ([Vertebrate]) to

8,380 ([Amino Acid, Peptide, or Protein]) and
Specifically, given a semantic ty|8TY 123 134 18,461 ([Organic Chen_]ic_al]) in our Qata collection.
of any defined term, the observed numbers of defiS the power of a statistical test relies on the-sa
nitions that were and were not assigned $TeY ple size, some correlated semantic types might be
are OPef) and Opef). All indicates the total undetected when the number of available defini-
226,089 definitions. The observed numbers of defilons is small. It is therefore worthwhile to know
nitions in which the semantic ty[8TY did and did what the necessary sample size is in order to aave
not appear were @(l;)) and OAIl,). 134 represents decent chance of detecting difference statistically



For this task, we assume &hd R are true prob- square value. Note that if at least one Shés
abilities that a STY will appear ingy and Ny. been detected to be statistically significant after
Based upon that, we calculated the minimal renultiple-testing correction, the distributions bkt
quired number of sentencessuch that the prob- semantic types are different betwegn{X) and
ability of statistical significance will be largdtan  Sye(Y).

or equal to 0.8. This sample size is determined

based on the following two assumptions: 1) thé Automatically Identifying Semantic-Type-
observed frequencies are approximately normally —Dependent L exicosyntactic Patterns

distributed, and 2) we use chi-square significan . . :
) . g Clﬁost current definitional question answering sys-

to test the hypothesiss B P, at significance level : ; ;
— Po+l¥p AR g tems generate lexicosyntactic patterns either
0.05 P=—""). . ) :
2 manually or semi-automatically. In this study, we
SB_P) + PP+ P A-P)) a_lutomatlcally generated Iargc_s sets of Iexmosy_nt_ac-
n>(Zo.025\/ @-P) (i;).Z:/PI)(Z ) *RA-R)) G tic patterns from our collection of online defini-
ot tions. We applied the information extraction
system Autoslog-TS (Riloff and Philips 2004) to
automatically generate lexicosyntactic patterns in
Our null hypothesis is that given any pair oﬂEfinitionS. We then identified the statistical rear

{S51(X), Sor(Y)} X 2Y, where X and Y represent lation between the semantic types of defined terms
two different semantic types of the total 134 seand their lexicosyntactic patterns in definitions.

mantic types, there are no statistical differerioes

the distributi fth tic t f the gernf uUtoSIlog-TS is an information extraction system
thzt a{;s)[;:e;rli?]ntigdef?n;ﬁ)?:n Ic types ot the ter that is built upon AutoSlog (Riloff 1996).

AutoSlog-TS automatically identifies extraction
patterns for noun phrases by learning from two sets
f un-annotated textselevant and non-relevant

utoSlog-TS first generates every possible lexico-
yntactic pattern to extract every noun phrase in
oth collections of text and then computes statis-
tics based on how often each pattern appears in the
evant text versus the background and outputs a
ked list of extraction patterns coupled with sta
tistics indicating how strongly each pattern isoass
faatedwith relevantandnon-relevantexts.

5 Semantic Type Distribution

We applied the bivariate tabular chi-square test
measure the semantic type distribution. Followin
similar notations to Section 4, we u8g; andOy;
for the corresponding frequencies of not being o
served inSe(X) and Soe((Y).

For each semantic type STY, we calculate the eggl
pected frequencies of being observed and not bei
observed inSe(X) and Se(Y), respectively, and
their corresponding chi-square value according

formulas (3) and (4): We grouped definitions based on the semantic

N, *(O, +O,) N, *(O, +O,) types of the defined terms. For each semantic type,
E><i :W Ey, :W the relevanttext incorporated the definitions, and
oo . o thenon-relevantext incorporated an equal number
E, = Ny *(Ox *Oy) E, = Ny " (Ox +Oy) @) of sentences that were randomly selected from the
i Ny +N, Ny, + Ny, MEDLINE collection. For each semantic type, we
, E, -0.f <[E -0, Ff applied AutoSlog-TS to its associatedevantand
Xiwi =2 E, =+ E, ' () non-relevantsentence collections to generate lexi-

cosyntactic patterns; this resulted in a total 84 1
whereNy andNy are the numbers of sentences iBets of lexicosyntactic patterns that corresponded
SoedX) and Spe(Y), respectively, and in both (4) to different semantic types of defined terms. Addi-
and (5),i=12..134, and (X, Y)=2.. 122 and tionally, we identified the common lexicosyntactic

X #Y. The degree of freedom is The chi-square patterns across the semantic types and ranked the
value measures whether the occurrences of; SThexicosyntactic patterns based on their frequencies
are equivalent betweefhe(X) and Se(Y). The across semantic types.

same multiple testing correction procedure will be

used to determine the significance of the chi-



We also identified statistical correlations betweestatistically correlated semantic types that appear
St and the lexicosyntactic patterns in definitionsn their definitions. Our results show that in #ato
based on chi-square statistics that we have daf-112 (or 83.6%) caseSpr appears as one of the
scribed in the previous two sections. For formultop five statistically correlated semantic types in
1~4, we replaced each STY with a lexicosyntacties, and that in a total of 94 (or 70.1%) cas€sy
pattern. Our null hypothesis is that given &y, appears at the top B Our results indicate that
there are no statistical differences in the distrib if a definitional term has a semantic tyfis;, then
tions of the lexicosyntactic patterns that appear the terms in its definition tend to have the same o
the definitions. related semantic types.

[Body Part, Organ, or Organ Component]:

[Body Part, Organ, or Organ Component] We examined the cases in which the semantic

[Spatial Concept] types of definitional terms do not appear in the to
[Tissue] five semantic types in the definitions. We found
[Body Location or Region] that in all of those cases, the total numbers &f de
[Medical Device] nitions that were used for statistical analysisever
[Disease or Syndrome]: too small to obtain statistical significance. Far e
[Disease or Syndrome] ample, wheryt is “Entity”, the minimum size for
[Pathologic Function] a Sper Was 4.75, which is larger than the total num-
[Body Part, Organ, or Organ Component] VL. .
[Sign or Symptom] ber of the definitions (i.e., 4). As a result, some
[Finding] actually correlated semantic types might be unde-
[Organization]: tected due to insufficient sample size.
[Organization]
[Regulation or Law] Our results also show that the lexicosyntactic pat-
[Governmental or Regulatory Activity] terns of definitional sentences a®gr-dependent.
[Social Behavior] Our results show that many lexicosyntactic pat-

[Occupational Activity]
Figure 1: A list of semantic types of de-
fined terms with the top five statistically
correlated semantic types (P<<0.0001) that
appear in their definitions.

terns that appear in definitions are statisticatly-
related with the semantic types of defined terms.
The average number and standard deviation of sta-
tistically correlated lexico-syntactic patterns is
1656.7+1818.9 at P<<0.0001. We found that the
7 Results more definitions argyrhas, the more lexicosyntac-
tic patterns.

Our chi-square statistics show that for any pair of ] ]
semantic types$r(X), Sr(Y)}, X 2 Y, the distri- Figure 2 shows the top 10 lexicosyntactic patterns

butions of Sher are statistically different at al- (based on chi-square statistics) that were captured

pha=0.05; the results show that the semantic typB% Autoslog-TS with three differerfir; namely,

of the defined terms correlate to the semanticsypé?isease or Syndrome], [Body Part, Organ, or
in the definitions. Our results also show that th@rgan Componentjand[Organization]. Figure 3
syntactic patterns are distributed differently agonSOWs the top 10 lexicosyntactic patterns ranked
different semantic types of the defined terms (aly AutoSlog-TS which incorporated the frequen-

pha=0.05). cies of the patterns (Riloff and Philips 2004).

. Figure 4 lists the top 30 common patterns across
Our results show that many semantic types th I different semantic typesor. We found that
appear in definitions are statistically correlate

) . : any common lexicosyntactic patterns (e.g.,
with the semantic types of the defined terms. Tht? known as...”, “...called”, *...include...”) have

6435 4 Heen identified by other research groups through
£35.4 &ither manual or semi-automatic pattern discovery
(Blair-Goldensohn et al. 2004).

cally correlated semantic types is 80.
P<<0.0001.

Figure 1 shows thre&y ([Body Part, Organ, or
Organ Component], [Disease or Syndrome], and
[Organization]) with the corresponding top five



[Disease or Syndrome] [Body Part, Organ, or Organ Component] [Organization]

Wp_Prep <NP»__INFLAMMATION_OF Mp_Prep <MNP»_PART OF Mp_Prep <NP>__UNION_IN
ActVp_Prep_<NP> CHARACTERIZED BY <subj> ActVp  LOCATED <gybj>_AuxVp_Dobi_ BE COURT
<suhj®_ActVp_ CHARACTERIZED ActVp_<dobj>_ CALLED Mp_Prep_<NP>_ORGANIZATION TO
ActVp_<dobj>_ CALLED Mp_Prep_<NP>_PORTION_OF Mp_Prep <NP> GOVERNMENT WITH
<suhj=_ActVp_ OCCURS <gubj=_ActVp  CALLED Subj_&uxVp_<dohj=_ BE _ARMY

Mp_Prep <NP=_ LOSS OF Mp_Prep <NP>_SIDE OF Mp_Prep_<NP> WORSHIP_FOR

<gubj> ActVp_ CAUSES ActVp_<dobj> CONTAINS ActVp_Prep_<NP>_ FORMED FOR

<suhi> ActVp  INCLUDE Mp_Prep <NP> BASE OF <subj> ActVp Dobji  OWMN PROPERTY
ActVp_<dobj>_ CAUSES Mp_Prep <MP»_ ORCGAN IN Subj_AuxVp_<dobj>_ HAVE CORPORATION
Mp_Prep <NP> FORM OF Mp_Prep <NP> LAYER OF Subj_AuxVp_<dobj>  BE ORGANIZATIONS

Figure 2: The top 10 lexicosyntactic patterns that appedefinitions based on chi-square statis-
tics. The defined terms have one of the three stotypes[Disease_or_Syndrome], [Body Part,
Organ, or Organ Componenthnd[Organization].

[Disease or Syndrome] [Body Part, Organ, or Organ Component] [Organization]
Np_Prep_<NP>_  INFLAWMATION OF  DNp Prep <MNP=_ PART OF Np_Prep_<IMNP>_ GROUFP_OF
<subj>_ActVp  DISEASE <suby>_ActVp  LOCATED Np_Prep_<=IMNP>_ HOUSE OF
ActVp_Prep_<MNP>_ CHARACTERIZED B RctVp_<dobj>_ CALLED MNp_Prep_<INP>_ PLACE OF
<subj>_&ctVp_ CHARACTERIZED Np_Prep_<NP>_ PORTION_OF ActVp_<dobi>_ INCLUDING
ActVp_=dobj=_ CALLED <subj>_ActVp_ CALLED <subj>_ActVp_  ESTABLISHED
ActVp Prep =MNP=_ CATTZED BY My Prep <MP=_ SIDE CF “zuby=_ActVp  FOERMED
<subj>_ActVp_ OCCURS ActVp_<=dobj=_ COMNTATNS Np_Prep_<INP>_ COURT OF
Mg _Prep <MP> LOEE OF My Prep <MP=_ BAZE OF “zuby=_ActVp IMCLUDE
“guby=_ActVp_  CATTSED My Prep <MP=_ OEGAN TN ActVp_ <doby=_ 3EE

<subi> ActWp CATISES Np Prep <INP= LAYEE OF ActVp Prep <NP= REFERS TO

Figure 3. The top 10 lexicosyntactic patterns ranked byoAlag-TS. The defined terms have
one of the three semantic typ@&isease_or_Syndrome], [Body Part, Organ, or Orgaompo-
nent],and[Organization].

1. LctVp_<dobj=_ SEE 11, <subj>_PassVp_ TUSED 21, <subj>_ActVp_ INCLUDES

2. <subir_ActVp_ USED 12, ActVp_Prep_ <MP>_ KNOWI_A4S 22, <subj>_ActVp_ INCLUDING

3. ActVp_<dobj=_ CALLED 13, ActVp_<deby>_ INCLUDES 23, <subj>_ActVp_ LIKE

4 Subj_duxVp_<dobj>_ BE IT 14. Np_Prep_<NP>_ TYPE_OF 24. <subj>_ActVp_ DISEASE

5. <subir_ActVp  CALLED 13, ActVp_Prep_<INP>_ USED IN 25, <subj>_ActVp_ REFERS

6. Np_Prep_<NP>_ PART OF 16. ActVp_<deby>_ LIKE 26. Np_Prep_<INP>_ NUMBEE_CF

7. LctVp_<dobj=_ INCLUDING 17. Np_Prep_<I7P>_ ONE_OF 27, ActVp_Prep_<IP=_ FOUND _IN
8. <subj>_ActVp  INCLUDE 18 Np_Prep_<NP> FORM COF 28, <subj>_ActVp_ ENOWN

9. ActVp_<dobj=  INCLUDE 19. Np_Prep_<NP>  GROUP _OF 29 Np_Prep <NP=_ PROCESS_OF
10, ActVp_Prep <NP=>_ REFER3S TO 20, <subj>_PassVp_ CALLED 30, <subj>_ActVp  OCCURS

Figure4: The top 30 common lexicosyntactic patterns geadracross patterns with differeS; .

8 Discussion of other senses (e.g., “feeling” as shown in the se
tence “The locus of feelings and intuitions; ‘in
The statistical correlations betwe&gr and Sy your heart you know it is true’; ‘her story would
may be useful to enhance the performance ofraelt your heart.”) if the semantic types that defi
definition-question-answering system by at leasheart” do not include [Body Part, Organ, or Organ
two means. First, the semantic types may be usefdbbmponent] of terms other than “heart”.
for word sense disambiguation. A simple applica-
tion is to rank definitional sentences based on tl&econdly, the semantic-type correlations may be
distributions of the semantic types of terms in thased as features to exclude non-definitional sen-
definitions to capture the definition of a specifidences. For example, a biomedical definitional
sense. For example, a biomedical definitional quequestion answering system may exclude the fol-
tion answering system may exclude the definitiolowing non-definitional sentence “Heart rate was



unaffected by the drug” because the semantic typesional question answering (Prager et al. 2000;
in the sentence do not include [Body Part, Orgahjang et al. 2001). For example, an artist's work
or Organ Component] of terms other than “heart”.must be completed between his birth and death
(Prager et al. 2000); and the hyponyms of defined
Syrdependent lexicosyntactic patterns may ererms might be incorporated in the definitions
hance both the recall and precision of a definitlon (Liang et al. 2001). Semantic correlations have
guestion answering system. First, the large sets loéen explored in other areas of NLP. For example,
lexicosyntactic patterns we generated automatiesearchers (Turney 2002; Yu and Hatzivassi-
cally may expand the smaller sets of lexicosyntateglou 2003) have identified semantic correlation
tic patterns that have been reported by the egistibetween words and views: positive words tend to
guestion answering systems. Secondlg;- appear more frequently in positive movie and
dependent lexicosyntactic patterns may be usedpooduct reviews and newswire article sentences
capture definitions. that have a positive semantic orientation and vice
versa for negative reviews or sentences with a
The common lexicosyntactic patterns we identifiedegative semantic orientation.
(in Figure 4) may be useful for a generic defini-
tional question answering system. For example, ¥ Conclusionsand FutureWork
definitional question answering system may im- . . , . . .
plement theqmost common pa?terﬁs to dete)::t af[}?l's IS the first study in definitional question-an
generic definitions; specific patterns may be imz ering that conc_ludes that the_semanncs pf a de-
plemented to detect definitions with speclig. f|n|endL_Jm constrain both the_IeX|caI semantics and
the lexicosyntactic patterns in the definition. Our
discoveries may be useful for the building of a

One limitation of our work is that the lexicosyntac . : ) . .
Hlomedlcal definitional question answering system.

tic patterns generated by Autoslog-TS are withi

clauses. This is a disadvantage because 1) lexico- . . . .
syntactic patterns can extend beyond clauses (Céﬁfhough our discoveries (i.e., that the semantic

et al. 2005) and 2) frequently a definition has-mu ypes of the 'definitional terms determine_ both th«_s
tiple lexicosyntactic patterns. Many of the pattern exicosyntactic patterns and the semantic types in

might not be generalizible. For example, as showhe definitions) were evaluated with the knowledge

in Figure 2, some of the top ranked patterns (e ramework from the biomedical, domain-specific

“Subj_AuxVp_<dobj> BE_ARMY>") identified nowledge resource the UMLS, the principles may

by AutoSlog-TS may be too specific to the texpe generalizable to any type of semantic classifica

collection. The pattern-ranking method introduced®n Of definitions. The semantic constraints may

by AutoSlog-TS takes into consideration the fre€nhance both recall and precision of one-size-fits-
Il question answering systems, which may be

quency of a pattern and therefore is a better ran luated in fut K
ing method than the chi-square ranking (shown fpvaluated in future work.

Figure 3). . . . . .
9 ) As stated in the Discussion session, one disadvan-

9 Related Work tage of this study is that the Iexicosynt_actic pat-
terns generated by Autoslog-TS are within clauses.
{uture work needs to develop pattern-recognition
ystems that are capable of detecting patterns
?cross clauses.

Systems have used named entities (e.
“PEOPLE” and “LOCATION") to assist in infor-
mation extraction (Agichtein and Gravano 2000
and question answering (Moldovan et al. 2002; .
Filatova and Prager 2005). Semantic constrain 'add|t|on, future work needs to move beyof‘d
were first explored by (Bodenreider and Burgurl]exmosyntactlc patterns to extract semantic-

2002; Rindflesch and Fiszman 2003) who observéﬁ’dcosym""ctiC patterns and to evaluate how the

that the principle nouns in definientia are fre_semantlc-IeX|cosyntact|c patterns  can  ep@an

quently semantically related (e.g., hyponyms, hyA€finitional question answering.
pernyms, siblings, and synonyms) to definiena.
Semantic constraints have been introduced to defi-
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