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Abstract

This paper investigates the incorporation
of diverse features in boundary classifi-
cation algorithms for IE using SVM. Our
study reveals that the use of rich data re-
sources greatly contributes to the perfor-
mance of IE systems and it is more likely
to explain the differences in performance
reported by several systems than the de-
sign decisions relative to the learning
model. Evaluation of our system shows
an improvement over the state-of-art on a
standard dataset using the same data re-
sources but a much simpler learning
model than the previously best-reported
system.

1 Introduction

Information extraction (IE) is the task of identi-
fying relevant fragments of text in documents.
Examples of IE tasks include identifying the
speaker featured in a talk announcement or find-
ing the proteins mentioned in a biomedical jour-
nal article.

In recent years, several IE algorithms based on
standard machine learning algorithms, as op-
posed to specialized algorithms for IE, have been
proposed. Many of these algorithms (Finn and
Kushmerick 2004, Li et al. 2005, Gliozzo et al.
2005) are based on support vector machines
(SVM) (Cristianini and Shawe-Taylor 2000).
The wide adoption of SVM for IE may be justi-
fied by the fact that SVM achieves state-of-the-
art performance on many other related areas, in-
cluding named entity recognition (Mayfield et al.
2003), and because there are several readily
available fast and robust implementations of the
algorithm. This new breed of IE algorithms
based on SVM has outperformed the former
state-of-the-art in IE (Ciravegna 2001, Freitag
and Kushmerick 2000) on several datasets. They
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all adopt the common “boundary classification”
formalization (Freitag and Kushmerick 2000), in
which IE becomes the task of classifying every
boundary between any two tokens in the docu-
ment as either the starting position of a fragment
to extract, the ending position of a fragment, or
neither.

Developing IE solutions based on off-the-shelf
ML tools invites to a clear separation between
data resources and learning algorithm employed.
It allows the IE expert to concentrate on explor-
ing the corpus and linguistic resources to obtain
features for the classification task, rather than on
the details of the learning machine. Consequent-
ly, we claim that the differences between state-
of-the-art algorithms for IE reside mostly in the
kind of data resources they use and how such re-
sources are transformed into a collection of in-
stances for learning.

The contribution of this paper is threefold.
First, we present a study that investigates the in-
corporation of diverse features in boundary clas-
sification algorithms for IE using SVM. The
study indicates that the characteristics of the cor-
pus should be taken into account when choosing
features for learning. Most importantly, it reveals
that the use of rich data resources greatly con-
tributes to the performance of an IE system and
it is more likely to explain the differences in per-
formance reported by several systems than the
design decisions relative to the learning model.
Second, we introduce and describe a software
framework designed to allow quick prototyping
of IE systems. The framework allows great flexi-
bility in the design and development of IE sys-
tems adapted to given problem domains by not
requiring, and even discouraging, early commit-
ments on the design decisions. Finally, we
present the results of evaluating our system on
two standard datasets for IE. Drawing from the
conclusions of our experimental study, our sys-
tem system reports a slight improvement over
the previously best-reported system on one of the
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datasets, and performs competitively on the oth-
er dataset.

The rest of the paper is organized has follows.
The following section describes related work.
Section 3 introduces the software framework and
the IE system used to perform the experiments,
which is based on the framework. Section 4 de-
scribes in details the set of experiments per-
formed and their motivation. After that, the ex-
perimental setup and datasets used in the experi-
ments are described. Section 6 provides an anal-
ysis of the results obtained. Section 7 provides a
higher-level discussion of the results. Applying
the best knowledge gathered from the results of
the experimental study, Section 8 presents the
comparison with the state-of-the-art. Finally, we
outline future work and conclude the paper.

2 Related Work

This paper is concerned with the class of state-
of-the-art IE systems that may be characterized
as following a boundary classification learning
model and using SVM as their learning algo-
rithm. A boundary classification model typically
uses a set of binary classifiers to classify bound-
aries as the start/end of relevant text fragments —
usually referred to as slot fillers. Positive in-
stances for the start/end classifier for a given slot
become negative instances for all other classi-
fiers.

Finn and Kushmerick (2004) introduced a
variant to the usual boundary classification ap-
proach which makes use of a two-level ensemble
of classifiers. The approach takes advantage of
the fact that high-confidence predictions for the
start of a fragment are an indication of its end in
the nearby text, and vice-versa. In the first level,
their approach uses high-precision classifiers so
as to spot individual start or end of fragments.
On the second level, their approach uses high-re-
call classifiers, but restricted to the vicinity of
the individual start/end already predicted by the
first level classifiers. Their SVM-based IE sys-
tem implementing the multi-level approach to
boundary classification, called ELIE, showed
state-of-the-art  performance on  standard
datasets.

Li et al. (2005) describe in great detail their
SVM-based system for IE, called GATE-SVM.
One distinctive feature of the system is that it
uses a variant of SVM, the SVM with uneven
margins, which the authors show to be particu-
larly helpful for small datasets. Another interest-
ing feature of GATE-SVM is that it uses a
weighing scheme for the token features accord-
ing to distance of the token to the boundary in

the text. Their system obtained very good results
in the international competition “Evaluating Ma-
chine Learning for Information Extraction” or-
ganized by the PASCAL network (Ireson et al.
2005).

Gliozzo et al. (2005) uses a SVM-based ap-
proach and system (called SIE) similar to Li et
al. They propose instance filtering as a prepro-
cessing step for classification-based IE systems.
The goal of instance filtering is to reduce the
skew of the class distribution and the dataset size
by eliminating negative instance while preserv-
ing positive instances as much as possible. They
reported an impressive reduction in computation
time required to train and classify, while main-
taining (and sometimes improving) prediction
accuracy.

3 The T-Rex Framework

The T-Rex framework' (Iria 2005) was designed
and developed with the main goal of allowing
quick prototyping of IE systems adapted to a giv-
en domain. The framework aims to be general
enough to support a variety of entity extraction
and relation extraction algorithms.

Amongst the distinctive characteristics of T-
Rex are a clear separation between data repre-
sentation and learning algorithm, complete
parametrization available to user in a declarative
way, including user customizable model for data
representation and user customizable model for
classification, support for classification of multi-
ple types of objects, support for classification us-
ing multiple views, support fine-tuning for spe-
cific classes, and explicit mechanisms to adjust
the memory/speed trade-off. In this paper, we fo-
cus in the aspect of clearly separating data repre-
sentation and learning algorithm, as it is more
relevant to our claim.

3.1 Data Representation

Even systems relying on identical learning algo-
rithms and the general boundary classification
model face a plethora of design decisions such as
how to obtain features from the tokens in the
vicinity of the boundary, which features derived
from external resources and processors (e.g.
parts-of-speech, ontologies) to use, whether
some features are more relevant than others,
which features should be combined and so on.
While in many IE systems data representation
and algorithm are tightly coupled, the T-Rex
framework provides mechanisms to integrate
corpus and external resources of different levels

I Available for download at

http://tyne.shef.ac.uk/t-rex/
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of complexity, ranging from simple resources
like gazetteer lists to layout information from
HTML to domain ontologies, into a uniform
graph-based representation. The advantage of an
uniform representation is that access and query-
ing from the point of view of the leaning algo-
rithm is standardized. This allows for declarative
methods for accessing the representation. Con-
cretely, access to the representation is organized
around three concepts: graph walks, cost models
for relation traversal and feature sensors.

A graph walk is a function operating over a set
of nodes in the graph by posing conditions on
the relation traversal. Graph walks are defined
by a grammar that includes composition opera-
tors like set intersection, set union, node set re-
placement and walk repetition, which are built
on primitive relation traversal operators. The
cost model specifies the cost of traversing rela-
tions. The result of applying a graph walk to the
graphical data representation is a set of sub-
graphs matching the conditions on the relations.
Feature sensors are employed by learning algo-
rithms to obtain features from the data represen-
tation. Sensors extensively use graph walks to
access the graph structure and collect subgraphs
that can be transformed into features in a number
ways, according to the particular sensor used.

4 A Study on Boundary Classification
Algorithms

The experimental study here presented investi-
gates several variants of the general boundary
classification model. The study intends to clarify
the contribution of different features to the over-
all performance of SVM-based boundary classi-
fication systems. The variants are obtained in a
number of ways as described in the following
subsections.

4.1

Typical external data resources and processors
used in IE include sentence splitters, tokenizers,
parts-of-speech taggers and gazetteers. This ex-
periment will show the effect of combining these
resources and their contribution to the different
slots to extract. The experiment will combine
four kinds of token-related features: the token
string, the token part-of-speech, the token or-
thography (or word shape), and categories for
the token looked up in a gazetteer. These feature-
sets are denoted by S, P, O, and G respectively.
The data resources used for this experiment are
the default ones provided by the NLP tools cho-
sen (see Section 5).

Effect of Combining Feature-sets

4.2

This experiment takes the resources of the previ-
ous experiment and tries to improves them. The
parts-of-speech are organized in a tree structure
where a part-of-speech tag can have a parent tag,
e.g., VBD, VBN and VBZ tags may have a more
generic VB parent tag. When a tag is inserted as
a feature, its ancestors up to the root of the tree
are also inserted. This potentially helps the
learning machine to generalize better. The ortho-
graphic categories for this experiment were aug-
mented with specific categories for one and two
letter words, words containing special characters
and acronyms, inspired by LP?> (Ciravegna
2001). Moreover, the orthography is also orga-
nized hierarchically in a similar manner to the
parts-of-speech. The gazetteer used in this exper-
iment is the gazetteer used in Finn and Kushmer-
ick (2004). This gazetteer includes roughly the
same categories as the one used in 4.1, but con-
tains many more entries, particularly related to
person's first and last name. Concretely, it con-
tains several tenths of thousand entries for first
and last name, whereas the gazetteer in 4.1 only
contained a few hundred entries for first name.
In contrast, the gazetteer used in this experiment
contains fewer categories for date and time than
the one in 4.1.

The feature-sets for this experiment are denot-
ed by S', P', O, and G' respectively

4.3

The effect of space and newline tokens is depen-
dent on the nature of the dataset and of the slot
to extract. This experiment explores three vari-
ants in the way the corpus is preprocessed: re-
moving all space and newline tokens; removing
just space tokens, keeping newline tokens; and
keeping all token types.

Effect of Token Window Length

Boundary classification typically involves taking
tokens in the vicinity of the boundary to generate
features, forming a so-called “window” of tokens
around the boundary. This experiment analyzes
the impact of the chosen length for the window
in the performance of the system.

4.5

Gliozzo et al. (2005) have shown that instance
selection is technique able to greatly reduce the
complexity of the learning problem while main-
taining accuracy. Inspired by their work, this ex-
periment takes standard feature selection metrics
widely used in text categorization and applies
them in the context of the boundary classifica-

Effect of Quality of Features-sets

Effect of Space and Newline Tokens

4.4

Effect of Feature Selection
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tion in IE. In contract with the text categoriza-
tion field where feature selection has been wide-
ly studied, little is known about the effects of us-
ing feature selection in IE.

The feature selection metrics used in this ex-
periment are cross-entropy, information gain,
frequency and a random baseline metric. For de-
tails on the metrics refer to (Sebastiani 1999).

S Experiments

5.1 Datasets

The experiments were performed using two stan-
dard benchmark datasets: the seminar announce-
ments (“SA”) corpus (Freitag 1998) and the
workshop call for papers (“WCFP”) corpus (Ire-
son et al. 2005). SA consists of 485 seminar an-
nouncements from Carnegie Mellon University
detailing upcoming seminars. Each seminar is
annotated with slots speaker, location, start-time
and end-time. WCFP is a corpus recently created
for the international PASCAL Challenge entitled
“Evaluating Machine Learning for Information
Extraction”. It consists of 1100 workshop call
for papers, 600 of which were annotated. From
those, 200 were never released by the organizers
of the challenge. These experiments use the pub-
licly released 400 annotated documents. The cor-
pus includes 11 slots such as workshop and asso-
ciated conference names, acronyms, locations
and dates, and the deadlines for paper submis-
sion, notification of acceptance and camera-
ready version. The experiments use a random
50:50 split of the SA dataset and a random 75:25
split of the WCFP dataset.

5.2

The results are reported using the Fl-measure,
which is the harmonic mean of precision and re-
call, i.e., F1 = (2 x p x r)/(p + r), where p (preci-
sion) is the percentage of correct entities found
by the system and r (recall) is the percentage of
entities in the test set found by the system. A pre-
dicted annotation is only considered to be a
match if it strictly matches the human-annotated
tag, both in terms of its type and its start and end
offsets in the document. Concerning averaging
of the scores, macro-averaged was used mainly
because it was not possible to get micro-aver-
aged results for some of the systems being com-
pared.

5.3

The experiments use a baseline system and mod-
ify it according to the variant being tested. The
baseline system pre-processes the corpus using

Scoring

Baseline System

the default ANNIE components of the GATE?
system, namely the default tokenizer, parts-of-
speech tagger and gazetteer. In the baseline sys-
tem no tokens are discarded, not even space to-
kens. The feature-sets are encoded as features in
the same way as described in Finn and Kushmer-
ick (2004) and Li et. al (2005). The default win-
dow length is 10 tokens to each side of the
boundary. The SVM implementation used in all
experiments is SVMLight® (with parameters j=2,
¢=0.075 for SA and j=10, c=0.05 for WCFP, op-
timized by cross-validation). Feature selection is
always performed on each binary classifier's in-
stances separately. At the end of the classifica-
tion process, the predictions for start and end of
the text fragments are paired by (1) recursively
enumerating all possible pairs for each given
segment of the document (2) calculating a score
for each possible subset of the superset of pairs,
based on the sum of classifier confidence mea-
sures for the individual predictions and (3) se-
lecting the set of pairs that maximizes the confi-
dence score.

6  Analysis of Results

The results obtained for the experiment de-
scribed in subsection 4.1 are shown in Tables 1
and 2. Note that only a few of the slots for
WCEFP are shown, due to space limitations. In all
experiments, the slots chosen for WCFP are
those which exhibit higher sensitivity to chang-
ing features.

Feat. | location etime stime speaker macro
0 0 123 521 0 16.1
G 0 76.5 71.6 7 38.78
P 37 84.7 826 4278 61.77
S 82.3 959 94.8 53.7 81.7
POG 72.8 954 919 7054 827
SG 83.2 94.7 945 72.6 86.2
SO 85.9 964 943 69.1 86.4
SP 86.2 96.2 942 70.9 86.9
SPO 86.7 96.2 942 72 87.3
SOG 85.7 94.9 947 77.8 88.3
SPG 86 959 945 78.5 88.7
SPOG = 86.2 95.9 945 78.8 88.9

Table 1. The effect of different feature-sets on the SA
dataset. The best F-measures for each slot are high-
lighted.

2 http://www.gate.ac.uk

3 http://svmlight.joachims.org/
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Feat. wacr  wloc  wdat whom macro
0 29.6 0 0 4.1 6.9

G 0 42.1 592 1.3 19.2
P 53.2 38.1 533 49.4 41.3
POG 573 533  66.5 54.7 50.3
SP 69.3 60.3 674 58.5 60.4
S 69.6 553  69.7 60.5 60.6
SG 67.7 63.6 704 60.4 60.8
SOG 70.5 62.6 T1.1 60 60.9
SPO 71.7 58.1 685 58.1 61

SPOG  69.6 632 715 58.2 61.1
SO 71.6 58.9 703 61.3 61.4
SPG 71.6 63.9 70.6 58.4 62.1

Table 2. The effect of different feature-sets on the
WCFP dataset. Only slots workshop acronym, loca-
tion, date and homepage are shown.

Table 1 shows the contribution of each fea-
ture-set to the results obtained for SA. Roughly,
the more feature-sets used the better the results,
confirming the rule of thumb “the more features
the better” well-known due to robustness of
SVM to noisy data.

The inclusion of the gazetteer feature-set
boosts the results of the speaker slot. For loca-
tion, the addition of gazetteer seems to always
have a slightly negative effect. Slots stime and
etime achieve very good results with no more
than the plain token string features.

Table 2 shows results for WCFP. The rule of
thumb “the more features the better” still seems
to apply, although not as clearly as in the experi-
ments for SA. For WCFP the additional feature-
sets on top of token string seem to carry less in-
formation than in the case of SA, since using to-
ken string alone achieves impressively good re-
sults (compare with the best feature-set combina-
tion). The slots workshop location and date
score highest whenever the gazetteer is present.
Workshop homepage seems to obtain slightly
worse results whenever parts-of-speech or
gazetteer are added.

The improvements on the speaker and work-
shop location and date given by the use of a
gazetteer are as expected. The exception is loca-
tion of SA, which may be explained by the fact
that seminar locations consist of room
names/numbers rather than city/country names.

Feat. location etime stime speaker macro
0-0 54.2 76.9 33.8 41.3 51.5
pP-p 8.4 33 2.1 3.9 4.4
G-G 0 -16.2 -258 61.8 5
SP'-SP -0.4 0.3 -0.7 -0.3 -0.3
SO"-SO 1.1 -1.5 -1 0.9 -0.2
SP'O'G
-SPOG -1.3 -1.8  -0.8 -2.5 -1.6
SPOG-

SPOG 0.8 1 0.2 6.82 2.2

Table 3. The effect of the quality of the feature-sets for
SA . Selected results are highlighted.

Feat. wacr wloc wdat whom macro
0'-0 221 40 54.3 52.6 334
P-P -1 -1.6  -09 1 -0.2
G-G 0 -3 -39.9 -1.3 -7.4
SP'-SP 0.5 -0.3 0.9 0.3 0.4
SO'-SO 1 2.5 0 -1 0.5
SP'O'G
-SPOG 0.7 2.2 -0.9 -1.4 0.5
SPOG-

SPOG 1.1 -1 2.9 -39 0.2

Table 4. The effect of the quality of external resources
on the WCFP corpus. Some selected results are high-
lighted.

The results for the experiment described in
subsection 4.2 are shown in Tables 3 and 4.
Clearly, O' and P' perform much better in isola-
tion than their counterparts O and P. However,
when used together with other feature-sets their
informative value is actually not that great.
Overall, the use of O' and P' does not constitute a
clear improvement, as the results differ on the
two datasets. Also, note that gazetteers G and G'
perform very differently. On slots related to date
and time, e.g. etime, stime, wdat, G performs bet-
ter, while on slots related to people's names,
namely speaker, G' performs better. This is easi-
ly explained by considering the characteristics of
the gazetteers (see subsection 4.2).

The results for the experiment described in 4.3
are shown in Tables 5 and 6. In both datasets a
clear improvement was obtained by removing
space tokens only. For these datasets (in fact
most datasets) the semantics of spaces has little
predictive value, and treating spaces as separate
tokens can adversely influence the ability of the
learning machine to generalize. Most important-
ly, the presence of newline tokens seems to have
great influence on the results for both datasets.
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SA | location etime stime speaker macro
A 82.9 96.1 93 72.3 86.1
B 85.8 97.4 94.1 79.4 89.2
C 86.3 959 94.6 78.8 88.9

Table 5. The effect of space and newline tokens on the
SA dataset. A=removed spaces and newlines, B=re-
moved spaces only, C=nothing removed.

F-measure

Seminar Announcements

B macro f1
« location f1
v etime f1
A stime f1
» speaker f1

7 8 9 10 11 12 13 14 15 16
Window Length

Figure 1. The effect of token window length on the SA
corpus. The x axis show the length of the window in

WCFP | wloc wdat whom wnam macro
A 63.9 72.2  60.7 55.7 62.6
B 71.8 744 57.6 65.9 65
C 63.2 71.5 582 59.9 61.1

Table 6. The effect of space and newline tokens in the
WCFP dataset. A=removed spaces and newlines,
B=removed spaces only, C=nothing removed.

The results also hint about the underlying na-
ture of the corpora. In the case of SA, newline
tokens seem to be important which is not surpris-
ing given the high regularity of the document
formatting. In the case of WCFP, slots are much
less regular and the negative effect of space to-
kens in the generalisation capabilities of the
learning machine is more noticeable.

The results for the experiment described in 4.4
are shown in Figures 1 and 2. Again only a few
selected slots for WCFP are shown in the graph,
for the sake of clarity.

There seems to be an optimal window length
for each slot in each dataset. Evidently, the token
window should be large enough in order to cap-
ture useful patterns. But it is somewhat surpris-
ing to learn that for windows that are “too large”
there is a constant small drop in the accuracy.
This can be seen as a sign of over-fitting. There
are even some slots, for instance workshophome-
page and conferenceacronym, that reveal a sig-
nificant drop in accuracy as the window length
gets larger and larger. In contrast with comments
on the previous experiments, this contradicts the
rule of thumb “the more features the better”.
Roughly, the optimal average window length ac-
cording to the macro-average of all slots seems
to be around 9 for both datasets.

The results for the experiment described in 4.5
are shown in Figures 3 and 4. The behavior of
various feature selection metrics is similar in
both datasets.

number of tokens to either side of the boundary, while
the y axis shows the F-measure obtained.

F-measure

Workshop CFP

@ macro f1
 conferenceacronym
v workshophomepage
4 workshopdate

» workshoppapersub-

N O I O A |

6 7 8 9 10 1 12 13 14 15 16

Window Length
Figure 2. The effect of token window length on the
WCFP corpus. The x axis show the length of the win-
dow in number of tokens to either side of the boundary,
while the y axis shows the F-measure obtained.

Seminar Announcements
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Figure 3. The effect of feature selection on the SA
dataset. The x axis show the percentage of features se-
lected, while the y axis shows the F-measure obtained.
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improvement in the accuracy with any of the
metrics when applied to the information extrac-
tion problem.

Workshop WCFP

D Dy o
B i e e e
> —~ -
:7—44\,_/ .
/ g

66 —
65 —
64 —

i 22 j’” et 8 Comparison with the state-of-the-art
% 2; 7 D/'/ " cose-etropy Drawing from the lessons learned from our ex-
— A « frequency . . .
Foso |/ oy perimental study, we designed an IE algorithm
/ A random

for comparison with the state-of-the-art. For the
SA dataset, the baseline system used in the ex-
periments was modified to remove space tokens
only in preprocessing and use the gazetteer used
by Finn and Kushmerick (2004). For the WCFP
dataset, the baseline system used in the experi-
ments was modified to remove space tokens only
in preprocessing. No adjustment was required on

58 —{/
57 4
56 —
55

T T T T T T T T T T T
12 3 456 7 8 9 10203040 5060 70 80 90 10
0

% selected

Figure 4. The effect of feature selection on the WCFP
datasets. The x axis show the percentage of features select-
ed, while the y axis shows the F-measure obtained.

In general, cross-entropy does not improve
much over the baseline random. Information
gain and frequency metrics are able to effective-
ly reduce the number of features used to 5 to
10% of the total features with little loss in over-
all accuracy. For some ranges of relevant fea-
tures there was a slight improvement over the ac-
curacy obtained by the algorithm that does not
use feature selection.

7  Discussion

The experiments performed in this paper on two
different standard datasets for IE suggest that,
even though slightly different combinations of
feature-sets provide the best results on each of
the datasets, the rule of thumb “the more features
the better” may be applied, albeit with some
care, in most situations.

The underlying nature of the corpora and the
external resources, especially the gazetteer, was
evidenced throughout the results. The high regu-
larities in the document formatting of the SA
corpus determine that newline tokens should be
used. The difficulty in generalizing patterns over
the WCFP corpus means that spaces should be
avoided. The various slots related to dates and
times in WCFP benefit from a gazetteer that dis-
criminates well in those categories, while a slot
like speaker boosts the results on SA when a
gazetteer that contains substantial data about
person's names.

The results obtained for feature selection
show that even the simple frequency metric can
greatly reduce the number of features with no
significant loss in terms of accuracy. However,
in contrast with the application of feature selec-
tion to the text categorization problem, where the
use of some of the metrics is known to consis-
tently improve accuracy, there was no observed

the token window length nor was any feature se-
lection method adopted.

Care was taken to ensure the experiments
were reproduced exactly as the original authors
described them - see concerns about the compa-
rability of experiments in IE in Lavelli et al.
(2004). Therefore, for the SA dataset, we used
the same random 50:50 splits repeated ten times
and and the exactly the same gazetteer as used
by Finn and Kushmerick (2004) in their experi-
ments. For the WCFP dataset, we used the same
standard feature-sets and the same 4-fold cross-
validation splits imposed by Ireson et al (2005)
for evaluation of the system that participated in
the international competition.

Table 7 compares our system with the state-of-
the-art for the SA dataset, while Table 8 com-
pares our system with the state-of-the-art for the
WCFP dataset.

On the SA dataset, our system reports a small
improvement over the previously best-reported
results. Note that speaker is usually considered
the most difficult slot to extract for this dataset.
The inferior results obtained by the Gate-SVM
system may be explained by the fact that it uses
a data-poorer gazetteer, according to the discus-
sion in the previous sections.

SA Ours ELIE GATE-SVM
location 84.9 85.9 81.3
stime 93.1 90.2 94.8
etime 93.6 94.6 92.7
speaker 85.9 84.9 69
macro-avg 89.4 88.9 84.5

Table 7. Comparing our system with the state-of-the-
art on the SA dataset. Macro-averaged F-measures of
all slots are presented.
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Our system compares reasonably well against
the other state-of-the-art SVM-based systems on
the WCFP corpus, obtaining better results than
those obtained by ELIE. Most importantly, note
that our system is considerably simpler than
ELIE in the sense that it does not require a multi-
level classification approach in order to achieve
better results on the two corpora.

The authors of the GATE-SVM system men-
tion feature weighing according to distance to
the boundary as a technique that somewhat im-
proves the results on this dataset. We have tried
to replicate those improvements without suc-
ceeding so far.

WCFP Ours ELIE  GATE-SVM
wname 58.1 55.5 60.6
wacronym 66.6 68.3 69.7
wdate 78.2 70.9 76.8
whomepage 63.8 62.8 68.5
wlocation 67 55.5 66.9
wpsubdate 77.4 70.5 79.3
wnotifdate 78.9 71.9 80.9
wcamedate 72.8 68.7 75.9
cname 62.3 66.5 66
cacronym 60.6 69.1 66.1
chomepage 29.7 43.3 33.1
macro-avg 65 63.9 67.6

Table 8. Comparing our system with the state-of-the-
art on the WCFP dataset. Macro-averaged F-mea-
sures of all slots are presented.

9 Conclusion

In this paper, we presented experimental results
on several boundary classification algorithms for
IE using SVM. The experiments allowed us to
derive some conclusions about the specific char-
acteristics of the corpora. We used that knowl-
edge as input into the design of an IE system
competitive with the state-of-the-art.

The comparison with the state-of-the-art con-
firmed that the use of rich data resources greatly
contributes to the performance (or lack thereof)
of the systems and, in this particular case, ex-
plains the differences in performance reported by
the various systems in the literature on one of the
benchmark datasets.

In future work, we plan to perform other stud-
ies regarding the several other aspects of the
boundary classification model for IE, including

evaluating the incorporation of other external
data resources into the IE process and alternative
ways to derive features from those resources. We
also plan to concentrate on the tag pairing prob-
lem and perform comparative studies on several
ways to perform tag pairing.
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