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Abstract of patterns has been learned. These approaches
require only a small number of example extraction

This paper presents a novel approach to  patterns which greatly reduces the effort required
the semi-supervised learning of Informa-  to develop IE systems.

tion Extraction patterns. The method

makes use of more complex patterns than
previous approaches and determines their
similarity using a measure inspired by re-

cent work using kernel methods (Culotta

and Sorensen, 2004). Experiments show
that the proposed similarity measure out-

performs a previously reported measure
based on cosine similarity when used to

perform binary relation extraction.

While it has been found that these approaches
are capable of learning useful IE patterns from
a handful of examples (Yangarber et al., 2000;
Stevenson and Greenwood, 2005) they are limited
by the use of basic extraction patterns: SVO tu-
ples. The patterns used by these systems are de-
fined as a verb and its direct subject and/or object.
They could then only extract a limited set of re-
lations; those expressed using a verb and its di-
rect arguments. For example, these patterns could
identify the relation betweedonesand Smithin
the sentencéJones replaced Smith” However,

A recent approach to Information Extraction (IE) o pattern consisting of a verb and its arguments
is to make use of machine learning algorithmscould be constructed which could identify the
which allow systems to be rapidly developed orsame relation ifJones was named as Smith'’s suc-
adapted to new extraction problems. This reducegessor.’

the need for manual development which is a major Others have suggested alternative approaches
bottleneck in the development of IE technologiesfor generating extraction patterns from depen-
and can be extremely time consuming (e.g. Riloffdency trees, each of which allows a particular part
(1996)). of the dependency analysis to act as an extraction

A number of machine learning approaches havgattern. For example, Sudo et al. (2003) used pat-
recently been applied. One is the use of iteraterns consisting of a path from a verb to any of
tive learning algorithms to infer extraction patternsits descendents (direct or indirect) while Bunescu
from a small number of seed examples (Yangarand Mooney (2005) suggest the shortest path be-
ber et al., 2000; Stevenson and Greenwood, 2005)ween the items being related. However, iterative
These approaches use dependency analysis as tharning algorithms, such as the ones used by Yan-
basis of IE patterns. Training text is parsed and garber et al. (2000) and Stevenson and Greenwood
set of candidate patterns extracted. These patterf2005), have not made use of these more complex
are then compared against the seeds with the mosktraction patterns. Part of the reason for this is
similar being selected and added to the seed sehat these algorithms require a way of determining
(Optionally, a user may verify the patterns at thisthe similarity between patterns (in order to com-
point.) The process is then repeated with the repare candidate patterns with the seeds). This pro-
maining patterns being compared to the enlargedess is straightforward for simple patterns, based
seed set. The process continues until a suitable seh SVO tuples, but less so for more complex ex-
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traction patterns. for inclusion in the set of accepted patterns.
In this paper we present a semi-supervised al-  These form the s&®,.q».

gorithm for the iterative learning of relation ex- g (Optional) The patterns if,.,., may be re-

traction patterns which makes use of a more com-  \iawed by a user who may remove any they

plex pattern representation than has been previ- do not believe to be useful for the scenario.
ously used by these approaches (Sections 2 and 3).

The algorithm makes use of a similarity function
based on those which have been proposed for use
with non-iterative learning algorithms (Zelenko et
al., 2003; Culotta and Sorensen, 2004; Bunescu 7- Stop if an acceptable set of patterns has been
and Mooney, 2005). These are extended toinclude  learned, otherwise goto step 4

information about lexical similarity derived from

WordNet (Section 4). We present results of using Previous algorithms which use this approach in-
patterns acquired through this similarity function clude those described by Yangarber et al. (2000)
to perform binary relation extraction (Sections 5and Stevenson and Greenwood (2005). A key

6. The patterns P, are added td>,.. and
removed fromP,,,4, SO Pyee «— Puee U
-Plem‘n anchand — Pacc - -Plem‘n

and 6). choice in the development of an algorithm using
this approach is the process of ranking candidate
2 Semi-Supervised L earning of patterns (step 4) since this determines the patterns
Extraction Patterns which will be learned at each iteration. Yangar-

We begin by outlining the general process of Iearn-bher et al. (2(_)00) ﬁhoze an approach mgnvateld by
ing extraction patterns using a semi-supervised g€ assumption that documents containing a large

gorithm, similar to one presented by Yangarbernumber of patterns already identified as relevant to
(2003) ’ aparticular IE scenario are likely to contain further

relevant patterns. This approach operates by asso-
1. For a given IE scenario we assume the excjating confidence scores with patterns and rele-
istence of a set of documents against whichjance scores with documents. Initially seed pat-
the system can be trained. The documents argns are given a maximum confidence score of 1
unannotated and may be either relevant (congnd all others a 0 score. Each document is given
tain the description of an event relevant to thes relevance score based on the patterns which oc-
scenario) or irrelevant. cur within it. Candidate patterns are ranked ac-
2. This corpus is pre-processed to generate a sebrding to the proportion of relevant and irrele-
of all patterns which could be used to repre-vant documents in which they occur, those found
sent sentences contained in the corpus, calh relevant documents far more than in irrelevant
this setP. The aim of the learning process is ones are ranked highly. After new patterns have
to identify the subset of representing pat- been accepted all patterns’ confidence scores are
terns which are relevant to the IE scenario. updated, based on the documents in which they
3. The user provides a small set of seed pateccur, and documents’ relevance according to the
terns, P,..q, Which are relevant to the sce- accepted patterns they contain.
nario. These patterns are used to form the Stevenson and Greenwood (2005) suggested an
set of currently accepted patterns,.., SO  alternative method for ranking the candidate pat-
Pace «— Pseeq- The remaining patterns are terns. Their approach relied on the assumption
treated as candidates for inclusion in the acthat useful patterns will have similar meanings to
cepted set, these form the d@t,,s(= P — the patterns which have already been accepted.
Pace). They chose to represent each pattern as a vector
4. A function, f, is used to assign a score to consisting of the lexical items which formed the
each pattern inP,,,q based on those which pattern and used a version of the cosine metric to
are currently inP,... This function as- determine the similarity between pairs of patterns,
signs a real number to candidate patterns soonsequently this approach is referred to as “co-
V ¢ € Pegna, f(c, Pace) — R. Asetofhigh sine similarity”. The metric used by this approach
scoring patterns (based on absolute scores a@ncorporated information from WordNet and as-
ranks after the set of patterns has been orsigned high similarity scores to patterns with sim-
dered by scores) are chosen as being suitabitar meanings expressed in different ways.
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hire (V) hire (V)

subj obj vpsc_mod su5 ob3

hire (V) Acme Inc. (N) Mr Smith (N)
Acme Inc. (N) Mr Smith (N) replace (V) subj ob3
as obj
Acme Inc. (N) Mr Smith (N) CEO (N)
CEO (N) Mr Bloggs (N)
hire (V)
gen mod

obj vpsc_mod
their (N) new (&) Mr Smith (N) replace (V)

obj
Figure 1: An example dependency tree. Mr Bloggs (N)

3 Relation Extraction Patterns Figure 2: Example linked chain patterns

Both these approaches used extraction pathain patterns can represent the majority of rela-
terns which were based on dependency analysisons within a dependency analysis (Stevenson and
(Tesniére, 1959) of text. Under this approach thesreenwood, 2006a). For example, the dependency
structure of a sentence is represented by a set of dree shown in Figure 1 contains four named enti-
rected binary links between a word (the head) angies (Acme Inc, Mr Smith CEOandMr. Bloggs
one of its modifiers. These links may be labelledand linked chains patterns can be used to repre-
to indicate the grammatical relation between thesent the relation between any phiSome exam-
head and modifier (e.g. subject, object). Cycli-pje patterns extracted from the analysis in Figure 1
cal paths are generally disallowed and the analysigan be seen in Figure 2. An additional advantage
forms a tree structure. An example dependencys linked chain patterns is that they do not cause
analysis for the sentencécme Inc. hired Mr  an unwieldy number of candidate patterns to be
Smith as their new CEO, replacing Mr Bloggs. generated unlike some other approaches for rep-
is shown in Figure 1. resenting extraction patterns, such as the one pro-
The extraction patterns used by both Yan-posed by Sudo et al. (2003) where any subtree of
garber et al. (2000) and Stevenson and Greenhe dependency tree can act as a potential pattern.
wood (2005) were based on SVO tuples ex- When used within IE systems these pat-
tracted from dependency trees. The depenterns are generalised by replacing terms
dency tree shown in Figure 1 would gener-which refer to specific entities with a gen-
ate two patterns:r epl ace b, M Bl oggs eral semantic class. For example, the pattern
andAcre Inc. <% hire 2, m Snith. Acme Inc. S i rleﬂl\/l’ 'Smi t h would
While these represent some of the core informabecomeCOMPANY < hi r e %, PERSON.
tion in this sentence, they cannot be used to iden- o
tify a number of relations including the connection4  Pattern Similarity
betweerMr. SmithandCEOor betweerMr. Smith  patterns such as linked chains have not been used

andMr. Bloggs by semi-supervised approaches to pattern learn-
A number of alternative approaches to con-ing. These algorithms require a method of de-
structing extraction patterns from dependencytermining the similarity of patterns. Simple pat-
trees have been proposed (e.g. (Sudo et al., 200@&rns, such as SVO tuples, have a fixed structure
Bunescu and Mooney, 2005)). Previous analysigontaining few items and tend to occur relatively
(Stevenson and Greenwood, 2006a) suggests thgequently in corpora. However, more complex
the most useful of these is one based on pairs giatterns, such as linked chains, have a less fixed
linked chains from the dependency tree. A chainstructure and occur less frequently. Consequently,
can be defined as a path between a verb node afife previously proposed approaches for determin-
any other node in the dependency tree passingg pattern similarity (see Section 2) are unlikely
through zero or more intermediate nodes (Sudgo be as successful with these more complex pat-
et al., 2001). The linked chains model (Green+erns. The approach proposed by Stevenson and
wood et al., 2005) represents extraction patterns— _ _
Note that we allow a linked chain pattern to represent the

as a.palr of chains which share the same Verb bYLiation between two items when they are on the same chain,
no direct descendants. It can be shown that linkeduch asvir SmithandCEOQin this example.
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Greenwood (2005) relies on representing patternsompare nodes. The first three of these correspond
as vectors which is appropriate for SVO tuplesto the node features with the same name; the rel-
but not when patterns may include significant por-evant function returns 1 if the value of the feature
tions of the dependency tree. Yangarber et alis equal for the two nodes and O otherwise. For
(2000) suggested a method where patterns werexample, thevos function compares the values of
compared based on their distribution across docthe part of speech feature for nodesandns:

uments in a corpus. However, since more complex 1 if ny, pos = na, pos

patterns are more specific they occur with fewer P9% (n1,m2) = {

corpus instances which is likely to hamper this The remaining functionsemantic, retumns a

type of approach. ] o value between 0 and 1 to signify the semantic sim-
Another approach to relation extraction is t0 Us§4rity of lexical items contained in the word fea-

supervised learning algorithms, although they reyre of each node. This similarity is computed us-
quire more training data than semi-supervised appg the WordNet (Fellbaum, 1998) similarity func-

proaches. In particular various approaches (Zegon introduced by Lin (1998) .
lenko et al., 2003; Culotta and Sorensen, 2004; The similarity of two nodes is zero if their part

Bunescu and Mooney, 2005) have used kemnels sneach tags are different and, otherwise, is sim-
methods to determine the sentences in a corp y the sum of the scores provided by the four
which contain instances of a particular relation.¢ n-tions which form the sef’. This is repre-

Kernel methods (Vapnik, 1998) allow the repre-gqnieq by the functios:
sentation of large and complicated feature spaces 0 if pos(n1,ng) = 0
1,12) —
ni, TLQ) = {

0 otherwise

and are therefore suitable when the instances are s ( S F (n1,n9) otherwise
complex extraction rules, such as linked chains. fer ’
ﬁgr\]/er::\l/srggg)#i;:ergefn lifgssf(;;;e:igﬁ;sxgztcé_ The similarity of a pair of linked c_hai.n Patterns,
ods based on shallow parse trees (Zelenko et al.l, andlz, is determm(?d by the functiosym:

2003), dependency trees (Culotta and Sorensen, 0if s (r1,r2) =0

2004) and part of a dependency tree which rep- °"'" (l,l2) = s(r,r2) + ,
resents the shortest path between the items be- sime (Cry, Cr,) otherwise
ing related (Bunescu and Mooney, 2005). Ker- Wherer; andr; are the root nodes of patterhs
nels methods rely on a similarity function betweenandls (respectively) and’; is the set of children
pairs of instances (the kernel) and these can bef noder.

used within semi-supervised approaches to pattern The final part of the similarity function calcu-

learning such as those outlined in Section 2. lates the similarity between the child nodesngf
andns.?
4.1 Structural Similarity Measure sime (Cpyy Cny) = >0 S sim(eq,e2)

c1€Cn, c2€Cp
The remainder of this Section describes a similar- . C L . .
Using this similarity function a pair of identi-

ity function for pairs of linked chains, based on cal nodes have a similarity score of four. Conse-
the tree kernel proposed by Culotta and Sorensen N . )
2004). Th " by foll gquently, the similarity score for a pair of linked
( ). The measure compares patterns by fo Wehain patterns can be normalised by dividing the

mgttthelr Sm:.ftﬂre f(;(_)m thetroo]:[ n(id%s throug dh the imilarity score by 4 times the size (in nodes) of
patterns untitth€y diverge foo far fo be considereqy, o larger pattern. This results in a similarity func-

similar. ) ) tion that is not biased towards either small or large
Each node in an extraction pattern has three feas,iems but will select the most similar pattern to

tures associated with it: the word, the relation tOthose already accepted as representative of the do-
a parent, and the part-of-speech (POS) tag. Thg,,in.

values of these features for nodeare denoted g gimilarity function resembles the one in-
BY Mwords Tiretn @Nd npos r€SPeECively. Pairs of yqq,ced by Culotta and Sorensen (2004) but also
nodes can be compared by examining the values
these features and also by determining the seman-_z'” linked chain patterns the only nodes with multiple
L . children are the root nodes so, in all but the first applica-
tic similarity of the words. A set of four functions, o, “this formula can be simplified teim. (C., C,) —

i , c niy “ng -
F = {word, relation, pos, semantic}, isused to  sim(cy, cz).

32



differs in a number of ways. Both functions make COVPANY<**" appoi nt %sPERSON
use of WordNet to compare tree nodes. Culottg COVPANY<™ | ect 2/, PERSON
and Sorensen (2004) consider whether one node is subj obj

the hypernym of the other while the approach in- | COMPANY«<——pr onot e —PERSON

troduced here makes use of existing techniques to CO\/PANY<S”—bjnarre ﬂPERSO\J

measure semantic similarity. The similarity func- PERSONC"Y t esi gn

tion introduced by Culotta and Sorensen (2004) subj
PERSON——depart

compares subsequences of child nodes which is Ny

. . o SU .
not required for our measure since it is concerned PERSO\I@qw t
only with linked chain extraction patterns.

Table 1. Seed patterns used by the learning algo-

_ rithm
5 Experiments

This structural similarity metric was implemented >-1 1E Scenario

within the general framework for Semi-SUperVisedExperimentS were carried out on the management
pattern learning presented in Section 2.  Atsyccession extraction task used for the Sixth
each iteration the candidate patterns are comparaflessage Understanding Conference (MUC-6)
against the set of currently accepted patterns anguuc, 1995). This IE scenario concerns the
ranked according to the average similarity with themovement of executives between positions and
set of similar accepted patterns. The four highesgompanies. We used a version of the evaluation
scoring patterns are considered for acceptance bghta which was produced by Soderland (1999)
a pattel‘n is Only accepted if its score is within 095|n which each event was converted into a set of
of the similarity of the highest scoring pattern. binary asymmetric relations. The corpus con-
We conducted experiments which compared théains four types of relationPer son- Per son,
proposed pattern similarity metric with the vec-Per son- Post, Person- Organi sati on,
tor space approach used by Stevenson and Greeand Post - Or gani sati on. At each iteration
wood (2005) (see Section 2). That approach wasf the algorithm the related items identified by the
originally developed for simple extraction patternscurrent set of learned patterns are extracted from
consisting of subject-verb-object tuples but washe text and compared against the set of related
extended for extraction patterns in the linked chairitems which are known to be correct. The systems
format by Greenwood et al. (2005). We use theare evaluated using the widely used precision (P)
measure developed by Lin (1998) to provide infor-and recall (R) metrics which are combined using
mation about lexical similarity. This is the samethe F-measure (F).
measure which is used within the structural simi- The texts used for these experiments have been
larity metric (Section 4). previously annotated with named entities.INVk
Three different configurations of the iterative PAR (Lin, 1999), after being adapted to handle the
learning algorithm were compared. (Cosine Nnamed entity tags, was used to produce the depen-
(SVO) This approach uses the SVO model for ex-dency analysis from which the pattersn were gen-
traction patterns and the cosine similarity metricerated. All experiments used the seed patterns in
to compare them (see Section 2). This version offlable 1 which are indicative of this extraction task
the algorithm acts as a baseline which represeni@nd have been used in previous experiments into
previously reported approaches (Stevenson angemi-supervised IE pattern acquisition (Stevenson
Greenwood, 2005; Stevenson and Greenwoodind Greenwood, 2005; Yangarber et al., 2000).
2006b). (2)Cosine (Linked chain) uses extrac- The majority of previous semi-supervised ap-
tion patterns based on the linked chain modeproaches to IE have been evaluated over prelim-
along with the cosine similarity to compare theminary tasks such as the identification of event par-
and is intended to determine the benefit which idicipants (Sudo et al., 2003) or sentence filtering
gained from using the more expressive patterngStevenson and Greenwood, 2005). These may be
(3) Structural (Linked chain) also uses linked a useful preliminary tasks but it is not clear to what
chain extraction patterns but compares them usingxtent the success of such systems will be repeated
the similarity measure introduced in Section 4.1. when used to perform relation extraction. Conse-
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| tion extraction task is superior to the simpler SVO
0.35 model. We have previously presented a theoret-
0.30- ical analysis (Stevenson and Greenwood, 2006a)
© 025] which suggested that the linked chain model was a
§ ] more suitable format for IE patterns than the SVO
o 0.204 model but these experiments are, to our knowl-
L 0154 edge, the first to show that applying this model
0.10- ! improyes learning performance.' Secpndly, these
| : ______ Cosine (SVO) _expe_rlments demonstra_te that similarity measur_es
0054 - ——— === ggigﬁrg'?giie%“gwjns) inspired by kernel functions developed for use in
0.00 supervised learning algorithms can be applied to

0 2|5 5|0 I75 1|00 I125 I150'175I 206 22'5 250  semi-supervised approaches. This suggests that
Iteration future work in this area should consider applying
) ) . other similarity functions, including kernel meth-
Figure 3: .F-me'zasure scores for relation extractlorbds, developed for supervised learning algorithms
over 250 iterations to the task of semi-supervised IE pattern acquisi-
tion. Finally, we demonstrated that this similar-
guently we chose a relation extraction task to evality measure outperforms a previously proposed ap-

uate the work presented here. proach which was based on cosine similarity and a
vector space representation of patterns (Stevenson
6 Results and Greenwood, 2005).

Results from the relation extraction evaluation can
be seen in Table 2 and Figure 3. The seven seeﬁ
patterns achieve a precision of 0.833 and recall oThis work was carried out as part of the RESULT
0.022. The two approaches based on cosine sinproject funded by the Engineering and Physical
ilarity performs poorly, irrespective of the pattern Sciences Research Council (GR/T06391) and patr-
model being used. The maximum increase in Ftially funded by the IST 6th Framework project X-
measure of 0.15 (when using the cosine measur@ledia (FP6-26978).
with the linked chain model) results in a maximum
F-measure for the cosine similarity model of 0.194
(with a precision of 0.491 and recall of 0.121) after References
200 iterations. Razvan Bunescu and Raymond Mooney. 2005. A

The best result is recorded when the linked shortest path dependency kernel for relation extrac-
chain model is used with the similarity measure tion. InProceedings of the Human Language Tech-
introduced in Section 4.1, achieving a maximum 1009y Conference and Conference on Empirical

o . Methods in Natural Language Processjngages
F-measure of 0.329 (with a precision of 0_.434 and 724-731, Vancouver, B.C.
recall of 0.265) after 190 iterations. This is not
a high F-measure when compared against Supeﬁron Culotta and Jeffery Sorensen. 2004. Dependency
vised IE svstems. however it should be remem- Tree Kernels for Relation Extraction. #2nd An-
y ) ' . . hual Meeting of the Association for Computational

bered that this represer_1t_s an increase of 0.285 in | jngyistics Barcelona, Spain.
F-measure over the original seven seed patterns

and that this is achieved with a semi-supervised-hristiane Fellbaum, editor. 1998VordNet: An Elec-
algorithm. tronic Lexical Database and some of its Applica-

tions MIT Press, Cambridge, MA.
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Iteration Cosine (SVO) Cosine (Linked Chains) Structural (Linked Chains
# P R F P R F P R F
0] 0.833 0.022 0.044 0.833 0.022 0.044| 0.833 0.022 0.044
25| 0.600 0.081 0.142 0.833 0.022 0.044| 0.511 0.103 0.172
50| 0.380 0.085 0.139 0.500 0.022 0.043| 0.482 0.179 0.261
751 0.383 0.103 0.163 0.417 0.022 0.043| 0.484 0.197 0.280
100 | 0.383 0.103 0.163 0.385 0.022 0.042| 0.471 0.220 0.300
125] 0.383 0.103 0.163 0.500 0.081 0.139| 0.441 0.220 0.293
150 | 0.383 0.103 0.163 0.500 0.099 0.165| 0.429 0.229 0.298
175] 0.383 0.103 0.163 0.481 0.112 0.182| 0.437 0.247 0.315
200| 0.383 0.103 0.163 0.491 0.121 0.194| 0.434 0.265 0.329
225] 0.383 0.103 0.163 0.415 0.121 0.188| 0.434 0.265 0.329
250| 0.383 0.103 0.163 0.409 0.121 0.187| 0.413 0.265 0.322
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