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1

In this paper we present a first approach to the idea of using
Natural Language Generation (NLG) and Evolutionary Algo-

Abstract

The work presented here is intended as an evolu-
tionary task-specific module for referring expres-
sion generation and aggregation to be enclosed in a
generic flexible architecture. Appearances of con-
cepts are considered as genes, each one encoding
the type of reference used. Three genetic opera-
tors are used: classic crossover and mutation, plus
a specific operator dealing with aggregation. Fit-
ness functions are defined to achieve elementary
coherence and stylistic validity. Experiments are
described and discussed.

Introduction

rithms (EASs) together.

To test the feasibility of our idea, we decided to select only

five different features of simple texts that might be susbépt
of easy treatment by means of evolutionary techniques. They
are described below.

Correct Referent.

When writing a text, we cannot use a pronoun for something
that we have not mentioned before, or readers would get con-
fused. An example could be:

Shelived in a castle. A princessas the daugh-
ter of parents.

In addition, if the full noun reference and the pronoun are
far, the reader can also get confused and be unable to link the
two occurrences of the same concept, as we can see in the
following text:

A princess lived in a castle&She was the daugh-
ter of parents. She loved a knight. She was pretty.
She was blonde. It had towers. It was strong. They
livedin it.

some particular features of the text on which to put it to therRedundant Attributes.

test. Given the complexity of all the changes that are posyhen describing a conceptin an “X is Y” sentence, people do

sible to a text, at the levels of syntax, semantics, dis@ursyot yse the attribute they are going to describe in the reéere
structure and pragmatics, it seemed impractical to tablemt

all at once. For the purpose of illustration, we decided that

the problems of the referring expressions and the aggregati

to the concept. Sentences such as the one below are incorrect
The blondegrincess was blonde

were the most suitable to be solved using EAs. Referringgeference Repetition.

Expression Generation involves deciding how each eleme
ocurring in the input is described in the output text. Aggre-
gation involves deciding how compact the presentation-of in
formation should be in a given text. It operates at sevemal li

guistic levels, but we only consider it here with respectn-c

cepts and their attributes. For instance, the system must d
cide between generatinghe princess is blonde. She sleéps.

and generatingThe blonde princess sleepsAggregation is

generally desirable, but may result in adjective-heavystex
when the information to impart becomes dense in terms of

sing always the same reference together with the same set of
attributes results in repetitive text. For example, it isegat-
able to uséthe princess” every time we refer to the princess
character, but it would be striking to use alwdyise pretty
grincess”, as in this example:

A pretty princess lived in a castle.
The pretty princesswas the daughter of par-
ents. The pretty princessloved a knight.
The pretty princeswas blonde.

attributes, as inThe pretty blonde princess lived in a strong 14 ayoid that, repetitive use of references is penalized.
fancy castle with her stern rich pareritslt is necessary to

find the balance between the use of compound or single sef-oherence.

tences, or in the case of the modifiers of a concept betweelfiwe use different subsets of attributes in different referes

the description of the attributes of the concept using only ao the same concept, the reader may mistakenly assume that
phrase or various.
We analysed the features of a human generated text frorfthe pretty princess”and“the blonde princess’in different

the point of view of the referring expressions, and we foundplaces, and we have not specified that the princess is both

we are referring to different concepts. For example, if we us



pretty and blonde, it could seem that there are two prin@ess,in a given text, although there is no exact definition in the li
pretty one and a blonde one: erature about what aggregatiori Reape and Mellish, 1999
It operates at several linguistic levels, and due to thapRea
and Mellish make a classification of the different types of ag
gregation: conceptual, discourse, semantic, syntaeti@al
and referential. However, the line between them is very nar-
Overlooked Information. row, and in some cases a specific example could be classified
When processing the conceptual representation of a giveas different types of aggregation.
input, some information about a concept may disappear from ) )
the final text. This should be avoided. 2.2 Evolutionary Algorithms
We propose the use of evolutionary algorithms (EBs$dI-

This paper describe an evolutionary solution that guarantand, 1992 to deal with the referring expression generation
tees the satisfaction of these restrictions in the coneéptu and aggregation tasks. Evolutionary algorithms are an ex-
rendition of a given input by means of shallow techniquestended set of problem resolution techniques inspired by evo
that rely on very little knowledge about the domain and nolutionary phenomena and natural evolution. They work on

A princess lived in a castle. The pretty princess
was the daughter of parents. The blonde princess
loved a knight.

reasoning or common sense capabilities. a population of individuals (representations of possible-s
tions for the problem we are solving) that evolve accordong t
2 Natural Language Generation Tasks and selection rules and genetic operators like crossover and mu

; ; tation. The fitness function is a metric which allows the eval
) EVOI_Utlonafry Algorithms ) uation of each of the possible solutions, in such way that the
This section outlines the elementary requirements of tite tw average adaptation of the population would increase in each
generation tasks addressed in this paper, and sketchea-the generation. Repeating this process hundreds or thousénds o
sic principles of the evolutionary techniques that are used times it is possible to find very good solutions for the prob-

> ferri ion G . d lem.
-1 Referring Expression Generation an Evolutionary algorithms combine random search, because
Aggregation the genetic operators are applied randomly, with oriented

The correct use of referring expressions to compete with husearch, given by the fitness values. These algorithms find
man generated texts involves a certain difficulty. Possiblegenerally good solutions, but not always the best ones. How-
simple algorithms for deciding when to use a pronoun ancever, this is enough for simple applications. In the caseeund
when to use the full noun produce poor results. Two occurconsideration, the main advantage we can find in evolution-
rences of the same concept in a paragraph can be far apaaty algorithms is that they do not need specific rules to build
and this may confuse the reader. Knowledge intensive apa solution, only measurements of its goodness.
proaches modelled on the way humans do it require a certain Evolutionary technigues have been shown in the past to be
measure of content understanding that is resource hungry. particularly well suited for the generation of verse. Thekvo
As shown inReiter and Dale, 1992a referring expression  of Manurung[Manurung, 200Band Levy[Levy, 2001 pro-
must communicate enough information to be able to uniquelyosed different computational models of the composition of
identify the intended referent in the current discourseedn  verse based on evolutionary approaches. In both cases, the
but avoiding the presence of redundant or otherwise unnecemain difficulty lay in the choice of a fitness function to guide
sary modifiers. Therefore, it is essential to choose a reéere the process. Although Levy only addressed a simple model
which matches these constraints. Taking into account theseoncerned with syllabic information, his overall desddpt
features, Reiter and Dale proposed an algorithm to generate the architecture in terms of a population of poem drafés th
definite noun phrases to identify objects in the current $ocu evolve, with priority given to those drafts that are evabgat
of attention of the reader or the hearer. However, Krahmemore highly, is an important insight. Levy uses a neural net-
and TheundKrahmer and Theune, 20D@rgue that due to work, trained with examples of valid verse, to evaluate ¢hes
the original motivation of the work of Reiter and Dale of mak- drafts. The work of Manurung addresses the complete task,
ing distinguishing descriptions, various other aspectthef and it presents a set of evaluators that grade the candidates
generation of definites remained somewhat underdevelopedolutions according to particular heuristics.
In particular they focus on the role of context-sensitiviy Evolutionary algorithms have been also used in text plan-
referring expression generation. ning. In[Duboue and McKeown, 2002he authors present
Kibble and PowefKibble and Power, 20J(ropose asys- a technique to learn a tree-like structure for a content-plan
tem which uses Centering TheolWalker et al, 1999 for  ner from an aligned corpus of semantic inputs and corre-
planning of coherent texts and choice of referring expressponding, human produced, outputs. They apply a stochastic
sions. They argue that text and sentence planning need gearch mechanism with a two-level fitness function to create
be driven in part by the goal of maintaining referential con-the structure of the planner. Genetic algorithms are alsd us
tinuity: obtaining a favourable ordering of clauses, and ofin [Mellish et al, 1999 where the authors state the problem
arguments within clauses, is likely to increase opportesit of given a set of facts to convey and a set of rhetorical re-
for non-ambiguous pronoun use. lations that can be used to link them together, how one can
Aggregation can be seen as the NLG task that involves dearrange this material so as to yield the best possible text.
ciding how compact the presentation of information shoeld b An important conclusion to draw from these efforts is the



suitability of evolutionary techniques for natural langea [Cabhill et al, 2001 generic architecture. However, the no-
generation tasks in which the form plays a significant role tation described here corresponds to a representatiomahte
to the extent of sometimes interfering with the intended-conto the module intended to facilitate the operation of the-evo

tent, such as is the case for lyrics generation. lutionary techniques.
Characters locations and attributes are represented as
3 An Evolutionary Submodule for a Simple simple facts containing an unique identifier (to distinguis
Generator each specific character and location from the others) amd the

names. The identifier in attributes corresponds to the con-
The work presented here is intended to be a module for theept that holds the attribute, and the name correspondgto th
tasks of referring expressions generation and aggregation attribute itself. The current prototype operates over &mp
closed in the architecture of cFROGGarda et al, 2004. linguistic constructs: thelescription of a conceptising an
cFROGS is a framework-like library of architectural classe attribute, or arelation between two conceptsPronominal
intended to facilitate the development of NLG applications referenceis indicated by changing the name of the concept
cFROGS identifies three basic design decisions: what set dbr ‘pron’, and definite and indefinite referends indicated
modules to use, how control should flow between them, andy adding a fact ‘ref’ indicating if the reference is definite
what data structures are used to communicate between tlvedefinite. Finally, the concepts may go along with scmte
modules. tributes preceding the name of the con¢egst in “the pretty
We have tested the implementation of the module in an exblonde princess”. This list of attributes is represented be
isting application: ProtoProppGenaset al, 2004. This  tween > and<-.
is a system for automatic story generation. The natural lan- A sample part of a draft for the evolutionary algorithm
guage generator module of ProtoPropp — implemented aswould be the following:

pipeline architecture of cFROGS modules — perform tasks [ char act er (ch26, pri ncess),

such as content determination - selecting the particular co ref (ind),
cepts that are relevant - and discourse planning - organisin ->attribute(ch26, pretty)<-,
them in an orderly fashion. These tasks are currently ahrrie relation(ch26, |14, 1ive),
out in a traditional manner and simply provide the data fer th | ocation(l 14, castle),
evolutionary stages. In the previous prototype of Protppro ref (ind)]
the referring expression to use for a concrete concept was de [ character (ch26, pron),
termined using a very simple heuristic: the first time that th rel ation(ch26, ch25, I ove),
concept appears in the paragraph, the generator useslits ful char act er (ch25, kni ght),
noun, in all other cases it uses a pronoun. When using a full h ref g' nd) }126 .
noun reference, it is indefinite for the first appearance ef th [e a: 2?( §;§)0  princess),
concept in the text and definite for the rest. isa(), '

The input of the evolutionary algorithm is a basic discourse attribut e(ch26, bl onde)]

structure where each phrase is a message about a relation be- .
tween two concepts or a description of some attribute of an ' this example, the set of genes would be this:

element. Additionally, this submodule has access to a knowl Genes:

edge base of conceptual information about the discourse el- 0: character(ch26, princess),
ements that appear in the input (characters, locations, at- ref (ind),

tributes, relations). ->attribute(ch26, pretty)<-

1: location(l14,castle),
ref (ind)
charact er (ch26, pron)
charact er (ch25, kni ght),

In this simple evolutionary algorithm, the appearances of
the concepts are considered as the genes. The initial popu-
lation is generated randomly, using for each concept its ful

noun or its pronoun. When using the full noun, a selection of : ref (i nd)
the attributes the concept has in the knowledge base is cho- 4. charact er (ch26, princess),
sen. These attributes will appear just before the noun of the ref (def)

concept, as it is usual in English. The system works over
this population for a number of generations determined by3.2 The Genetic Operators
the user. In each generation three genetic operators atle userhree genetic operators are used: crossover, mutationgand a
crossover, mutation and aggregation. Finally, at the end ofregation.
each generation each tale is evaluated and a selection of theFor the crossover Operatortwo drafts are selected ran-
population is passed to the next one, in such way that the taljomly and crossed by a random point of their structure. So,
with a higher fitness have more possibilities of being choseneach of the sons will have part of each of the parents.

. In the case of thenutation operatorsome of the genes are
3.1 Data Representation and Genes chosen randomly to be mutated. If the gene is a pronoun -
Within the context of the larger cFROGS architecture, dataas in“she lived in a castle”-, it will change into the cor-
are represented as complex data structures with genegie int responding full noun, always associated with a subset of its
faces to ensure easy connectivity between different maedulepossible attributes - for examplthe princesslived in a cas-
[Gardaet al, 2004. These data follow ideas from the RAGS tle” or “the pretty princesdived in a castle’-. In case the




Correct Referent error; =y pronominal references to a concept not referred in full ettho previous genes

Redundant Attributes errorg =y “<adjp> X is <adj>" sentences
Reference Repetition errors = Y repeated use of same set of attributestfgen;) — to refer to the concept igen;
Coherence errory = Zf; 1 (att(gen;) — I) with I the set of attributes used before for the concepieim;

Overlooked Information  errors = > subset of attributes of concepin the ontology not mentioned in the text

Table 1: Definition of fithess functions

gene was a full noun - as iithe pretty princess™, there are 4 Experiments and Results

two options: to change it into a pronoun - in this césiee” S : .

: ... To test the feasibility of the idea of using together NLG and
- or to change the subset of attributes that appear With it £ "\ e have formalized five different fairy tales, mainlgsdi
for examplé‘the princess” or “the pretty blonde princess®.

One of these two options is chosen randomly ferentiated by their lengths in number of genes, that is, in
Theaggregation operatoaddresses the task of deciding on appearances of concepts. We must take into account that the

the aggregation between concepts and their attributess Thnumber of genes shown below are not completely exact, be-
) ggreg . =1 concep tause the aggregation operator can erase or add new sentence
involves a certain modification of the structure of the text,

because sentences in the text may be deleted if the informi2 the tale. These are the tales formalized and used to do the

" X . Xperiments:

tion they impart becomes part of a previous sentence. Thé

aggregation operator acts only on genes corresponding to ex e Cinderella: 102 genes
plicitly mentioned concepts: concepts referred by prosoun Hansel and Gretel: 90 genes
are excluded. It can act in two directions: '

« If the reference to the concept appears with one or more ® 1he Lioness: 50 genes
attributes - as ifA blonde princesdived in a castle” e The Dragon: 32 genes
-, the operator disaggregates the attributes by eliminat-
ing their mention and adding a corresponding “X is Y”
sentence - resulting itA princesslived in a castle. She For each of these tales we have made several experiments
was blondé using different population sizes (10, 25, 50, 100, 200, 300,

« Ifthe reference to X has no attributes - a¢Anprincess ~ ©00) and number of generations (10, 25, 50). The three ge-
lived in a castle’-, the algorithm looks for an "X is y»  netic operators mentioned before (crossover, mutation and
sentence - such dhe princess was blonde-, adds ~adgregation) are applied, and the five fitness functions used
the corresponding attributes to the reference, and deletd8r the evaluation of the tales.
the “X is Y” sentence - resulting ifA blonde princess
lived in a castle” Fitness =F

The goal 'of this definition of the aggregation is to ensure Population| — Number [ . Dragon | 258l & 1o ce IMerchant
that the attributes of a concept are mentioned in the appea__size »| generations v Gretel
ance of a concept or in the correspondent “X is Y” sentences

e The Merchant: 31 genes

10 101 00319 01456 00341 0.0516 0.1655
25| 00401 02004 00355 0.0571 02167

but not in both. As'the aggregation operator is used randomly sol 00371 02292 00358 00588 03333
the desired result is obtained only in some cases. 5 10l 00333 01365 00371 00675 05273
. . 25| 00591 02444 00392 00960 1,0000
3.3 The Fitness Function 50| 0.0646 0.7500 0.0557 0.0972  1.0000
The key to the evolutionary algorithm lies in the choice of 50 10] 0.0451 0 3?]1 0.0406/ 0.0812 0.5833
fitness function. A simple approach would be to require tha 25 0.0544) 0750, 0.0990 0.090% 1.0000
[ h generation the user reads all the texts and gives the 50 0as7 1000 0.0633 1.12501 1.0000
In €ach ge _ na gn ; 100 10] 00381 03611 00430 00868 10000
a fitness value. The number of generations and individuals il 26 0.0607 1.0000 00634 01429  1.0000
the population for a simple experiment makes this approac 50| 01263 10000 00723 01625 10000
impractical. 200 10| 00451 05667 00450 01019 1,0000
We have defined five different fitness functions as shown ir 251 0.0697] 0.7500] 0.0718 0.2083| 1,000
Table 1. This definitions are the results of the analysis ef th oo D155 1.0000 D.145% D0.3500 1.0000
: Yy 300 10 0.0436] 1.0000] 00519 0,0955] 1,0000
features of human-generated text. 25| 00801 10000 0.0697 0.1667 1.0000
For the evaluation of each of the drafts that form the popu: 50| 02500 10000 01556 03333 10000
lation, we use the following formula: 500 10| 0.0488 0.6667 0.0620/ 0.1181 1.0000
25 00871 10000 00763 02083 1,0000
fitness = 1/(2 error; + k) 50| 0.1833 1.0000 0.1214 1.0000 1.0000
i
In this way, the fitness would be greater when the error is Table 2: Table of numerical results

smaller. The constaikt is used to avoid divisions by zero. In
our experiments it was set with the value 1, so the maximum In Table 2 we can see the numerical results of the experi-
possible fithess was 1. ments. For each combination of population size and number
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As we can see in Figure 2, only 10 generations are not enough _ ) )
for the bigger tales. However, in the case of the smaller,ones Figure 3: Fitness values of the tales with 25 generations
the fitness values increase with the size of the populatiwh, a
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[ NUMBER OF GENERATIONS |POPULATION SIZE| Figure 4: Fitness values of the tales with 50 generations
Figure 2: Fitness values of the tales with 10 generations A princess lived in a castle. She loved a knight.
She was pretty. She was blonde. It had towers. It
was strong.

4.2 25 Generations

In Figure 3 the fitness values for the bigger tales are highe

than in the case of 10 generations, but still not good enouglt.

For the smaller tales we achieve the maximum fitness value A pretty princess lived in a strong castle. She

of 1 quicker than with only 10 generations. was blonde. The princess loved a brave knight. The
castle had towers.

Using the evolutionary module the same piece of tale is
enerated as follows:

4.3 50 Generations

W in Fi 4 the best val hieved in th The second example shows that the texts generated by the
€ can See In rigure € best values achieved in e e)é'volutionary module are richer from the point of view of ad-

periments. For the smaller tales, we get the maximum fitnes;

I 1 icklv. In th f the bi th ctives and structure.
¥? ue o I very qu#: hy. t?1 € ct?lse ot the bigger pneemsﬂt’ b Note that depending on the number of genes you need a
ItN€SS values are higher than in the pre\jlous e_xperml S: Deartain number of individuals and generations to achieve a
not very good yet, except in the case of “The Lioness”, wher

th . | F1i hieved with 50 " ood fitness value. For example, “The Lioness”, with 50
€ maximum vaiue ot 1 1S achieved wi generations anQapeg, gets the maximum fitness with 50 generations and 500
500 individuals in the population.

individuals, as long as “Hansel and Gretel” and “Cinderella

. . would need more generations and individuals to get the max-
5 Discussion imum fitness.

To start with, EAs seem to be a good approach to solve the Another important point is that in a specific tale, with a
tasks addressed, and in all the experiments the results obpecific number of genes, you can achieve the same results
tained are better than the ones achieved using previousheurincreasing the number of generations or the size of the popu-
tics. An example of generated text with the initial simple lation. For instance, “The Merchant”, with 31 genes, geés th
heuristic is: maximum fitness with both 25 or 50 generations with small



populations or 10 generations with populations of more than and M. Zock, editorsTrends in Natural Language Gen-
100 individuals. eration: an Atrtificial Intelligence Perspective,EWNLG;93
Finally, it is important to note that our approach presents pages 88-105. Springer Verlag, 1996.

some differences respect to the one of Reiter and [Rée [Duboue and McKeown, 2002P.A. Duboue and K.R. McK-
iter and Dale, 199 As we have already mentioned, we are ooy Content planner construction via evolutionary algo-
working in the field of the fairy tales, with the specific re- jinms and a corpus-based fitness functiorPiaceedings
quirements of story generation. An important point is that 4t the Second International Natural Language Generation

these are not informati\_/e texts, anq therefore we can relax conference (INLG 2002Ramapo Mountains, N, 2002.
some constraints taken into account in other works in the are B ; , ,
of referring expressions. [Gardaetal, 2004 C. Garda, R. Henas, and P. Geas.

Una arquitectura software para el desarrollo de aplica-
. ciones de generam de lenguaje natural. Sociedad

6 Conclusions and future work Espdiola para el Procesamiento del Lenguaje Natural,
With respect to both of the tasks addressed, the output texts Procesamiento de Lenguaje NatyraB:111-118, 2004.
respect the specific constraints required for the text tocbe a[Genaset al, 2004 P. Genas, B. Daz-Agudo, F. Peinado
ceptable, while at the same time showing reasonable vamiati ~~ .\ R Heras. Story plot éeneration based on CBR. In
between the different options much as a human-generated tex Anne Macintosh, Richard Ellis, and Tony Allen, editors,

would. We are working on extending the system to allow the 12th Conference on Applications and Innovations in In-

use of proper nouns to describe some concepts, as an addi'telligent System<Lambridge, UK, 2004. Springer, WICS
tional option to pronouns and descriptive referencesphcl series. T '

ing the revision of the genetic operators and the introducti o

of new evaluation functions to estimate the correct applicalHolland, 1992 J.H. Holland. Adaptation in Natural and

tion of proper nouns. Artmual S_ystems. An Introductqry AnaIyS|s_ with Applica-
In view of these results, in future work we want to apply ~ tions to Biology, Control and Artificial IntelligenceMIT

EA techniques to other tasks of NLG, such as content de- Press, Cambridge, Massachusetts, Second Edition, 1992.

termination and discourse planning. The particular advanfKibble and Power, 20JOR. Kibble and R. Power. An inte-

tages of evolutionary techniques, combined stage by stege i grated framework for text planning and pronominalization.

this manner, may be an extremely powerful method for solv- In Proc. of the International Conference on Natural Lan-

ing natural language generation problems while also pnofiti guage Generation (INLG), Israg2000.

from classic NLG techniques. [Krahmer and Theune, 20PE. Krahmer and M. Theune.

. It would be also interesting to compare our solution with Efficient context-sensitive generation of referring expre
different approaches found in the literature, as for exampl sions. 2000

[Reiter and Dale, 1992r [Krahmer and Theune, 20D€or _ _
the referring expression generation, and the one of DalianilLevy, 2001 R. P. Levy. A computational model of poetic
and Hovy[Da"anis and Hovy' 19q&0r the aggregation_ creativity with neural network as measure of adaptlve fit-

Finally, an evaluation as the one proposetQallaway and ness. InProccedings of the ICCBR-01 Workshop on Cre-
Lester, 2001 would be useful to estimate the goodness of the ~ ative System=001.
generated texts. The authors describe the evaluatiom@f S [Manurung, 200B H.M. Manurung. An evolutionary algo-
RYBOOK, a narrative prose generation system that produces rithm approach to poetry generatiorPhD thesis, School
original fairy tales in the Little Red Riding Hood domain.  of Informatics, University of Edinburgh, 2003.
They pretend to evaluate multiple versions of a single stor . .
assuring that the content is identical across them. Five ve)rthlrI]'ghN?t gl'.btagrillc.Ehfeglrisrz’erﬁé Iﬁr;&tt, s\]tbggirtliinsd:ar’rch
sions of two separate stories are produced, a pool of twenty : oo P 9 .

for text planning. In Eduard Hovy, editoRroceedings

ft;gg C\Eﬁr:nag nA%lg@:?ggare them, and at last they are ana- of the Ninth International Workshop on Natural Language
y ' Generation pages 98-107. Association for Computational
Linguistics, New Brunswick, New Jersey, 1998.
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