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Abstract

Natural language has a high paraphrastic power yet
not all paraphrases are appropriate for all contexts.
In this paper, we present a TAG based surface re-
aliser which supports both the generation and the
selection of paraphrases. To deal with the combi-
natorial explosion typical of such an NP-complete
task, we introduce a number of new optimisations
in a tabular, bottom-up surface realisation algo-
rithm. We then show that one of these optimisations
supports paraphrase selection.
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On the other hand, it is also well known that surface real-
isation (the task of producing the set of sentences associat
by a grammar with a given semantic representation) is NP-
completd Brew, 1992.

In this paper, we present a TAG based surface realiser
which supports both the generation and the selectigmarh-
matical paraphrases (section 2 and 3). To deal with the re-
sulting combinatorics, we introduce a number of new opti-
misations (section 4). We then show how one of these op-
timisations can be used to support the selection of contextu
ally appropriate paraphrases (section 5). Finally, weteela
our approach to similar proposals and show that it compares
favourably in terms of efficiency (section 6 and 7).

As is well known, natural language has a very high paraphras2  The grammar

tic power so that the same core meaning can be expressed in

many different wayg§Gross, 1975; Mel'tuk, 1948 Yet not ~ The grammar used by the surface realiser is Feature-based
all paraphrases are appropriate for all contexts. So for inTAG, a unification based version of Tree Adjoining Gram-
stance, a sentence and its converse (1a) express the same doer. Briefly, a Feature-based TAG consists of a set of (aux-
meaning and so can be considered paraphrases of each otr#ary or initial) elementary trees and of two tree compiosit

Yet as example (1b) illustrates, they are not interchanigeab operations: substitution and adjunction. Substituticeits a
in the context of a control verb: tree onto a leaf node of another tfeehile adjunction inserts

an auxiliary tree into a derived tree (i.e., either an eletauign
tree or a tree resulting from the combination of two trees). |
an FTAG, each tree node which is not a substitution node is
associated with two feature structures catled andbot t om

and during derivation, the following unifications take ac
Similarly, a canonical and a cleft sentence (2a) communi-

cate the same core meaning yet a contrastive context (2p) onl ® The adjunction at some node X witfop featurest x
admits the cleft version. andbot t omfeatureshx, of an auxiliary tree with root

t op featuresr and footbot t omfeaturesf entails the
@ a i()lwskl\)/loall(ril ?ﬁal\il?gyhn ooks at unification oft x with » and ofbx with f.

b. *Itis not Sarah, John looks at Mary. e The substitution at some node X witlop featurest x
It is not Sarah, it is Mary that John looks at of a tree with root op featurest entails the unification
of tx with ¢.

(1) a. John borrowed a book from Mary.
= Mary lent a book to John

b. Peter persuaded John to borrow a book from Mary.
# Peter persuaded Mary to lend a book to John

More generally, the anaphoric potential (that is, the dis-
course status of the entities being talked about) of the pre- ¢ Atthe end of a derivation, thieop andbot t omfeatures
ceding discourse, its structure, the presence of an embgddi of all nodes in the derived tree are unified.
verb or of a given subordinating or coordinating conjurnctio
are all factors which may restrict the use of paraphrases. To *For more details on FTAG sé¥ijay-Shanker and Joshi, 198
preserve completeness, it is therefore important that argen  ?Leaf nodes where substitution can take place are grappicall
ator be able to produce paraphrases in a systematic fashiondistinguished by a down arrow.



In the FTAG used by the surface realisation algorithm, lin-3  The basic algorithm

guistic expressions are associated with semantic refeeSen ¢ pasic surface realisation algorithm used is summaitised
tions as advocated .[rGardent and Kallmeyer, _ZODSThe S~ Figure 1 (appendix). Itis a bottom up, tabular algorititay,
mantic representations used are flat semantic represerdati 1996 optimised for TAGs. Its workings can be illustrated by

in the sense dfCopestaket al, 2001 and thesemantic pa-  yhe following example. Suppose that the input semantics is
rameters (that is, the semantic indices representing the missg, o following :

ing arguments of the semantic functors) are represented by

unification variables. o o )
Further, each elementary tree is associated with a semantic ~ {¢amP(s,j).john(j),in(s, 1), paris(l)}

representation of the type just described and the apptepria

nodes of the elementary trees are decorated with semantic in Then the algorithm proceeds as follows. In a first step-(

dices or parameters. o _ical selectior), the elementary trees whose semantics sub-
More precisely, the substitution nodes of the tree assextiat symes part of the input semantics are retrieved and added
with a semantic functor will be associated with semantic patg the agenda. In our simple example, the selected trees are
rameters whilst root nodes and certain adjunction nodds wikhe trees fogean, campe, darsndparis.
be labelled with semantic indices. As trees are combined, The second step (theubstitution phase consists in sys-
semantic parameters and semantic indices are unified by thematically exploring the possibility of combining two ¢
FTAG unification mechanism thus specifying which semantichy supstitution. It is summarised for our example by the ta-
index provides the value for which semantic parameter.  pje in figure 2 where each line corresponds to a processing
Generally, the idea is that the association between tregtep. The words in each column indicate the trees present at
nodes and unification variables encodes the syntax/semagach step in the chart, the agenda and the agenda for ayxiliar
tics interface: it specifies which node in the tree provides t trees (AgendaA). The combination column indicates which
value for which semantic parameter in the semantic represefiree combines with which tree by means of which operation
tation of a semantic functor. So for instance, the trees fo{| indicates a substitutior,an adjunction). The trees result-
John, lovesandMary will be as given in Figure 1. The tree for jng from such a combination are represented using the con-
lovesis associated with a semantic representation includingatenation of the names of the combined trees (jeanCampe is
the two semantic parametersandy. These parameters also the tree resulting from the combination of the tree anchored
label the subject and the object substitution nodes oftéé&s t  py jeanwith that anchored byampg. Thus, the first line in-
Conversely, the root node of the tree fiohnis labelled with  dicates that the trees anchoredlen campe dansandParis
the semantic index. If the string parsed iSohn loves Mary  are in the agenda and that the chart is empty. The second line
this tree will be substituted at the subject substitutiodeof  shows that the next state is a state where the tree anchored
thelovestree thus instantiating the semantic parametrj. by Jeanhas been retrieved from the agenda and added to the

And similarly, for theMary tree. chart. The third line indicates that when the trees anchioyed
S campeandJeanare in the chart, they can be combined using
{»\ substitution. The result is added to the agenda etc.
NP{ : vP More generally, the items are retrieved one by one from
T the agenda to be added either to the chart or to the auxiliar
NP, /| V NP« NP, gen r . IXiliary
N \ T agenda (in the case of an auxiliary tree devoid of subsiituti
John loves Mary node). For each item added to the chart, all possible substit

tions are carried out and the resulting derived trees arecadd

name(j,john)  love(x.y) name(m,mary) to the agenda. The loop ends when the agenda is empty.
At this stage, all the items containing an empty substitutio
= love(j,m),name(j,john),name(m,mary) node are erased from the chart (here, the trees anchored by
, campeanddansare erased). The agenda is then reinitialised to
Figure 1:John loves Mary the content of the chart and the chart to the content of the aux

iliary agenda. The third step (thejunction phase) occurs
then in which all possible adjunctions are performed (figure
3). Finally (retrieval phase), the strings labelling the items in
Coverage. The grammar used describes a core fragment fothe chart whose semantics is the input semantics are printed
French and contains around 4 000 trees. It covers some 35—
basic subcategorisation frames and for each of these frames *Subsumption is here taken to denote term unification. Hence
the set of argument redistributions (active, passive, taidd lexical selectionis done on a very “syntactic” basis: ofigsie lexi-
reflexivisation, impersonal, passive impersonal) and géiar cal entries whose semantics representation matches ghe wfput

. S : g _ semantics are selected. This is partly alleviated by talémial
ment realisations (cliticisation, extraction, omissipeymu synonymy into account while developing the grammar so that t

tations, etc.) p_OSSIbIe for this frame'. As a result, it capsu jntra- or inter-categorical) synonyms are assigned theesseman-
most grammatical paraphrases that is, paraphrases due to 3& representation. A more complete treatment would rechie in-
verging argument realisations or to different meaning pretegration either of a richer lexical semantics or of a lekégdection
serving alternation (e.g., active/passive or cleftedftiefted  module permitting inference so that for instance “adultpdle(x)
sentence). human(x)” can be inferred to be denoted by the word “man”.



Agenda [| Chart Combination | AgendaA

Jean,campe,dans,Paris

campe,dans,Paris Jean

dans,Paris campe,Jean |(campe,Jean

Paris,JeanCampe campe,Jean,dans

JeanCampe campe,Jean,dans,Paris l(dans,Paris)

dansParis campe,Jean,dans,Paris,JeanCampe
campe,Jean,dans,Paris,JeanCampe dansParis|

Figure 2: Sample run of the substitution phase

out, which in this case yields the senterlean campe dans 4.2 Avoiding spurious derivations

Paris. . . .
Categorical grammars often allow so called spurious deriva

o tions in that one and the same syntactic structure can be
4 Optimisations derived in several different waysiepple, 1991 TAGs also
Surface realisation is NP complelBrew, 1992. More- induce spurious derivations due to the fact that substititi
over the paraphrastic power of natural language is enormousnd adjunctions on different nodes of the same tree can be
[Gross, 1975; Mel'€uk, 1998 Hence optimisation is a key carried out in different relative orders all of which resint
issue and so is the possibility to select a given paraphrasene and the same structure. Thus for instance, given the
on demand. We now present a number of optimisations wérees np(Mari e), np(Jean), s(npl, v(aime), npl)
added to the algorithm just described in order to reduce thand the semantiai me(j, m,jean(j), marie(m, two

combinatorics. derivations are possibles, one whemng(Jean) is first
. L substituted ins(np], v(aine), npl) before the tree for
4.1 Tabulation and ordered combinations np(Marie) is ;: and the other wherep(Marie) is first

Tabulation serves to avoid redundant computations. Irnyanal substituted beforep( Jean) is added. More generally, for a
sis, the use of the chart to store intermediate constiterds tree containing: substitution nodes, there will be possible
avoid multiple computation of the same structure renders aderivations. For instance given the sentence

exponential task polynomial. In generation however, tabul

tion increases efficiency by avoiding duplicate computetio . R .

but the complexity remains exponential because in pagicul (4) Jéan persuade Marie de prometire a Claire de donner un

of multiple modifiers[Brew, 1992. Suppose for instance livre & Marie.

that the input semantic representation is the following: g?)?)rll persuades Mary to promise Claire to give Mary a
fierce(x),little(x),cat(x),black(x) there will be3! x 2! x 2! = 24 possible derivations all
For this input, a naive bottom-up realisation algorithm wil g(famgrr]r;groduce the same syntactic tree and hence the same

generate all intermediate structures thatris,intermediate
structures withn the number of modifiers. Theseé struc-
tures will furthermore be multiplied by the context so that f
instance given the input fahe fierce little black cat runsthe
following structures will all be generated.

Adjunction suffers from the same shortcoming. Given a
TAG tree andn auxiliary trees that can adjoin to different
nodes of that tree, there an¢ possible ways of deriving the
tree resulting from these adjunctions.

To avoid these spurious derivations, we impose a unique
] ] ) ) ) order (from left to right) on the sequences of substitutions
(3) a. fierce cat, fierce black cat, little cat,little black cat, ier 59 adjunctions done within a given tree. Because the al-

little cat, black cat . _ gorithm systematically examines all pairs of items, this re
b. the fierce c_at, theT fierce black cat, the little cat, the little gtriction does not affect completeness : the unique désivat
black cat, the fierce little cat, the black cat supported by the imposed constraints will be taken into con-

C. the fierce catruns, the fierce black cat runs, the little cat gjqeration by the algorithm and will therefore be produced.

runs, the little black cat runs, the fierce little cat runse thlack A third source of spurious derivations come from the pos-

catruns sibility of having multiple adjunctions on the same node of a

To minimise the impact of multiple modifiers, the algo- given tree for instance in the case of tite black cat The

rithm presented here performs all substitutions before conauxiliary trees anchored Higtle andblack can adjoin in two
sidering adjunctions. In effect, this means that adjumctio different orders on the tree anchoredday. eitherlittle is ad-
only applies to syntactically complete trees and so that th@ined tocat andblackto the foot node ofittle in the resulting
many intermediate structures induced by the modifiers do ndtee orblack is adjoined tocat andlittle to the root node of
multiply out with other incomplete structures. In the abovethe resulting derived tree. To eliminate this type of spusio
example for instance, (3c) will be computed but neither (3a)derivations, adjunction on a foot node is ruled out — which is
nor (3b). usual in TAG parsers.



Agenda [| Chart Combination AgendaA
Jean,Paris,JeanCamfedansParis
Paris,JeanCampe dansParis,Jean
JeanCampe dansParis,Jean,Paris
dansParis,Jean,Paris,JeanCamnpe(JeanCampe,dansParis
JeanCampeDansParigs dansParis,Jean,Paris,JeanCamnpe
dansParis,Jean,Paris,JeanCamnpe,
JeanCampeDansParis

~

Figure 3: Sample run of the adjunction phase

4.3 Filtering of valid lexical sequences e a polarity of the form—S is added to the tree polarity
signature of each initial tree for each substitution node

The most efficient optimisation takes place between the lex- with categorys in that tree.

ical selection phase and that of combination by substitutio _ _
and adjunction. At this stage, the number of combinations Now we neec;l to compute th polarity of all possible com-
that area priori possible is[ ], _,,, a; with a; the degree of binations of lexical items. This is done by:

lexical ambiguity of thei-th literal andn, the number of lit- 1 pyilding a polarity automaton for each polarity category
erals in the input semantic. That is, the search space isexpo  occurring in the set of possible combinations (in this
nential in the number of literals. To reduce the combinag)ri casey ands),

we use a technique introduced for parsing[Bgrrier, 2008 . _ .
calledpolarity based filtering 2. computing the intersection of these automata and

Polarity based filtering is based on the observation that 3. minimising the resulting automaton.
many of the combinations of lexical items which coverthe in- | the final automaton, only the combinations that have a
put semantics are in fact syntactically invalid either hsea | polarity are represented. These will be the combimetio
a syntactic requirement is not fulfilled or because a syntaCactyally explored by the realiser.
tic resource is not used. Accordingly, polarity based fiftgr For the above example, the final automaton is that given in
detects and eliminates such combinations by: figure 9 where each state is labelled with the cumulated polar
1. assigning each lexical item a polarity signature reftegti 1ty Of the path(s) leading to that state and where the triamsit
its syntactic requirements and resources are Iapellgd with the lexical item cov.ered.. As can b(_a seen, th
combinations that are syntactically invalid (in grey in the
2. computing for each possible combination of lexicaltomaton) have been eliminated. Thus in particular, the com-
items the net sum of its syntactic requirements and repjination of the predicative tre@0Vadjwith the verbachete
sources and and its two complements is ruled out (as theequirement of

3. eliminating all combinations of lexical items that do not N0Vadjcannot be satisfied) and conversely, the combination

have a net sum of zero (because such combinations caFE the predicative trepOVadjwith the relational nourachat
not possibly lead to a syntactically valid sentence) (because thg requirement op0Vadjcannot be satisfiet|)

As we shall see below, polarity based filtering is imple-4.4 Combining polarity based filtering and
mented using finite state techniques. tabulation

Let us see how this works by running through a simpleTo preserve the factorisation supported by the use of a,chart
example. Suppose that the input semantic representation ispolarity filtering must furthermore be integrated with tiee r
alisation algorithm. Indeed, each path through a polarty a
(5) buy(e.t.}), annoying(e), field(t),]john(j) tomaton represents a combination of lexical items whose: tot

el ' ' semantics is the input semantics and which may lead to a syn-
and that the TAG trees selected for this input are the onetactically valid expression. But some of these paths magesha
given in Figure 8 (appendix). some su_bpath(s). To avoid computing these _shared subpaths

In this figure, the literals following the tree name give the Several times, each selected elementary tree is annotéted w

polarities that are automatically assigned to each of these - ..

. . oo : For lack of space, we ignore here functional words (detegnsin
trees on the basis of their root and substitution nodes iffor i prepositions). In the full algorithm, their treatment ispl@mented

stance, ther_achetehas polarity(+p — 2n) meaning that it gjther by means of co-anchors (a verb whose compléemeniresa
provides a sentence and requires two NPs). Since in & TAGyiven preposition for instance, will be assigned a tree withitiple

substitution nodes indicates syntactic requirementssivait  anchors, one for the verb, the other for the prepositionyanbans
initial tree permits fulfilling a syntactic requirement,lpoty  of aricher semantic (contrary to what is shown here, a gfienill
signatures can be automatically computed as follows: have a non nul semantics). Note further that lexical itentls miulti-

] ] _literal semantics are also handled as well as items whosersers

e a polarity of the form4-C' is added to the tree polarity is reduced to an index (pronouns, control verb subject, fiedlj

signature of each initial tree with root node categbry etc.).



the set of automaton paths it occurs in. During realisationstrictor is then used to initialise the polarity automatow a
two items will be compared only if the intersection of their eliminate (by polarity filtering) all these combinationsiain
path sets is not empty (they appear in the same automatalo not contain the+rcl eft:j charge (since the negative
path). The result of a combination is labelled with the in-charge introduced during initialisation must be canc¢lléd
tersection of the labels of the combined constituents. i th a result, the realiser will only produce the variant:

way, the elementary items appearing in several paths of th , . .

aut%maton are onlyyintroducgé3 once%n the chart gnd the fac(f(G) Cest Jean qui regarde Marie
torisation of both elementary and derived items that are-com More generally, the polarity mechanism permits selecting

mon to several automaton path is ensured. paraphrases on the basis of the information contained in the
grammar hypertags or in the TAG tree features. This infor-
5 Paraphrase selection mation, which is decided upon by the grammar writer, can be

both fine grained and of different natures.

As pointed out in the introduction, not all paraphrases prea  Feature values can be used to control the feature values
propriate in all contexts. To test the ability to generateter-  associated with the root node of the constructed tree, ajigic
tually appropriate sentences, we augmented the realiser Wirequiring that it is of interrogative, declarative or imptve
a paraphrase selection mechanism based on the polarity finood.
tering system described in section (4.3). For instances it i Hypertags can be used more generally to control the selec-
possible to select from among the possible realisations fofion of the lexical items entering in the generated construc
regarde(j,m, jean(j), marie(m, the variant where |mportantly, the information they contain can be specified
jeanis verbalised as a cleft subject nameljest Jean quire-  poth at the grammar and at the lexical level so that para-
garde Marie (Itis John who is looking at Mary) phrase selection can then operate both on features detgtmin

More generally, the selection constraints allowed arepy syntax and on lexically determined characteristicseflev

syntactico-semantic constraints of the fogmt : Sent ndex  of speech, modality, type of semantic relation, thematit an
whereSynt is a morpho-syntactic feature (declarative, inter-fore/backgrounding structure, etc;).

rogative, cleft, pronoun, etc.) arg&m ndex is an index oc-
curring in the input semantics. 6 Implementation and Experimentation
Intuitively, a selection constraint supports the selettio
for a given semantic index, of the variant(s) obeying theThe realiser described here has been implemented in Haskell
syntactico-semantic constraint set by the selection cainst It includes a graphical interface as well as a debugger 4o tha
for that index. the user can inspect the content of the chart and of the agenda
Formally, these constraints are imposed during the pglaritat each step of the algorithm. It also supports batch precess
filtering phase as follows. The syntagtimpertiessupported  ing thus permitting a systematic evaluation of the impact of
by the selection constraints are automatically assocted Vvarious optimisations combinations. In what follows, we-di
ing grammar compilation to the elementary trees of the gramcuss the effect of polarity filtering and of paraphrase silac
mar by means of so-called hypertdgsényon, 200Q. Thisis  in that system.
made possible by the fact that the TAG used is derived from S
a metagrammaiCrabbé and Duchier, 20D4hat is, from a 6.1 The effect of polarity filtering

highly factorised way of representing the linguistic capise  To get an estimate of how our realiser compares with exist-
encoded in the TAG trees. Roughly, the metagrammar foring published results, we revisited the test cases disdusse
malism is used (i) to define abstractions over these concepts [Carroll et al, 1999 and[Koller and Striegnitz, 2002by

and (i) to combine these abstractions so as to producethe ghroducing similar sentences in French namely (7a) and (7b).
ementary trees of a TAG. During the metagrammar compila-

tion process, a so-calldt/pertagis built for each tree which
records the abstractions used to produce that tree. Thus hy-
pertags contain detailed information about the linguistio-
tent of the TAG elementary trees. In particular, the hygerta b. Le directeur organise un nouveau seminaire d’equipe heb-
of the tree with clefted subject of the nOvn1 family (i.e. e th domadaire speciallhe manager organises an unusual ad-
set of verbs taking two nominal arguments) will contain the ditional weekly departmental conferece
property+cl ef t : XwhereXis the semantic index associated  The grammar used contains 2063 trees. In this grammar,
with the subject node. the verborganiseris associated with 107 trees and adjectives
During lexical selection, this index is instantiated byfisni  with 8 trees. For the purpose of efficiency testing, we fur-
cation with the input so that the selected elementary tree fothermore treated the RPéquipeas an adjective. As a result,
regardewill have the propertycl eft:j. there arel07 x 8 (856) combinations of lexical items cover-
Conversely, aestrictor is a property that a lexical item in- ing the input semantics for example (7a) while for example
tervening in the production of the generated paraphmasss  (7b), this number i207 x 8*. The effect of polarity filtering
have. In the above example, the restrictordsef t : j mean-  for these two examples is summarised in the following table.
ing that thg index must be realised by a clefted structure. That is, polarity filtering reduces the number of lexical
Paraphrase selection is implemented by parameterising th'ems combinations actually explored from 856 to 55 in the
realiser with a restrictor (for instancegl eft:j). This re-  first case and from 438 272 to 232 in the second.

(7) a. Le directeur de ce bureau auditionne un nouveau consul
tant d’Allemagne The manager in that office interviews a
new consultant from Germajy



_ | Example 7a] Example 7b qu'auditionne le directeur de ce bureau
Possible combinations 856 438 272 d. C'est un nouveau consultant d’Allemagne que le
Se%?g?gg:t('\?vr/‘: :glggtrig(r:) 58 gig directeur de ce bureau auditionne .
e. C’est un nouveau consultant d’Allemagne qui est

auditionné par le directeur de ce bureau
Figure 4: Filtering out combinations f. Le directeur de ce bureau auditionne un nouveau
consultant d’Allemagne
g. Un nouveau consultant d’Allemagne est auditionné

Note furthermore that despite the overhead introduced by .
par le directeur de ce bureau

the construction of the polarity automaton, polarity filber

reduces overall processing times (cf. Figure 5). Since for the moment the grammar places no constraints on
the respective order of modifiers, there are 9 possiblesaali
Optimisations|] Example 7a] Example 7b tions for example (7a) an@ x 3! for example (7b). With the
none 14.8s 93.8s object cleft restrictions on “consultant”, these numbeispd
pol 08s 14.7s to 2 for the first example and tbx 3! for the second.
Carroll 18s 43s

Koller 14s 08s Example 7a] Example 7b

Sentences (w/o selection) 9 54

Figure 5: Processing times Sentences (with selection)) 2 18

Thus, for the examples considered, processing times are Figure 6: Selection

reduced by 95% and 84% respectively. The processing times
for (7a) compares favourably with those published for both Accordingly, the processing time drops by 63% and 88%
the Carroll et al. and the Koller and Striegnitz realiserisisT ~ with respect to simple polarities (cf. Figure 7).

comparison is not all that meaningful, however, since we are

using different grammars and significantly faster commyjter Optimisations|| Example 7a| Example 7b
a 3 Ghz Pentium IV to the 700 Mhz Pentium Il [iKoller none 14.8s 93.8s
and Striegnitz, 2002 pol 0.8s 14.7 s

Indeed, the poor performance of our surface realiser in ex- pol + select 03s 18s

ample (7b) is directly related to the degree of lexical ambi-
guity in our grammar. As illustrated in section 4.1, input se Figure 7: Polarity + Selection
mantics with multiple modifiers pose a problem for surface

realisers. Although performing adjunction separatelyrfro

substitution prevents this problem from spilling overime 7  Related approaches

complete structures, the fact remains thatranslate ton!
structures. Further aggravating the situation is that camg
mar provides 8 trees for every adjective, leadingto 5!, or
3.9 million possible structures. When we modified our gram
mar to only have one tree per adjective, our realisationgime

dropped to 9s without filtering and 2.7s with. This exam- : - Lo

ple calls to attention the fact that polarity filtering doest n COnStraintbased approach describefKoller and Striegnitz, -

account for lexical ambiguity in modifiers. In section 7, we 2003. We also briefly relate it to the greedy strategy used in
' ' [Stoneet al, 2003.

suggest some potential mechanisms for dealing with modi*
fiers, which we expect to be complementary to the filtering7 1 Copestake et al.’s HPSG approach

technique. As mentioned in section 4.1, multiple modifiers may trig-
6.2 Paraphrase selection ger an exponential number of intermediate structures. The
“adjunction after substitution” idea is inspired from theop
posal made iCarroll et al,, 1999 that a complete syntactic
keleton be built before modifiers be inserted into that.tree
cause the Carroll et al. proposal is set within the HPSG
mework however, extracted modifiers asWhich office

did John work in? need specific treatment. In contrast, in

aIIgcvissaes,fl?]ltj;ificcgtr:u?:?u?gglfag:]&% ?r? fuot”((:)c\yl\ass:i d-gr'g dgr:am?afAG, all modifiers are treated using adjunction so that ne spe
y P PIME cific treatment is required. All that is needed is that adjunc

(8) a. C'est par le directeur de ce bureau qu’un nouveation only be applied after all possible substitutions hagerb

Several recent papers focus on improving the efficiency of
surface realisation. In this section, we relate our apgraeac
‘the HPSG based approach presentddiarroll et al, 1999,

to the statistical and semi-statistical strategies usd@am-
galore and Rambow, 20D@nd in[White, 2004 and to the

Paraphrase selection permits reducing the combinatamies o
step further. Thus introducing a cleft restrictor for exadasp

(7a) and (7b), causes the generator to produce fewer resul
2 sentences instead of 9 in the first example, and 18 instean;g
of 54 in the second.

consultant d’Allemagne est auditionné carried out. A second, more meaningful difference is that no
b. C'est le directeur de ce bureau qui auditionne unsuchglobal optimisation as polarity filtering is proposed to
nouveau consultant d’Allemagne filter out on the basis of global information about the sets of

C. C'est un nouveau consultant d’Allemagne possible combinations, a priori invalid ones.



7.2 Statistical approaches the set of input lexical entries. A post processing phase pro

Interestingly[White, 2004 proposes a treatment of modifiers duces the der_lved trees on the basis of the derivation trees
which is in some sense the converse of the “adjunction afteputput by the first step.
substitution” treatment and where complete NPs are firétt bui  The main similarity between this and our approach is that
before they are combined with the verb. This second option ishey both use @lobal mechanism for filtering out combina-
also feasible in TAG (adjunction would then apply on specifictions of lexical entries that cannot possibly lead to a synta
sets of lexical entries and the results combined with thb)ver tically valid sequences. In the Koller et al. approach, this
and it would be interesting to experiment and compare théiltering is based on well formed derivation trees (only thes
relative efficiency of both approaches within the TAG frame-combinations of lexical entries that form a valid derivatio
work. tree are considered) whereas in ours, it is based on pekriti

Both approaches isolate the addition of modifiers to a conand on the cancelling out of syntactic resources and require
stituent, thereby avoiding spurious combinations withednr ments. As a preliminary evaluation shows, such a global op-
lated constituents; but neither directly address the faattdre  timisation is very efficient in pruning the search space.
still an exponentiah! ways to combine any. modifiers for
a single constituenfWhite, 2004 and[Bangalore and Ram-
bow, 2000 propose statistical solutions to this problem base
on a linear n-gram language model. In White’s approach th
statistical knowledge is used to prune the chart of idehtic
edges representing different modifier permutations, ¢og.,
choose betweetfierce black caandblack fierce cat Bangalore
assumes a single derivation tree that encodes a word |étice
{fierce black, black fierdecat), and uses statistical knowledge
to select the best linearilisation. Our framework does oot ¢
rently implement either approach, but we hope to adoptan a
proach similar to Bangalore’s. Rather than directly parfor
ing adjunction, we associate each node with the set of auxil
iary trees (modifiers) that are to be adjoined to that node. Th
order in which these modifiers are adjoined can be decide
through statistical methods.

There are three other uses for probabilistic techniques: fo
lexical selection, optimisation and ranking. Such teche® 7 4 Stone’s greedy approach
are useful for guiding the surface realiser towards a single

best result (or a relatively small number thereof). On th
other hand, we aim to produedl possible paraphrases, thate[Stomaet al, 2009 presents a greedy approach to TAG based

is explore the entire search space of syntactic variants, arpurface realisation. The greedy search applies itergtieel
so with the exception of modifier ordering, we eschew thelPdate &singlestate in the search space. On each iteration,
use of probabilities in favour of an “exact methdd. Bon- all neighbours of the current state are produced but only one

fante, 2003 While Bangalore uses a tree model to produceState is chosen at the next current state, based on a heuristi

a single most probable lexical selection, we use polariges €valuation.

filter out all the definitely impossible ones. While in White’ [Stoneet al, 2003’s search strategy is therefore markedly
system, the best paraphrase is determined on the basis of different from ours. While we explore the entire search
gram scores that is, on the basis of frequency, in our approaspace and use polarities to control the combinatorics,e&on
“best” means “most contextually appropriate”. Indeed, thegreedy strategy is a best first strategy which incrementally
restrictors we use to select a paraphrase, although they at@ms the search space using heuristics. In terms of effigien
here given by hand, could equally be set by the context anthe greedy strategy is of course better. The goals behind the
so permit modelling the effect of contextual constraints ontwo approaches are distinct however. Thus while Stone’s ap-
paraphrases. We believe that our approach, modulo statiproach aims at modelling the interaction of the various mech
tical handling of modifiers, would be roughly equivalent to anisms involved in microplanning, the present proposaiis d

There are differences though. In particular, while Koller e

(ﬁl. explicitly ignores feature information, our algoritbran-

les a TAG with fully specified feature structures. Further
hile in our approach, the processing of the valid combina-
&ions is done using a tabular algorithm optimised to avoid sp
rious derivations, the postprocessing step producinyeleri
trees from derivation trees is left undefined in the Kollealet
approach. Finally, while the Koller et al. approach is based
on constraint propagation, ours is based on finite state tech
niques. These differences open up the door for interesting
p(:'omparisons and combinations. It would be interesting for
instance to combine the Koller et al approach with the tab-
ular surface realisation algorithm presented in this paper
té) compare run times once feature structures are taken into

ccount.

White's with anytime-searching disabled. rected towards generating and selecting paraphrasesr-n pa
, . ticular, we are interested in using the realiser to debuga-pa
7.3 Koller et al’s constraint-based approach phrastic grammar that is, a grammar which alleviates the in-

Finally, our approach has interesting connections to thderence task by assigning paraphrases the same semantics —
constraint-based approach proposed[Kgller and Strieg- this can only be done by adopting an exhaustive search strat-
nitz, 2004. In this approach, the subset of the TAG grammaregy. More generally, “exhaustive surface realisation”-pro
which is used for a given realisation task is translated &nto vides a natural way to debug grammars and reduce their de-
set of lexical entries in a dependency grammar defining welgree of overgeneration. Since the combinatorics is not only
formed TAG derivation trees. This set of entries is thengadrs theoretically (worse case analysis) but also practicadlgyv

by an efficient constraint-based dependency parser thus prbigh, it is worth investigating ways of optimising surfa@e r
ducing the derivation trees associated by the grammar withlisers which perform an exhaustive search.



8 Conclusion [Koller and Striegnitz, 2002A. Koller and K. Striegnitz.

We have presented a surface realiser for TAG which is opti- G€neration as dependency parsingPfceedings of the
mised to support the generation of grammatical paraphrases 40th ACL Philadelphia, 2002.

while also permitting the selection, on the basis of syitact [Mel'¢uk, 1989 |. Mel'tuk. Paraphrase et lexique dans la
semantic constraints, of a particular paraphrase. The most théorie linguistique sens-texteexique 6:13-54, 1988.
efficient optimisation proposed concerns polarity filtgria_ [Perrier, 2008 G. Perrier. Les grammaires d’interaction,

global technique that permits the elimination of combioias 2003. Habilitation & diriger les recherches en informa-
of lexical items which cannot possibly lead to a syntacljcal tique, université Nancy 2

valid sentence. While used here for generating with TAG, the[
technique is fully general and can be used for parffegrier, ~ [Stoneetal, 2003 M. Stone, C. Doran, B. Webber,
T. Bleam, and M. Palmer. Microplanning with commu-

2004 but also for generating with other grammatical frame-
works.
Future work will concentrate on extending the grammar

lar, morphoderivational or cross categorical paraphjases
providing a systematic evaluation of the paraphrase setect
mechanism and on using the realiser for the debugging of
existing TAG for French.
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buy(e,j,f) annoyi ng(e) field(f)
v_achete (+p -2n) nOVadjennuyeux (+p -n) dield (+n)
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Figure 8: Grammar for example 5
buy(e,j,f)| john(j) | field(f) annoying(e)
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Figure 9: A minimised polarity automaton



