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Abstract

In this paper, we present an approach
to automatically revealing phonological

correspondences within historically re-

lated languages. We create two bilingual
pronunciation dictionaries for the lan-

guage pairs German-Dutch and German-
English. The data is used for automat-
ically learning phonological similarities

between the two language pairs via EM-
based clustering. We apply our models
to predict from a phonological German

word the phonemes of a Dutch and an
English cognate. The similarity scores
show that German and Dutch phonemes
are more similar than German and En-
glish phonemes, which supplies statistical
evidence of the common knowledge that
German is more closely related to Dutch
than to English. We assess our approach
gualitatively, finding meaningful classes

caused by historical sound changes. The

classes can be used for language learning.

Introduction

from other language families: the learner’'s native
language provides a valuable resource which can be
used in learning the new language. Although En-
glish also belongs to the West Germanic languages,
German and Dutch share more lexical entries with a
common root than German and English.

The knowledge about language similarities on the
lexical level is exploited in various fields. In ma-
chine translation, some approaches search for sim-
ilar words (cognates) which are used to align par-
allel texts (e.g., Simard etal. (1992)). The word
triple Text-tekst-text([tEksf in German, Dutch
and English) can be easily recognized as a cog-
nate; recognizindPfeffer-peper-peppei{pfE| [f@r]-
[pe][p@n)-[pE|[p@r*]), however, requires more
knowledge about sound changes within the lan-
guages. The algorithms developed for machine
translation search for similarities on the ortho-
graphic level, whereas some approaches to com-
parative and synchronic linguistics put their fo-
cus on similarities of phonological sequences.
Covington (1996), for instance, suggests different
algorithms to align the phonetic representation of
words of historical languages. Kondrak (2000)
presents an algorithm to align phonetic sequences
by computing the similarities of these words.
Nerbonne and Heeringa (1997) use phonetic tran-

German and Dutch are languages that exhibit a widgriptions to measure the phonetic distance between
range of similarities. Beside similar syntactic feadifferent dialects. The above mentioned approaches
tures like word order and verb subcategorizatiopresuppose either parallel texts of different lan-
frames, the languages share phonological featurgaages for machine translation or manually com-
which are due to historical sound changes. Thegsled lists of transcribed cognates/words for analyz-
similarities are one reason why it is easier to learn img synchronic or diachronic word pairs. Unfortu-
closely historically related language than languagesately, transcribed bilingual data are scarce and it
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is labor-intensive to collect these kind of corporawhether a bilingual phoneme pair is a possible sound
Thus, we aim at exploiting electronic pronunciatiorcorrespondence.  Another interesting generative
dictionaries to overcome the lack of data. model can be found in Knight and Graehl (1998).
In our approach, we automatically generate datéhey train weighted finite-state transducers with the
as input to an unsupervised training regime anBM algorithm which are applied to automatically
with the aim of automatically learning similar struc-transliterating Japanese words - originated from En-
tures from these data using Expectation Maximizaglish - back to English. In our approach, we aim at
tion (EM) based clustering. Although the generatiomliscovering similar correspondences between bilin-
of our data introduces some noise, we expect thgual data represented in the classes. The classes can
our method is able to automatically learn meaningfube used to assess how likely a bilingual sound corre-
sound correspondences from a large amount of datpondence is.
Our main assumption is that certain German/Dutch _
and German/English phoneme pairs from related Generation of two parallel Corpora

stems occur more often and hence will appear in thg thjs section, we describe the resources used for
same class with a higher probability than pairs not iy ¢justering algorithm. We take advantage of two
related stems. \We assume that the historical Souggh.jine bilingual orthographic dictionariésnd the
changes are hidden information in the classes.  monolingual pronunciation dictionaries (Baayen et
The paper is organized as foIIpWSZ Section %| 1993) incELEX to automatically build two bilin-
presents related research. In Section 3, we descrlggm pronunciation dictionaries.
the creation of our bilingual pronunciation dictionar- | 3 first step, we extract from the German-Dutch
ies. The outcome is used as input to the algorithigrthographic dictionary 72,037 word pairs and from
for_autorpaﬂcall_y deriving phon_ologlcal classes deghe German-English dictionary 155,317. Figures 1
scribed in Section 4. In Section 5, we apply Ouhng 2 (1st table) display a fragment of the extracted
classes to a transcribed cognate list and measure m?nographic word pairs. Note that we only allow

similarity between the two language pairs. A qualipne possible translation, namely the first one.
tative evaluation is presented in Section 6, where we |4 5 next step, we automatically look up the pro-

interpret our best models. In Sections 7 and 8, Wgynciation of the German, Dutch and English words
discuss our results and draw some final conclusiong, tne monolingual part oEELEX. A word pair is
considered for further analysis if the pronunciation
of both words is found irCELEX. For instance, the

Some approaches to revealing sound correspofifst half of the word paiHausflur-huisgangcor-
dences require clean data whereas other methods ¢itpr) does occur in the German part©fLEX but
deal with noisy input. Cahill and Tiberius (2002)the second half is not contained within the Dutch
use a manually compiled cognate list of Dutchpart. Thus, this word pair is discarded. However, the
Eng“sh and German Cognates and extract Crosw.ordsHaUS-hUiS'hOUSQre found in all three mono-
linguistic phoneme correspondences. The resultingual pronunciation dictionaries and are used for
contain the counts of a certain German phonenférther analysis. Note that the transcription and syl-
and their possible English and Dutch counterpartéabification of the words are defined @ELEX.

The method presented in Kondrak (2003), however, The resultis a list of 44,415 transcribed German-
can deal with noisy bilingual word lists. He gener-Dutch word pairs and a list of 63,297 transcribed
ates sound correspondences of various Algonqui&perman-English word pairs. Figures 1 and 2 (2nd
languages. His algorithm considers them as posdable) show the result of the look-up procedure.
ble candidates if their likelihood scores lie above &0r instance[’haug®-["hUls] is the transcription of
certain minimum-strength threshold. The candidatddaus-huisin the German-Dutch dictionary, while
are evaluated against manually compiled sound €Or- 2. /geatch.de/niederlande/buch.htm

respondences. The algorithm is able to judgettp:/branchenportal-deutschland.aus-stade.de/englisch-
deutsch.html

http://www.itri.brighton.ac.uk/projects/metaphon/ 3A syllable is transcribed within bracketsyllablg).

2 Previous Research
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Orthographic lexicon Transcribed lexicon Bilingual pronunciation dictionary] Onsets Nuclei Codas

Hauser  huizen rhoylz@]  [hUI][z@) ['hoy] z@1 (hU1][z@)] oy Ul | NOP NOP

h h
Haus huis ["haug ["hUls] ["haug ["hUls] z z @ @ r NOP
Hausflur  huisgang| = ["haug [flu:r] huisgang = - - = h h au Ul s s
Haut huid ["hauf ["hult] ["hauf] ["hult] h h au Ul t t
Hautarzt  huidarts [haui["a:rtsf]  [hUId][Arts] [hauf["a:rtsf] [hUId][Arts] h h au Ul t d
NOP  NOP a A rtst rts

Figure 1. Creation of th&erman-Dutch input: from the orthographic lexicon - the automatically tran-
scribed lexicon - the bilingual dictionary - to the final bilingual onset, nucleus and coda lists ( left to right)

Orthographic Texicon Transcribed lexicon Bilingual pronunciation dictionary] Onsets Nuclei Codas
Hauser houses ["hOy][z@1 ["hau]|zlz] ["hOy][z@1 ["hau](zlz] h h Oy auU || NOP NOP
Haus house ["haug [haUg ["haug [haUg z z @ | r z
Hausflur corridor = ["haug[flu:r] ’kO][rl][dO:rx] | = - - = | h h au au s s
Haut skin ["hauf] [skin] ["hauf] [skin] h sk au | t n
Hautarzt  dermatologist] [haui["a:rtsf]  [d3][m@]["tO]-
-(@][dZlsf

Figure 2: Creation of th&erman-English input: from the orthographic lexicon - the automatically tran-
scribed lexicon - the bilingual dictionary - to the final bilingual onset, nucleus and coda lists ( left to right)

["haug-[haUs is the transcription oHaus-houseén ing step, each word pair consists of the same number
the German-English part. of onsets, nuclei and codas.

The final step is to extract a list of German-Dutch
nd German-English phoneme pairs. Itis easy to ex-
act the bilingual onset, nucleus and coda pairs from

e transcribed word pairs (fourth table of Figures 1

We aim at revealing phonological relationships
between German-Dutch and German-English word
pairs on the phonemic level, hence, we need som

. . , t
thing similar to an alignment procedure on the syl- ) )
d g P y nd 2). For instance, we extract the onset ffair

lable level. Thus, we first extract only those wor H th | . UIl and the cod
pairs which contain the same number of syllable .]’t e nucleus paau-[Ul) and the coda pals}-[

The underlying assumption is that words with a his- o' the German-Dutch word pajthaug-["hUIs].

torically related stem often preserve their syIIabIéN 't.h t he 2d1e3<ir2|b§d meth%d, V\(]e Ozti"; (;‘go?mGthe re-
structure. The only exception is that we do not usg'aining <1, erman-Dutch an ' erman-

all inflectional paradigms of verbs to gain more datgngIISh words, 59,819 German-Dutch and .35’847
because they are often a reason for uneven syllab?eerm"’m'EngIISh onset, nucleus and coda pairs.
numbers (e.g., the past tense German suffix /tet&/
is in Dutch /te/ or /de/). Hautarzt-huidartswould

be chosen both made up of two syllables; howh this section, we describe the unsupervised clus-
ever, Hautarzt-dermatologistvill be dismissed as tering method used for clustering of phonological
the German word consists of two syllables whereasits. Three- and five-dimensional EM-based clus-
the English word comprises five syllables. Figures fering has been applied to monolingual phonologi-
and 2 (3rd table) show the remaining items after thisal data (Miller et al., 2000) and two-dimensional
filtering process. We split each syllable within theclustering to syntax (Rooth et al.,, 1999). In our
bilingual word lists into onset, nucleus and codaapproach, we apply two-dimensional clustering to
All consonants to the left of the vowel are considreveal classes of bilingual sound correspondences.
ered the onset. The consonants to the right of thEhe method is well-known but the application of
vowel represent the coda. Empty onsets and codpsobabilistic clustering to bilingual phonological
are replaced by the worllOP)|. After this process- data allows a new view on bilingual phonological

Phonological Clustering
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processes. We choose EM-based clustering as &6 and 30) and 20 steps of re-estimation. Our train-
need a technique which provides probabilities tang regime yields 1,200 onset, 1,200 coda and 1,000
deal with noise in the training data. The two maimucleus models.

parts of EM-based clustering are (i) the induction

of a smooth probability model over the data, and (ii#-2 Experiments with German-English data

the automatic discovery of class structure in the datgy,, training material is slightly smaller for German-
We aim to derive a probability distributiop(y) on  English than for German-Dutch. We derive 35,847
bilingual phonological unitg from a large sample gnset, nucleus and coda pairs for training. The re-
(p(c) denotes the class probability(ysource|c) IS duced training set is due to the structure of words
the probability of a phoneme of the source languagghich is less similar for German-English words than
given class:, andp(yzarget|c) is the probability of a  for German-Dutch words leading to words with un-

phoneme of the target language given clgss equal syllable numbers. We used the same training
regime as in Section 4.1, yielding the same number
p(y) = ZP(C) : p(ysou'rcelc) : p(ytarget‘c) Of mOde|S

ceC
5 Similarity scores of the syllable parts

The re-estimation formulas are given in (Rooth e{[Ne

al., 1999) and our training regime dealing with the a.pply our models to a translation task. The_mam
idea is to take a German phoneme and to predict the
free parameters (e.g. the number|dfof classes)

. . . - ost probable Dutch and English counterpart.
is described in Sections 4.1 and 4.2. The output g? Stp N gits Unterp

: . . . Hence, we extract 808 German-Dutch and 738
our clustering algorithm are classes with their clasa

. . erman-English cognate pairs from a cognate
number, class probability and a list of class member . . .
: . - atabasg consisting of 836 entries. As for the train-
with their probabilities.

ing data, we extract those pairs that consist of the
[_ches? 006 | ‘ same number of syllables because our current mod-
ts 0144 LoooTee els are restricted to sound correspondences and do

o not allow the deletion of syllables. We split our cor-

The above table comes from our German-Dutch ex5,5 into two parts by putting the words with an even
periments and shows Class # 2 with its probability ofne number in the development database and the

6.9%, the German onsets in the left column (€9., \yords with an uneven line number in the gold stan-
appears in this class with the probability of 63.3%q41q database. The development set and the gold
[ts] with 14.4% and[s| with 5.5%) and the Dutch giangard corpus consist of 404 transcribed words for
onsets in the right columrt{ appears in this class e German to Dutch translation task and of 369
with the probability of 76.4% an¢tl] with 12.8%).  {ranscribed words for the German to English trans-
The examples presented in this paper are fragmentgion task.

of the full classes showing only those units with the 1.4 a5k is then to predict the translation of Ger-

highest probabilities. man onsets to Dutch onsets taken from German-
Dutch cognate pairs, e.g. the models should predict
from the German wordurch([dUrx]) (through), the
We use the 59,819 onset, nucleus and coda pafesitch worddoor ([do:n). If the phoneme correspon-
as training material for our unsupervised trainingdence/d]:[d], is predicted, the similarity score of the
Unsupervised methods require the variation of apnset model increases. The nucleus score increases
free parameters to search for the optimal modeif the nucleus model predictd)]:[o:] and the coda
There are three different parameters which have gsore increases if the coda model prediess:[r].
be varied: the initial start parameters, the numbéie assess all our onset, nucleus and coda models
of classes and the number of re-estimation steps—; , _ . :

. . . We did not experiment with 30 classes for nucleus pairs as
Thus, we experiment with 10 different start parameere are fewer nucleus types than onset or coda types
eters, 6 different numbers of classes (5, 10, 15, 20, ®http://www.itri.brighton.ac.uk/projects/metaphon/

4.1 Experiments with German-Dutch data
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German to Dutch German to English .
Onset | Nucleus| Coda || Onset| Nucleus| Coda Proto C"e'mam
80.7% | 50.7% | 52.2% || 69.6% | 17.1% | 28.7% .

Table 1: Similarity scores for syllable parts of cog- West Cermanic
nates indicating that German is closer related to
Dutch than to English.

Old Dutch X Old High German
before~ 1150 Old English before 1050
| 450~ 1100

|
Middle Dutch o Middle High German
1150~ 1500 Middle English 1050~ 1350

by measuring the most probable phoneme translas, ., 1066~ 1500

\
Modern Dutch | Early/Modern German

tions of the cognates from our development set. Wetso-present  Earyltodem Saglish 1350~ 1650

choose the models with the highest onset, nucleus 1700 - present

and coda scores. Only the models with the highedtigure 3: Family tree of West Germanic languages
scores (for onset, nucleus and coda prediction) are
applied to the gold standard to avoid tuning to th%
development set. Using this procedure shows how

our models perform on new data. We apply our scoiy, this section, we interpret our classes by manu-

ing procedure to both language pairs. ally identifying classes that show typical similari-

Table 1 shows the results of our best models IOges between the two language pairs. Sometimes, the

measuring the onset, nucleus and coda translati Hisses reflect sound changes in historically related

scores on our gold standard. The results point Oa{ems. Our data is synchronic, and thus it is not pos-

that the prediction of the onset is easier than predic?—Ible to directly identify in our classes which sound

ing the nucleus or the coda. We achieve an onsgpan_ges took place (Modern German (_G)’ Modern
similarity score of 80.7% for the German to DutchEngIISh (E) and Modern Dutch (NL) did not de-
task and 69.6% for the German to English task. AI‘-’eIOp from each other but from a common ances-
though the set of possible nuclei is smaller than thi")- However, we will try to connect the data to an-
set of onsets and codas, the prediction of the nuclgpnt Ianguages such as Old High German (OHG),
is much harder. The nucleus similarity score de'yl!ddIe High German (MHG), Old English (OE),
creases to 50.7% and to 17.1% for German-Eniné}qIddle . _(MNL)’ Old Dutch (ONL), Proto or
respectively. Codas seem to be slightly easier to pr(\a(\-/eSt Germa_mc (PG, WG). I.\Iqturally,. we can only
dict than nuclei leading to a coda similarity score off® Pack in history as far as it is possible according
52.20% for German-Dutch and to 28.7% for Germant-o the information provided by the following litera-
English. ture: For Dutch, we use de Vries (1997) and the on-
line version of Philippa et al. (2004), for English, an
The comparison of the similarity scores from theetymological dictionary (Harper, 2001) and for Ger-
translation tasks of the two language pairs indicateg®an, Burch etal. (1998). We find that certain his-
that predicting the phonological correspondencgsric sound changes took place regularly, and thus,
from German to Dutch is much easier than fronthe results of these changes can be rediscovered in
German to English. These results supply statistic@ur synchronic classes. Figure 3 shows the historic
evidence that German is historically more closely rerelationship between the three languages. A poten-
lated to Dutch than to English. We do not believdial learner of a related language does not have to
that the difference in the similarity scores are due tbe aware of the historic links between languages but
the different size of the training corpora but rathehe/she can implicitly exploit the similarities such as
to their closer relatedness. Revealing phonologicéhe ones discovered in the classes.
relationships between languages is possible simply The relationship of words from different lan-
because the noisy training data comprise enough rguages can be caused by different processes: some
lated words to learn from them the similar structuravords are simply borrowed from another language
of the languages on the syllable-part level. and adapted to a new languageapagei-papegaai

1650 - present

Evaluation: Interpretation of the Classes
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class25  0.012 |

(parrot) is borrowed from Arabic and adapted to — —

- S 0.172 0.162
German gnd Dutch phonetlt_:s, where the /_g/ Is pro Srooar oo 0162
nounced in German as a voiced velar plosive and in 0122 0087

0.090 t 0.058
Dutch as an unvoiced velar fricative. : -
Class # 25 represents a class where the Dutch onsets
Other language changes are due to phonology;

. . fe more complex than the onsets in German. From
g the Olq Engllsh. wo_r@nus} (PG: muHs) was the Old High German worddf (E: sheep) the onset
subject to diphthongization and changedntouse

: : - /scl is assimilated in Modern German[&) whereas
(ImaUg) in Modern English. A similar process the Dutch onsefsx preserves the complex conso-

took place in German and Dutch, where the Samr?ant cluster from the West Germanic waskiepan
word changed to the German wolaus (MHG: (E: sheep, MNL: scaep)

mis) and to the Dutch wordhuis (MNL: muus).
On the synchronic level, we finhu and [aU] in

6.1.2 Nucleus classes

the same class of a German-English model {aud [ cass4 0054 ] )
and[Ul] in a German-Dutch model. There are also o 0260 o o721

U 0.112

Y 0079 o 0101857

au 0.072

other phonological processes which apply to the nu-

Fle" such as monophthonglzatlon, ralsmg, Iower\-Ne find in Class # 4 a lowering process. The Ger-
ing, backing and fronting. Gther phonological IO man short high back vowel /U/ can be often trans-
cesses can be observed in conjunction with CONSP=. 4 to the Dutch low back vowel /O/. The un-
nants, such as assimilation, dissimilation, deletio '

and insertion. Some of the above mentioned phon H_erlying processes are that the Dutch vowel is some-
) P Imes lowered from /i/ to /O/; e.g., the Dutch word

logical processes are the underlying processes of tggzond(E: healthy, MNL: ghesont, WG: gezwind)
subsequent described classes.

comes from the West Germanic wogegzwind In
Modern German, the same word changedeasund
(OHG: gisunt).

6.1 German-Dutch classes

According to our similarity scores presented in Secs.1.3 Coda classes
tion 5, the best onset model comprises 30 classes, l

class14  0.027 | |

the nucleus model 25 classes and the coda model 30 mo 0 Mo 0%
classes. We manually search for classes, which show NoP - 0.0% e
interesting sound correspondences. mst 0042 m__ 0058

Class # 14 represents codas where plural and infini-
tive suffixes /en/, as iMenschen-mense{ic: hu-
mans) orlaufen-lopen(E: to run), are reduced to a

6.1.1 Onset classes

l

class 20

0.016

[

p_ 0747
pf  0.094
r 0027
x 0025
f 0021

P
X

0.902
0.022

Schwa[@] in Dutch and thus appear in this class
with an empty coddNOP]. It also shows that cer-
tain German codas are assimilated by the alveolar

sounds /d/ and /s/ from the original bilabjed] to an
law which states that a West Germai¢ is often  podem) or inBeser(E: broom, MHG: lésem, OHG:
realized as gf] in German. The underlying phono- pesamo). In Dutch, the wordsodem(E: ground,
logical process is that sounds are inserted in a caiiNL: bodem, Greek: putham), andbezem(E:

man wordsphat (E: path) andphert (E: horse, L:

paraveeredus) became the affricaef] in Modern

[ class23  0.010 ] |

0476 o 0521
German. In contrast to German, Dutch preserved st 007e2 N oom
the simple onsets from the original word form, as st gﬁg% w00
i S| .
in paard (E: horse, MNL: peert) angad (E: path, t 00z s
rtst A .
MNL.: pat). k0021 & oot
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Class # 23 comprises complex German codas whialiphthongization in English usually applies to open
are less complex in Dutch. In the German wordyllables with the nucleus /o/, as shown in class # 8.
Arzt (E: doctor, MHG: arat), the complex codgst

emerges. However in Modern Dutchrts came
from MNL arst or arsate(Latin: archater). We can Class # 6 displays the present participle suffix /end/,
also find the rule that German codst of a 2nd which is realized in English as /ing/ (OE: -ende), as
person singular form of a verb are reducedNg in  in backend-baking

6.2.3 Coda classes

Dutch as inbringst-brengt(E: bring). [ cass6  0.056 | ]
nt 0.707 N 0.846
. N 0.075 NOP 0.072
6.2 German-English classes It 0058 nt 0041
. . NOP 0.049 v 0.009
The best German-English models contain 30 onset mt___ 0047 s 0.008

classes, 20 nucleus classes, and 10 coda class?s.
Our German-English models are noisier than the

German-Dutch ones, which again points at th&/e automatically generated two bilingual phono-
closer relation between the German and Dutch lexegical corpora. The data is classified by using
icon. However, when we analyze the 30 onan EM-based clustering algorithm which is new in
set classes, we find meaningful processes as ftirat respect that this method is applied to bilin-

Discussion

German-Dutch. gual onset, nucleus and coda corpora. The method
provides a probability model over bilingual sylla-
6.2.1 Onlsetcgslifse?m I ble parts which is exploited to measure the similar-
Lo ity between the language pairs German-Dutch and
2 oou ¢ osds German-English. The method is able to generalize
v oo o from the data and reduces the noise introduced by
sgr 0005 the automatic generation process. Highly probable

sound correspondences appear in very likely classes
Class # 23 shows that a complex German ofS@f  \yith 4 high probability whereas unlikely sound cor-
preserves the consonant cluster, asprechen(E:  respondences receive lower probabilities.
to speak, OHG: sprehhan, PG: sprekanan). Modem o, annroach differs from other approaches either
English, however, deleted the /r/ fsp, as inspeak i, the method used or in the different linguistic task.
(OE: sprecan). Another regularity can be found: the, 5l and Tiberius (2002) is based on mere counts
pglato-glveolaﬂS] in the German O_HSQSH IS T€- " of phoneme correspondences; Kondrak (2003) gen-
alized in English as the alveols] in [sp. Both g 4tes Algonquian phoneme correspondences which
the German wordpinnenand the English worépin - 516 nossible according to his translation models:
come fromspinnan(OHG, OE). Kondrak (2004) measures if two words are possi-
L chee® O0%1 | ‘ ble cognates; and Knight and Graehl (1998) focus
s g':[l);g ‘ on the back-transliteration of Japanese words to En-
§Iish. Thus, we regard our approach as a thematic
complement and not as an overlap to former ap-

s 0.617
z 0.143

Class # 3 displays the rule that in many loan word
the onset /c/ is realized in German[tg and in En-

glish as[s] in Akzent-accenfl_atin: accentus). proaches. .
The presented approach depends on the available
6.2.2 Nucleus classes resources. That means that we can only learn those
- phoneme correspondences which are represented in
v 0123 @ oz the bilingual data. Thus, metathesis which applies to
A 00 w0048 onsets and codas can not be directly observed as the

In some loan words, we find that an original /u/ or /okyllable parts are modeled separately. In the Dutch
becomes in German the long vowet| and in En- word borst (ONL: bructe), the /r/ shifted from the
glish the diphthond@U)], as inSofa-sofa(Arabic:  onset to the coda whereas in English and German
suffah) or inFoto-photo(Latin: Phosphorus). The (breast-Brus}, it remained in the onset. We are also
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