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ABSTRACT!? items economically. This unleashes the topics of the
We report experience in applying techniques for natest items from being confined by item creators’ per-
ural language processing to algorithmically generasonal interests.

ing test items for both reading and listening cloze NLP techniques serve to generate multiple-choice
items. We propose a word sense disambiguationtoze items in different ways. (For brevity, we use
based method for locating sentences in which desloze itemsr itemsfor multiple-choice cloze items
ignated words carry specific senses, and apply leenceforth.) One may create sentences from scratch
collocation-based method for selecting distractorBy applying template-based methods (Dennis et al.,
that are necessary for multiple-choice cloze item2002) or more complex methods based on some pre-
Experimental results indicate that our system wadetermined principles (Deane and Sheehan, 2003).
able to produce a usable item for every 1.6 items Dthers may take existing sentences from a corpus,
returned. We also attempt to measure distance band select those that meet the criteria for becoming
tween sounds of words by considering phonetic fedest items. The former approach provides specific
tures of the words. With the help of voice syntheand potentially well-controlled test items at the costs
sizers, we were able to assist the task of composf more complex systems than the latter, e.g., (Shee-
ing listening cloze items. By providing both readinghan et al., 2003). Nevertheless, as the Web provides
and listening cloze items, we would like to offer aample text files at our disposal, we may filter the
somewhat adaptive system for assisting Taiwanesext sources stringently for obtaining candidate test

children in learning English vocabulary. items of higher quality. Administrators can then se-
lect really usable items from these candidates at a
1 Introduction relatively lower cost.

) ) ) Some researchers have already applied NLP tech-
Computer-assisted item generation (CAIG) allowsiq e to the generation of sentences for multiple-
the creatlo_n of Iarge_—scale item banks, and has Ahoice cloze items. Stevens (1991) employs the con-
tracted active study_ln the past decade (Deane aﬁgpts of concordance and collocation for generating
Sheehan, 2003; Irvine and Kyllonen, 2002). APjtems with general corpora. Coniam (1997) relies on

plying techniques for natural language processing, .1rs sych as word frequencies in a tagged corpus
(NLP), CAIG offers the possibility of creating a (o, creating test items of particular types.

large number of'items of different challenging lev- There are other advanced NLP techniques that
els, thereby paving a way to make computers morr%ay help to create test items of higher quality. For

adaptive to students of different competence. Mor%stance, many words in English may carry multiple

over, with the proliferation of Web contents, ON€enses, and test administrators usually want to test a

may search and sift onIing text' files for (,:andidat%articular usage of the word in an item. In this case,
sentences, and come up with a list of candidate Clof?indly applying a keyword matching method, such

1A portion of results reported in this paper will be expandec?S a concordancer, may lead us to a list of irrelevant
in (Liu et al., 2005; Huang et al., 2005). sentences that would demand a lot of postprocess-
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1. My sisteris , that is, | am going to be an uncle soon. Tagged Target-Dependent Tareet
(A) supposing (B) assigning Corpus Item Requirements Sent:nce
(C) expecting (D) scheduling 1]

Figure 1: A multiple-choice cloze item for English Item Sentence Distractor Cloze

Specification Retriever with WSD Generator Item

ing workload. In addition, composing a cloze item Figure 2: Main components of our item generator
requires not just a useful sentence.

Figure 1 shows a multiple-choice item, where wdagged Corpus Target-Dependent Item Require-
call the sentence with a gap thtem, the answer to mentsspecify general principles that should be fol-
the gap thekey, and the other choices thiistrac- lowed by all items for a particular test. For example,
tors. Given a sentence, we still need distractors foihe number of words in cloze items for College En-
a multiple-choice item. The selection of distractorérance Examinations in Taiwan (CEET) ranges be-
affects theitem facility and item discriminationof ~tween 6 and 28 (Liu et al., 2005), and one may want
the cloze items (Poe| and Wea_theﬂy, 1997) Theréo follow this tradition in Creating drill tests.
fore, the selection of distractors calls for deliberate Figure 3 shows the interface to thtem Specifi-
strategies, and simple considerations alone, such @ion Through this interface, test administrators
word frequencies’ may not satisfy the demands. select the key for the desired cloze item, and SpeCify

To remedy these shortcomings, we employ theart-of-speech and sense of the key that will be used
techniques for word sense disambiguation (WSDY the item. Our system will attempt to create the re-
for choosing sentences in which the keys carries spgtiested number of items. After retrieving the target
cific senses, and utilize the techniques for compugentence, th®istractor Generatorconsiders such
ing collocations (Manning and Sittze, 1999) for constraining factors as word frequencies and collo-
selecting distractors. Results of empirical evaluatiof@tions in selecting the distractors at the second step.
show that our methods could create items of satisfac-
tory quality, and we have actually used the generate:
cloze items in freshmen-level EngIISh classes. Please enter the specification for the desired items.

For broadening the formats of cloze items, we
also design software that assists teachers to creazesmm mnd
listening cloze items. After we defining a metric
for measuring similarity between pronunciations of , . ..
words, our system could choose distractors for lis- P submit )
tening cloze items. This addition opens a door to
offering different challenging levels of cloze items.

We sketch the flow of the item generation pro- Figure 4 shows a sample output for the specifica-
cess in Section 2, and explain the preparation of thén shown in Figure 3. Given the generated items,
source corpus in Section 3. In Section 4, we elalthe administrator may choose and edit the items, and
orate on the application of WSD to selecting sensave the edited items into the item bank. It is possi-
tences for cloze items, and, in Section 5, we delvile to retrieve previously saved items from the item
into the application of collocations to distractor genbank, and compile the items for different tests.
eration. Results of evaluating the created readin _
cloze items are presented in Section 6. We the% Source Corpus and Lexicons
outline methods for creating listening cloze items irEmploying a web crawler, we retrieve the con-
Section 7 before making some concluding remarkdents of Taiwan Review<publish.gio.gov.tw, Tai-
wan Journaktaiwanjournal.nat.gov.tw, andChina
Post<www.chinapost.com.tw. Currently, we have
Figure 2 shows major steps for creating cloze itemd4.27,471 sentences that consist of 2,771,503 words
Constrained by test administrator’s specificationg 36,005 types in the corpus. We look for use-
and domain dependent requirements, 8antence ful sentences from web pages that are encoded in
Retriever chooses a candidate sentence from thine HTML format. We need to extract texts from

Cloze Item Generator

art of speech | Werb v

Word sense: icome upon, as if by accident; meet with 2

Figure 3: Interface for specifying cloze items

2 System Architecture



Item Selector

WordNet <www.cogsci.princeton.edyvn/> when

I people who swim at pools to be very selfish.

Bldence Elainet O OISR AmD we need definitions and sample sentences of words
Johnson's examination of the Hakka of Tsuen Wan, on the southwestern side i H i

of the New Territories, the inhabitants firmly convinced that thay are for dlsamblguatlng word senses, and we _employ
the indigenous people of the area. HowNet<www.keenage.comwhen we need infor-
(sl L L i mation about classes of verbs, nouns, adjectives, and
Huang increasingly that his fans have high expectations of him, ’ ! !
although the upside is that their support helps provide the momentum that adverbs .

keeps him going. . ™ . .
N N o S dig HowNet is a bilingual lexicon. An entry in

HowNet includes slots for Chinese words, English

words, POS information, etc. We rely heavily on the

slot that records the semantic ingredients related to
the mixture of titles, main body of the reports,the word being defined. HowNet uses a limited set
and multimedia contents, and then segment the eaf words in the slot for semantic ingredient, and the

tracted paragraphs into individual sentences. Weading ingredient in the slot is considered to be the
segment sentences with the help of MXTERMINA-most important one generally.

TOR (Reynar and Ratnaparkhi, 1997). We then tok-

: ) . 4~ Target Sentence Retriever
enize words in the sentences before assigning useful

tags to the tokens. The sentence retriever in Figure 2 extracts qualified
We augment the text with an array of tags thagentences from the corpus. A sentence must contain
facilitate cloze item generation. We assign tags dhe desired key of the requested POS to be consid-
part-of-speech (POS) to the words with MXPOSTered as a candidate target sentence. Having identi-
that adopts the Penn Treebank tag set (Ratnaparkfigd such a candidate sentence, the item generator
1996). Based on the assigned POS tags, we annotBf€ds to determine whether the sense of the key also
words with their lemmas. For instance, we annotat@eets the requirement. We conduct this WSD task
classifiedwith classifyand classified respectively, Pased on an extended notion of selectional prefer-
when the original word hagBN andJJ as its POS €nces.
tag. We also employ MINIPAR (Lin, 1998) to 0b- 4.1 Extended Selectional Preferences
tain the partial parses of sentences that we use exte§1- .
: . o . . Selectional preferences generally refer to the phe-
sively in our system. Words with direct relationships .
. o o . nomenon that, under normal circumstances, some
can be identified easily in the partially parsed trees

and we rely heavily on these relationships betwee\éerbS constrain the meanings of other words in

words for WSD. For easy reference, we will caIIa sentence (Manning and Sdhe, 1999; Resnik,

words that have direct syntactic relationship with a1997)_ We can extend this notion to the relation-

word W asW’s signal wordsor simplysignals ships between a word of interest and its signals, with

) L the help of HowNet. Letv be the word of interest,
Since we focus on creating items for verbs, nouns, S . .
adjectives, and adverbs (Liu et al., 2005), we Car%ndrr be the first listed class, in HowNet, of a signal

' p ' word that has the syntactic relationshipwith w.

about signals of words with these POS tags in SeQ/Ve define the strength of the associationvodnd
tences for disambiguating word senses. Specificallé,S follows:

the signals of a verb include its subject, object, an Pr,(w, 7)
the adverbs that modify the verb. The signals of a Ay(w,m) = Pﬂi”
noun include the adjectives that modify the noun and ru(w)

the verb that uses the noun as its object or Pr?dicf‘WherePrM(w) is the probability ofw participating in
For instance, in “Jimmy builds a grand building. ‘the 11 relationship, andr,(w, ) is the probability

both *build” and “grand” are signals of “building”. {hat hothw andr participate in the: relationship.
The signals of adjectives and adverbs include the

words that they modify and the words that modify#-2 Word Sense Disambiguation

the adjectives and adverbs. We employ the generalized selectional preferences
When we need lexical information about Englishto determine the sense of a polysemous word in a

words, we resort to electronic lexicons. We ussentence. Consider the task of determining the sense

[ suomic |
Figure 4: An output after Figure 3
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of “spend” in the candidate target sentence “Thegach of these signals, we look up their classes in
say film makers don't spend enough time developinglowNet, and adopt the first listed class for each of
a good story.” The word “spend” has two possiblgéhe signals when the signal covers multiple classes.
meanings in WordNet. Assume that there arg(7) signals for the key
_ _ ~w in a sentencel’. We use the se® (T, w) =
1. (99) spend, pass — (pas_s (time) in a spemﬂWLT?wz’T’ -+ ¥} to denote the set of sig-
way; “How are you spending your summer vamnas forw in 7'. Correspondingly, we use; - to de-

cation?”) note the syntactic relationship betweerand; r
2. (36) spend, expend, drop — (pay out; “I spendn 7', useY (T, w) = {vi,v21,  , V) r} for
all my money in two days.”) the set of relationships between signalsi(’, w)
and w, user;r for the class ofy;r, and use
Each definition of the possible senses include (JI)[(T, w) = {T11, T, 77T;L(T),T} for the set of

thehead wordsthat summarize the intended meanclasses of the signals (7', w).

ing and (2) a sample sentence for sense. When weEquation (2) measures the average strength of as-
work on the disambiguation of a word, we do nokociation of the head words of a sense with signals
consider the word itself as a head word in the followoef the key inT’, so we use (2) as a part of the score
ing discussion. Hence, “spend” has one head worgbr w to take the sens; in the target sentencg.

i.e., “pass”, in the first sense and two head word$\ote that both the strength of association &dall

i.e., “extend” and “drop”, in the second sense. in the range of [0,1].
An intuitive method for determining the mean- S (0w, T)
ing of “spend” in the target sentence is to replace m; w(T)
“spend” with its head words in the target sentence. _ 1 Z b Z A Qi mr) ()
The head words of the correct sense should go with mj i u(T) =1 A 7

the target sentence better than head words of other, (2) we have assumed that the signal words

senses. This intuition leads to the a part of the scorgge 110t polysemous. If they are polysemous, we as-
for senses, i.e; that we present shortly. sume that each of the candidate sense of the signal
In addition, we can compare the similarity of theyords are equally possible, and employ a slightly
contexts of “spend” in the target sentence and saryore complicated formula for (2). This assumption
ple sentences, wheontextrefers to the classes of may introduce errors into our decisions, but relieves
the signals of the word being disambiguated. For thgs from the needs to disambiguate the signal words
current example, we can check whether the subjegi the first place (Liu et al., 2005).
and object of “spend” in the target sentence have the gjnce WordNet provides sample sentences for im-
same classes as the subjects and objects of “sperghrtant words, we also use the degrees of similarity
in the sample sentences. The sense whose sampl§yeen the sample sentences and the target sen-
sentence offers a more similar context for “spend” ifance to disambiguate the word senses of the key
the target sentence receives a higher score. This ijgrd in the target sentence. LBtandS be the tar-
tuition leads to the other part of the scores for senseget sentence af and a sample sentence of sefise

i.e., &, that we present below. of w, respectively. We compute this part of score,
Assume that the kew hasn senses. Le® = g _ for 6, using the following three-step procedure.
{01,062, --- 0} be the set of senses of Assume |f there are multiple sample sentences for a given

that sensé; of wordw hasm; head words in Word- gense, sag; of w, we will compute the score in (3)

Net. (Note that we do not consideras its own head for each sample sentencef and use the average
word.) We use the set; = {Aj1,Aj2,--- s Ajm;}  score as the final score f6y.
to denote the set of head words that WordNet pro- _
vides for sensé; of wordw. Procedure for computing &,(6;|w, T')

When we use the partial parser to parse the tar-1. Compute signals of the key and their relation-
get sentencd’ for a key, we obtain information ships with the key in the target and sample sen-
about the signal words of the key. Moreover, for  tences.
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U (T, w) {1 oy s Yuryrhs Taiwan tend to associate English vocabularies with
Y(T,w) = {vir,var. Uy 1} tr:ei; ChinesE transltatifotnhs. t'AIthoutgg thtis Iearnfi.ng(]j
strategy works most of the time, students may fin
U(s = and . : .
(S, w) s basse bues)sh it difficult to differentiate English words that have
T(S,w) = {vis,v2,8 " Uu(s).5} very similar Chinese translations. Hence, a culture-

dependent strategy is to use English words that have
similar Chinese translations with the key as the dis-
tractors.

2. We look for ;7 and )y s such thatv;r =
vr,s, and then check whethet;r = m g.

Namely, for each signal of the key iR, we T te distract N ticall |
check the signals of the key il for matching 0 generate distractors systematically, we employ
ranks of word frequencies for selecting distractors

syntactic relationships and word classes, anﬁ
record the counts of matched relationship i oel and Weatherly, 1997). Assume that we are

M(6;,T) (Liu et al., 2005). generatlng an item for a key whose part-of-speech
s p, that there aren word types whose part-of-

3. The following score measures the proportion o . -
g° . Prope ._speech may bg in the dictionary, and that the rank
matched relationships among all relationship3

between the key and its signals in the target Se@éfrequency of the key among theaetypes ISt
tence e randomly select words that rank in the range

M(;,T) [m—mn/10, m+n/10] among these types as candi-
7 . .
TT) (3) date d_lst_ractors_. These distractors are the_n screened
by their fitness into the target sentence, whigness
The score forw to take sensé; in a target sen- s defined based on the concept of collocations of
tenceT is the sum of&;(0;|w, T) defined in (2) \word classes, defined in HowNet, of the distractors
and &,(0;|w, T) defined in (3), so the sense of and other words in the stem of the target sentence.
in 7" will be set to the sense defined in (4) when Recall that we have marked words in the corpus
the score exceeds a selected threshold. When t@h their signals in Section 3. The words that have
sum of&,(6;|w, T') and&,(6;|w, T') is smaller than  more signals in a sentence usually contribute more to
the threshold, we avoid making arbitrary decisionghe meaning of the sentence, so should play a more
about the word senses. We discuss and illustrate §fnportant role in the selection of distractors. Since
fects of choosing different thresholds in Section 6ye do not really look into the semantics of the tar-
get sentences, a relatively safer method for selecting
argmax  &(0|w,T) + &4(0;|w, T) (4) distractors is to choose those words that seldom col-
0;€6 locate with important words in the target sentence.
. ) LetT = {t1,ta,--- ,t,} denote the set of words
S Distractor Generation in the target sentence. We select aEet- T such
Distractors in multiple-choice items influence thethat each € 7' has two or more signals ifi and is
possibility of making lucky guesses to the answers verb, noun, adjective, or adverb. Lebe the first
Should we use extremely impossible distractors ihsted class, in HowNet, of the candidate distractor,
the items, examinees may be able to identify thand®X = {7;|7; is the first listed class of § € T"}.
correct answers without really knowing the keysThe fitness of a candidate distractor is defined in (5).
Hence, we need to choose distractors that appear to
fit the gap, and must avoid having multiple answers -1 Z Pr(k, ;)
to items in a typical cloze test at the same time. N 5P
There are some conceivable principles and al-
ternatives that are easy to implement and followThe candidate whose score is better than 0.3 will
Antonyms of the key are choices that average exarbe admitted as a distractoPr(x) and Pr(r;) are
inees will identify and ignore. The part-of-speectthe probabilities that each word class appears indi-
tags of the distractors should be the same as theually in the corpus, andr(x, 7;) is the proba-
key in the target sentence. We may also take cubility that the two classes appear in the same sen-
tural background into consideration. Students itence. Operational definitions of these probabilities

Gs(9j|wv T) =

(5)



Table 1: Accuracy of WSD

Table 2: Correctness of the generated sentences

POS baseline threshold=0.4| threshold=0.7 -
verb | 38.0%(19/50)| 57.1%6(16/28)| 68.4%(13/19) POS of the key| # of items | % of correct sentences
noun | 34.09%(17/50)| 63.3%(19/30)| 71.4%(15/21) verb L 66.2%
adj. | 26.7%(8/30) | 55.6%(10/18)| 60.0%(6/10) noun 62 69.4%
adv. | 36.7%(11/30)| 52.4%(11/21)| 58.3%(7/12) adjective 35 60.0%
adverb 26 61.5%
overall 65.5%

are provided in (Liu et al., 2005). The term in the Table 3: Uniqueness of answers

summation is a pointwise mutual information, and— :
item category| key's POS| number of items| results
measures how often the classesnd r; collocate
. verb 64 90.6%
in the corpus. We negate the averaged sum so that
. . noun 57 94.7%
classes that seldom collocate receive higher scores. —
L. cloze adjective 46 93.5%
We set the threshold to 0.3, based on statistics of (5) adverb 33 34.8%
that are observed from the cloze items used in the overall 91.5%

1992-2003 CEET.

6 Evaluations and Applications Net makes us discriminate against senses that do not
6.1 Word Sense Disambiguation have sample sentences. This is an obvious draw-
. . ..back in our current design, but the problem is not
Different approaches to WSD were evaluated in dif- : 9 P

: .__really detrimental and unsolvable. There are usually
ferent setups, and a very wide range of accuracies N 1 Cle sentences for important and commonlv-used
[40%, 90%] were reported (Resnik, 1997; Wilks ané P P nmonly-us

o . enses of polysemous words, so the discrimination
Stevenson, 1997). Objective comparisons need to Be
. . . roblem does not happen frequently. When we do
carried out on a common test environment like SENQ

want to avoid this problem once and for all, we can
SEVAL, so we choose to present only our results. . .
L . customize WordNet by adding sample sentences to
We arbitrarily chose, respectively, 50, 50, 30 )
and 30 sentences that contained polysemous Vergg’senses of important words.
nouns, adjectives, and adverbs for disambigu.atiog._z Cloze Iltem Generation
Table 1 shows the percentage of correctly disam-
biguated words in these 160 samples. We asked the item generator to create 200 items in
The baselinecolumn shows the resulting accu-the evaluation. To mimic the distribution over keys
racy when we directly use the most frequent sensef the cloze items that were used in CEET, we used
recorded in WordNet, for the polysemous words?7, 62, 35, and 26 items for verbs, nouns, adjectives,
The rightmost two columns show the resulting accuand adverbs, respectively, in the evaluation.
racy when we used different thresholds for applying In the evaluation, we requested one item at a time,
(4). As we noted in Section 4.2, our system selecteahd examined whether the sense and part-of-speech
fewer sentences when we increased the threshold,a@the key in the generated item really met the re-
the selected threshold affected the performance. duests. The threshold for using (4) to disambiguate
larger threshold led to higher accuracy, but increasedord sense was set to 0.7. Results of this experi-
the rejection rate at the same time. Since the coment, shown in Table 2, do not differ significantly
pus can be extended to include more and more sefnem those reported in Table 1. For all four major
tences, we afford to care about the accuracy momasses of cloze items, our system was able to re-
than the rejection rate of the sentence retriever.  turn a correct sentence for less than every 2 items
We note that not every sense of all words havé generated. In addition, we checked the quality of
sample sentences in the WordNet. When a sentiee distractors, and marked those items that permit-
does not have any sample sentence, this sense w@t unique answers as good items. Table 3 shows
receive no credit, i.e., 0, fo6,. Consequently, that our system was able to create items with unique
our current reliance on sample sentences in Word@nswers for another 200 items most of the time.



r resentment escalated when defense secretary donald rumsfeld suggested last conference that the reports of looting around the city were
week at a news ezaggerated

- we are firmly committed to doing whatever we can to secure these

) o conference  at the justice departiment
treasures to the people of iraq fbi director robert mueller told a news ! P

may 56 in lyons france to organize and coordinate

- interpol plansa  confsrence  international efforts to both recover the stolen
pieces and arrest the perpetrators

Figure 5: A phonetic concordancer

6 . 3 More Applications Ql. From __________ to bedtime, write down the time you spend at every activity.
© Pronunciation 4

We have used the generated items in real tests in i ¢ konuncation &
freshman-level English class at National Chengchi ;w
Tonunciation D

University, and have integrated the reported item s=| 2|

ggnerator in-a Web-based system for Igarnmg EnFigure 6: The most simple form of listening cloze
glish. In this system, we have two major subsys-

tems: the authoring and the assessment subsystegl§stering of sentences.

Using the authoring subsystem, test administrators Figure 6 shows the most simple format of listen-
may select items from the interface shown in Figing cloze items. In this format, students click on the
ure 4, save the selected items to an item bank, edptions, listen to the recorded sounds, and choose
the items, including their stems if necessary, and fthe option that fit the gap. The item shown in this
nalize the selection of the items for a particular exfigure is very similar to that shown in Figure 1, ex-
amination. Using the assessment subsystem, siept that students read and hear the options. From
dents answer the test items via the Internet, anflis most primitive format, we can image and imple-
can receive grades immediately if the administrament other more challenging formats. For instance,
tors choose to do so. The answers of students afg can replace the stem, currently in printed form in
recorded for student modelling and analysis of theigure 6, into clickable links, demanding students
item facility and the item discrimination. to hear the stem rather than reading the stem. A
middle ground between this more challenging for-
mat and the original format in the figure is to allow
We apply the same infrastructure for generatinghe gap to cover more words in the original sentence.
reading cloze items, shown in Figure 2, for the genthis would require the students to listen to a longer
eration of listening cloze items (Huang et al., 2005)stream of sound, so can be a task more challenging
Due to the educational styles in Taiwan, studentshan the original test. In addition to controlling the
generally find it more difficult to comprehend mesdengths of the answer voices, we can try to modulate
sages by listening than by reading. Hence, we cahe speed that the voices are replayed. Moreover,
regard listening cloze tests as an advanced format fafr multiple-word listening cloze, we may try to find
reading cloze tests. Having constructed a databag@rd sequences that sound similar to the answer se-
of sentences, we can extract sentences that contgimence to control the difficulty of the test item.
the key for which the test administrator would like Defining a metric for measuring similarity be-
to have a listening cloze, and employ voice syntheween two recordings is the key to support the afore-
sizers to create the necessary recordings. mentioned functions. In (Huang et al., 2005), we
Figure 5 shows an interface through which adeonsider such features of phonemes as place and
ministrators choose and edit sentences for listenimganner of pronunciation in calculating the similarity
cloze items. Notice that we employ the concept thdietween sounds. Using this metric we choose as dis-
is related to ordinary concordance in arranging thactors those sounds of words that have similar pro-
extracted sentences. By defining a metric for meawunciation with the key of the listening cloze. We
suring similarity between sounds, we can put seritave to define the distance between each phoneme
tences that have similar phonetic contexts around tls® that we could employ the minimal-edit-distance
key near each other. We hope this would better heldgorithm for computing the distance between the
teachers in selecting sentences by this rudimentaspunds of different words.

7 Generating Listening Cloze Iltems
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