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Abstract dependency structures. Section 4 studies the mapping be-
tween syntax and semantics and shows that each syntac-

| show that sentences with two subordinate tic analysis for sentences with two subordinate clauses re-
clauses may receive two syntactic analyses, and  ceives two semantic interpretations. Hence the need of an
that each syntactic analysis may receive two se-  underspecified semantic representation (hencetcst).
mantic interpretations. Hence, | put forward  Section 5 presents thissr. Finally, Section 6 compares
an underspecified semantic representation such  this work withb-LTAG (Webber et al., 2003).
that each syntactic analysis receives only one

underspecified interpretation. 2 Syntax (inLTAG)

1 Introduction 2.1 Sentences with one subordinate clause

Sentences with two subordinate clauses occur quite opyntactically, subordinate clauses are adjuncts. There-
ten in corpora. Theories and tools in Computational Linfore in XTAG (XTAG Research Group, 2001) amdAG
guistics are available now which allow us to study suckAbeillé etal., 2000), the English and FrenaG gram-
sentences exhaustively, both at the syntactic and semarffi@rs. a subordinate conjunctioBdnj anchors an aux-
level. It is what | intend to do in this paper, while usingiliary tree, with two syntactic sentential (clausal) argu-
only well-known techniques. ments, the foot node for the matrix clause and a substitu-
Several sophisticated theories and discourse procei@n node for the subordinate clause.
ing mechanisms have been designed which put forward aBoth in English and French, a subordinate clause may
number ofprinciples This study on sentences with two appear in three different positions relative to the matrix
subordinate clauses, which constitute one of the simpleglause: (i) before the matrix clause separated by a punc-
cases of discourses, will question some of these prindidation mark (a comma), the linear order is th@anj,
ples (e.g., semantic dependency structures for discourses, S1 (i) before the VP surrounded by two commas,
are tree shaped, discourse structure does not admit croggd (iii) after the matrix clause optionally separated by a
ing structural dependencies). It therefore sheds light gpunctuation mark, the linear order is th®h (,) Conj S2
discourse processing in general. Therefore, inFTAG, a given subordinating conjunction
Section 2 focuses on the syntactic analysis of sentencagchors three auxiliary trees which correspond to these
with one or two subordinate clauses, including their linthree positions. This is not the casexmaG, where it
ear order variants. The syntactic framework | useiss.  anchors four auxiliary trees, two of them for the sentence
| show that sentences with two subordinate clauses méipal position: sentence final adjuncts without comma ad-
receive two syntactic analyses. Section 3 focuses on tf@in at a VP node, while those with a comma adjoin at
semantic analysis of such sentences. The semantic frante root S of the matrix clause. Let us quote (XTAG Re-
work | use issDRT, although | translate the conditions of search Group, 2001) p. 152 for the former ones. “One
anspRsinto a dependency graph. | show that sentenceg@mpelling argument is based on Binding Condition C
with two subordinate clauses may receive four semantgffects. As can be seen from examples (1la-c) below,
no Binding Condition violation occurs when the adjunct

. . .
oy o 0 e s e seniaon OB sentence i, but he subject of the matr clause
DRT, Discourse Representation Theory (Kamp and Reyle(3Iearly governs the adlunct qlause when itis in sgntence
1993). 6)DRs stands for (Segmented) Discourse Representdinal position and co-indexation of the pronoun with the

tion Structure. subject of the adjunct clause is impossible.”
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(1) a. Unless shehurries, Mary will be late for the Conj, anchor a preposed tree. Figure 3 shows the linear

meeting. orders for SA1 and SA2 other than the canonical one.

b. *She will be late for the meeting unless Mary  Consider the syntactic ambiguity issue for these vari-
hurries. ants. (a2) and (b2) in Figure 3 are both of the fa@nj

c. Mary; will be late for the meeting unless she S, S Conj S.with a preposed and a postposed adjunct.
hurries. Therefore any sentence of this form receives two syn-

. _ tactic analyses and corresponds to two sentences in the
| agree with the data observed in (1a-c), however mganonical order (Section 3.2). The variants (al) and (c2)
point is that there would be no difference at all if the senare both of the fornConj S (,) Conj S, SThe comma
tence final adjunct in (1b-c) were separated by a commpefore the second conjunction is obligatory in (c2) and
Therefore, | see no reason to lay down two different treegearly forbidden in (al). Therefore, these forms are
- one adjoining at a VP node, the other one at a S nodenearly unambiguous. The variants (b1) and (c1) corre-

for sentence final adjuncts with or without a comma. Aspond to sentences which are syntactically unambiguous.
in FTAG, | assume only one tree (with an optional comma)

for sentence final adjuncts, which adjoins at the root 8 Semantics

of the matrix clause. This solution presents the advan-

tage not to rely heavily on the presence or absence ofdal Sentences with one subordinate clause

comma, which is sometimes a matter of taste, as in (1c)ollowing works in SDRT, | use an intermediate level

Because of lack of room, | leave aside subordinatef representation to determine the logical form of a dis-
clauses which appear before the VP of the matrix clausgourse hat is said. This “semantic” level reflects the
To putitin a nutshell, | consider only two auxiliary treesdiscourse structurehpw things are said, how the dis-
for a subordinating conjunctioBonj, according to the course is rhetorically organizdd This structure plays
linear order: 31(Conj,) when the subordinate clause isan important role, e.g., it constrains both anaphora res-
postposed to the matrix clause, af@(Conj,) when it  olution and the attachment of incoming propositions in
is preposed. Figure 1 shows the auxiliary and derivatiognderstanding.
trees for postposed and preposed subordinate cfauses A nice tool for the semantic level is dependency
graphs. This is what is adopted®s T, but not inSDRT:
discourse structures, callesbrss, are represented as
A sentenceS1 Conj S2 Conj S3receives two syntac- boxes with a Universe and a set of conditions. Neverthe-
tic analyses. In the first one, obtained by recursivity antkss, it is easy to translate the conditions ofsamsinto
noted SA1,Conj, S2is an adjunct tcS1andConj, S3 a dependency graph (Danlos, 2004). Therefore, while
an adjunct ta52 In the second one, obtained by adjunctaidoptingsDRTas a discourse framework, | can use a con-
iteration and noted SA2, botbonj, S2andConj, S3are ventional semantic dependency representation for sen-
adjuncts toS1 Figure 2 shows the derived and deriva-tences of the typ81(,) Conj S2.Namely,Conj, denotes
tion trees for these two analyses. For SA2, the derivatioa discourse relation R R, is a predicate with two argu-
tree is based on multiple adjunctions to the same node, aentsr1 and=«2, which correspond to the semantic rep-
proposed in (Schabes and Shieber, 1994). These multiplesentations o81andS2respectively. These arguments
adjunctions are ordered (from left to right). The syntacti@re orderedir1 precedesr2.
ambiguity of sentenceS1 Conj S2 Conj S3is system- . . L Ra
atic vgithgut any comma. O:&the othzdr hand,ysentences?rhIS semantic repr_esentatlon |s.graph-

S1 Conj S2, Conj S3with a comma before the second ically represepted in theac besides,
conjunction are preferably analyzed as SA2. also simply written as R(r1, 72). i 2

Let us examine the possible variants of the canon-

ical linear orderS1 Conj S2 Conj S3 which corre- 3.2 Semantics for linear order variants

sponds to the case where bdilonj, and Conj, anchor e have seen in Section 2.1 that a subordinate clause can
a postposed tree. For each analysis, it must be exame postposed or preposed. Following worksvint?, a

ined what happens (a) whé&onj, anchors the preposed trace of the linear order should be recorded in a semantic

tree 32(Conj,) and Conj, the postposed ong1(Conj),  dependency representation (giving so a piece of informa-

(b) symmetrically, wherConj, anchors31(Conj,) and  tion on the communicative structure), however it should
Conj, B2(Conj), (c) and finally when botiConj, and

2.2 Sentences with two subordinate clauses

- 3rsT stands for Rhetorical Structure Theory (Mann and
%In a derivation tree, a dashed line indicates adjunction, &hompson, 1987). Rhetorical structures correspond roughly to

solid line substitution; each line is labeled by the Gorn addresgependency structures.

of the argument at which the operation occursstands for the “MTT stands for Meaning to Text Theory, a dependency for-

LTAG tree forSi. malism for sentences (Mel’'cuk, 2001).
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not affect its dependency structure. From this principle,(2) a. Mary is in a bad mood because Fred played tuba

the position of subordinate clauses should not affect de- WHILE she was taking a nap.

pendency structure§1(,) Conj S2andConj, S2, Slare b. - Why is Mary in a bad mood?

both represented as,Rr, m2) in which7; precedesrs. c. - Because Fred played tubaiiLE she was tak-
What happens for a sentence with two subordinate ing a nap.

clauses? Establishing the canonical order with only post- o o
posed subordinate clauses may generate ambiguities: for/Vhenwhileis not stressed, the question in (2b) may be
example, a sentence of the typeConj, S1, S2 CopjS3  9iven as answer onlBecause S2The interpretation of

with a preposed and a postposed adjunct, corresponds(ff) corresponds then wac (C) presented below. (2a)
the canonical order either i, = S2 Conj, S1 Conj S3 when written could be considered as ambiguous with a

or to Y = S2 Conj S3 Conj S1 X receives two syn- SCOP€ ambigyity obecauseThe scope o_becauses un-
tactic analyses: either (a2) - Figure 3 - frdf (the first derspecified in thesr proposed in Section 5 for (2a).
adjunct is preposed), or (b2) frols (the second adjunct ~ B) Wide scope ofConj,: The wide scope oonn,
is preposed). These analyses allow us to compund = I orc_ier th_at/tom (33) can be seen in the_ dialogue in
Y. From the above principle that the position of sub{30-C) in which the question i&/hy S1 Conj S2? The
ordinate clauses does not affect dependency structuré§mantic dependency structure of (3a)4s (B) in Fig-

X does not yield any othevacs thanY; andY,. Asa Uré 4. This tree shapamhG must be interpreted in a way

consequence, our study on the dependency structuresS3filar to (A), which reflects thaonj, has wide scope.
sentences with two subordinate clauses can be limited t

the study of such sentences in the canonical order. ?‘2’) a. Fred played tubarHiLE Mary was taking a nap

in order to bother her.
b. - Why did Fred play tubavHILE Mary was tak-
ing a nap?
We are going to show that sentences with two subordinate  c. - In order to bother her.
clauses may be interpreted in four different ways. Two . )
interpretations are found in which one conjunction has AS for (2a), (3a) when written could be considered as
wide scope over the other one, two other ones witho@mbiguous. The scope af order that/tois underspeci-
wide scope. The former are represented in tree shap@d in theusr proposed in Section 5 for (3a).
DAGS, the latter in non tree shapedas. C) $2 fac.torized The claqse S2 in (4a) is said to be
This semantics study is based on the following com@ctorized since bott1 Conj S2 = Fred played tuba
positionality principle. LetD,, be aDAG with n leaves while Mary was Washlng_ her haiand _SZ Cory S3 =
representing the dependency structure of a discobrse  Mary was washing her hair before getting dressed for her
If D, is a SUbBAG of D,, with p leaves]l < p < n, then party can be inferred from (4a). A similar situation is ob-

the discourseD, corresponding t@, should be infer- S€rved in (4b).

5
able from D, o . (4) a. Fred played tuba while Mary was washing her
A) Wide scope ofConj,: The wide scope oConn, hair before getting dressed for her party.

= b.ecausén (2a) can be seen in the dialogue in (2b—(;) in b. Fred was in a foul humor because he hadn't
which the answer iBecause S2 Copi$2. The semantic slept well that night because his electric blanket

dependency structure of (2a)ieG (A) in Figure 4. In hadn’t worked’

this DAG, which is tree shaped, the dependency relations

must be interpreted in the standard way used in mathe-|n (4a), no conjunction has wide scope over the other

matics or computer science: the second argument,of Ryne. Its semantic structure is:G (C) in Figure 4. This

is its right daughter, i.e. the tree rooted atwhich isthe pag is not tree shaped:t2 has two parents.

semantic representation 82 Conj S3 This reflects the  One could argue that tree shapedcs (A) and (B)

fact thatConj, has wide scope and is in conformity with should not be interpreted in the standard way. This is

our compositionality principle: (A) includes the soiaG  argued inrsTin which dependency relations in trees are

Ry (72, m3) and S2 Conp S3can be inferred, i.e. (2a) is interpreted with the “nuclearity principle” (Marcu, 1996).

true, then it is true thafred played tuba while Mary was With this principle, the arguments of a discourse relation

taking a nap can only beleavesof the tree, for example, the second
argument of R in (A) is 72, and the first argument of,R

°0n the other hand, the converse principle is not always truig (B) is 1. This amounts to interpreting (A) as (C), and
(Danlos, 2004): if a sub-discourg®, can be inferred fronD,,,

3.3 Sentences with two subordinate clauses

it does not always mean that tbeG D, is a SubpAG of D,. "This discourse is a modified version (includibgcausg
5To indicate that it is stressed when spoken, the waiide ~ of an example taken in (Blackburn and Gardent, 1998), who
is written in capital letters in (2). acknowledged that its structure is a “re-entrant graph”.
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(B) as (D) presented below. But then, cases with widevould be factorized, although | wrote all possible exam-
scope are not represented at all: they are not taken inpes | could think of and Laurence Delort, who works on
account, which is unacceptable. As a consequence, tré&ench) corpus, could not find anyone neither. The fac-
shapedAGs must be interpreted in the standard way, inorization of S3is represented asAG (E) in Figure 5.
which the arguments of a discourse relation may be eith&lote that no compositional syntax-semantics rule could
intermediary nodes or leaves. lead to (E) from the syntactic analyses SA1 and SA2,
It is generally assumed that semantic dependenayhich are the only possible ones. More generally, in
structures for discourses should be tree shaped. As a cdBPanlos, 2004), | show that aryaG with three ordered
sequence, to avomlAGs, some authors use trees in whicheaves other than (A)-(D) is excluded, i.e. does not cor-
some predicate-argument relations are given by the ntespond to coherent discourses with three clauses. For
clearity principle, while others are given by the standaréxample,DAG (K) in Figure 5 is excluded. This comes
interpretation. Nevertheless, one should not feel free toom the “letf1-right2 principle”, which is a weaker ver-
use trees relying on a mixed interpretation (the standasion of the adjacency principle
and nuclearity ones), except if the conditions governing
the use of one or the other interpretation can be formalh Mapping between syntax and semantics
defined. In (Danlos, 2004), | show that no rule can be Iaigv

d to ch fthese two int tati Ami e are going to examine the interpretation(s) of the syn-
own fo cnoose one otthese wo Interpretations. m'xeﬁiﬂctic analyses put forward in Section 2. The criterion to

interpretation for trees must thus be discarded. Since the, | <o 'is that of linear order. So. we are going to exam-

standard in_terprfata_tion is needed f_or wide scope CaS§Re the linear order(s) for each interpretation (A)-(D).
the nuclearity principle should be discarded. As another A) Wide scope ofConj,: The linear order variants of
consequence, one has to admit that discourse structu@g) repeated in (6a) ar{g shown in (6b-d)

for discourses arpAGs.
D) S1 factorized The clause S1in (5) is said to be fac- (6) a. Mary is in a bad mood because Fred played tuba

torized since botl81 Conj S2 = Fred prepared a pizza while she was taking a nap.

while it was rainingandS1 Conj S3 = Fred prepared a b. Because Fred played tuba while she was taking
pizza before taking a walkan be inferred. The semantic a nap, Mary is in a bad mood.

structure of (5) iDAG (D) in Figure 4, which is in con- c. Mary is in a bad mood because, while she was
formity with our compositionality principle. ThiBAG is taking a nap, Fred played tuba.

not tree shaped. d. Because, while she was taking a nap, Fred

. . o played tuba, Mary is in a bad mood.
(5) Fred prepared a pizza, while it was raining, before

taking a walk. These linear order variants correspond to the variants

In discourses analyzed as ([38is linked toS1(which which are allowed with the first apalysis SAl (see Fig-
is not adjacent) and not ®2(which is adjacent). There- Ure 3). On the other hand, the variants which are allowed

fore, these discourses are counter-examples to the adjjth SA2 are forbidden: the discourses in (7) do not make
cency principle advocated RsT. sense (hence the sign #).

DAG (D) exhibits crossing dependencies. It is thus a, 7) a. # Because Fred played tuba, Mary is in a bad

counter-example to the stipulation made by (Webber et mood while she was taking a nap.
al., 2003), namelydiscourse structure itself does not ad- b. # While she was taking a nap, Mary is in a bad
mit crossing structural dependenciés mood because Fred played tuba.

Summary: A sentence with two subordinate clauses c. # While she was taking a nap, because Fred
may receive one of the four interpretations represented in played tuba, Mary is in a bad mood.

DAGS (A), (B), (C) and (D). In the next section, we will
see that (A) and (C) are the interpretations of the syntactic To conclude, interpretation (A) corresponds to SAL, or
analysis SA1, while (B) and (D) are those of SA2. conversely SA1 can be interpreted as (A).

These four interpretations are the only possible ones. B) Wide scope ofConj,: The linear order variants of

In particular, | cannot find any example in whi®3 (3a), repeated in (8a), are shown in (8b-d). They corre-
- spond to the variants of SA2. | leave it to the reader to
8Among discourse connectives, (Webber et al., 2003) distin-—
guish “structural connectives” (e.g. subordinating conjunctions) °Recall that the adjacency principle does not hold because
from discourse adverbials includitigen, also, otherwiseThey  of examples such as (5). In sentences of the §peConj S2
argue that discourse adverbials do admit crossing of predicat€onj, S3 the letf1-right2 principle states that the first (resp. sec-
argument dependencies, while structural connectives do not.ohd) argument of a subordinating conjunction is given by a text
emphasize that (5) comprises only structural connectives (subpan which occurs on its left (resp. right). This principle ex-
ordinating conjunctions) while its structure exhibits crossingcludes (K) sinceS1lis the only text unit on the left o€onj,,
structural dependencies. while 71 is not the first argument aR,,.
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check that the variants of SA1 are forbidden. To con- As an illustration, R left-dominatesrl, R, and=2 in
clude, interpretation (B) corresponds to SA2, or confA), while R, left-dominates R, 71 andx3 in (B). Left-

versely SA2 can be interpreted as (B). dominance is more restrictive than (strict) dominance
(8) a. Fred played tuba while Mary was taking a nap irfe.g. R, strictly dominatesrl, R,, 72 and alsor3 in
order to bother her. (A)) and less restrictive than the nuclearity principle (e.g.
b. While Mary was taking a nap, Fred played tubaby this principle, R dominates only the leaved andn2
in order to bother her. in (A)).
c. In order to bother Mary, Fred played tuba while Syntax to semantics Following works in semantics
she was taking a nap. with LTAG (Candito and Kahane, 1998) (Kallmeyer and
d. In order to bother Mary, while she was taking aJoshi, 2003), | assume that (i) each elementary tree is
nap, Fred played tuba. linked to an (underspecified) semantic representation, (ii)

the way the semantic representations combine with each

C) S2 factorizedandD) S1 factorized When S2is  other depends on the derivation tree. | propose the fol-
factorized, the linear order variants correspond to SAjgwing rule to link the elementary trees of a subordinate
when S1 is factorized, they correspond to SA2, as thggpjunction to arusr.
reader can check it. _ _ Rule (R1): The usr for 31(Conj,) and 52(Conj,)!

Summary: A sentence with two subordinate clausesy, yhich Conj, denotes a discourse relatiop R the de-
may receive the syntactic analyses SA1 and SA2, S ription of aDAG in which R, left-dominatesr1 andr2,
can be interpreted as (A) or (C), SA2 as (B) or (D). In thgne semantic representations of the argumentSasf,.
next section, | put forward underspecified semantic reprys ryle is graphically represented in Figure 7, in which
rese_ntaﬂonst(SRS) such that _the syntactl_c analysis SA_la dashed-dotted line represents left-dominance.
receives gnly_one un.d.erspeuﬁed semantic representation; o+ < show how rule (R1) allows us to compute the
US,Rl' which is speqﬂe_d n (A)_ or (,C)' and that SA2 re'right interpretations for the syntactic analyses SA1 and
ceives onlyusr2 which is specified in () or (D). SA2 depending on their derivation trees.

Interpretations for SA1: From the derivation tree of
SA1l given in Figure 2, rule (R1) leads tsR1 given in
It is now classical to usesrs for quantifier scope am- Figure 8. The constraints on left-dominance and order
biguities (among other ambiguities). Following worksin usR1 are solved irDAGs (A) and (C). (C) is identical
by (Duchier and Gardent, 2001), | adopt a scope undete USR1 except that immediate dominance replaces left-
specification formalism based on dominance constraintdominance. In (A), R left-dominatesr2. UsR1 cannot
Let us illustrate the overall idea briefly. The clauwe be solved in (B) since, in (B), Rdominatesr2 but does
ery yogi has a gurus represented (in a simplified way) not left-dominate it. On the other hand, in (Duchier and
as the “tree description” in Figure 6, in which a solidGardent, 2001) who use dominancsR1 can be solved
line represents immediate dominance, a dotted line dornm (B), which is not in accordance with the data. This is
inance. Quantifier scopes are underspecified in this treghy | have introduced the notion of left-dominance.
description. The dominance constraints are solved in the Interpretations for SA2: From the derivation tree of
trees (a) and (b) in Figure 6 (in both (a) and (b), the roaBA2 given in Figure 2, rule (R1) leads tsR2 given in
dominateshas(x, y) ). Quantifier scopes are speci-Figure 8. The order of the multiple adjunctions to the
fied: in (a) forall(x) has wide scope, in (b) it is same node in SA2 is echoed by the order of the leaves
exists(y) . Theusr| propose for subordinate con- in usr2: w1 precedesr2 which precedes3. The con-
junctions follows this overall idea. However, it differs in straints on left-dominance and orderusr2 are solved
two ways: (i) “left-dominance” is used instead of domi-in bAGs (B) and (D) - which is correct - but also in (K)
nance, (ii) constraints are solvedimGs which may be given in Figure 32. However, (K) is excluded because it
not tree shaped. does not follow the left1-right2 principle, see note 9.

Left-dominance: It has been seen in Section 3 thatthe To conclude, with (R1), SA1 can be interpreted only as
nuclearity principle is too restrictive (wide scope casegA) or (C) and SA2 only as (B) or (D), which is correct.
are not taken into account). It will be seen below that
dominance relations are not restrictive enough. There- *®More formally, the nuclearity principle states that, in a (bi-
fore, | introduce a new relation, called “left-dominance”,nary) tree rooted at R, the arguments of R arel¢awesof the

which is intermediary and defined as follows. tree which ardeft-dominatedby R.

. ; : . HRecall (Section 3.2) that linear order does not affect depen-
A node X in ;.i tree l.eft_domm.ates a node Y iff Y IS %ency structures. S@1(Conj,) andB2(Conj,) are both linked
daughter of X (immediate dominance) or there exists g the same (underspecified) semantic representation.

daughter Z of X such that Y belongs to the left-frontier of 12 thank Laura Kallmeyer for drawing my attention on this
the tree rooted at Z. point.

5 Underspecified semantic representation
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6 Comparison with D-LTAG References

& Abeillé, M.-H. Candito, and A. Kinyon. 2000. The
current status of FTAG. IfProceedings of TAG+5
pages 11-18, Paris.

This study on sentences with two subordinates claus
is extended to other discourses. As requested by the re-
viewers, let me compare my approachbta tac (Web-

ber et al., 2003), which extends a sentence level grammé¥; Ashecr a”g Aa LaLcharides. I%OOBOQ(i:CS Og %onversa-
namelyxTAG, for discourse processing. tion. Cambridge University Press, Cambridge.

Let us first look at subordinating conjunctions. TheyP. Blackburn and C. Gardent. 1998. A specification
anchorauxiliary trees inxTAG (or FTAG) andinitial trees ~ language for discourse semantics. Rroceedings of
in D-LTAG. Why do they anchoinitial trees inD-LTAG? LACL'98, pages 61-67, Grenoble.
The authors give the following answer: “One reason foM.H. Candito and S. Kahane. 1998. Can the TAG
taking something to be anitial tree is that its local de-  Derivation Tree represent a Semantic Graph“Prior
pendencies can be stretched long-distance”. That is aceedings of TAG+#pages 25-28, Philadelphia.
wrong argument. One major advantageTat is that L. Danlos, B. Gaiffe, and L. Roussarie. 2001. Document
adjunction is possible both in initial and auxiliary trees structuringa la SDRT. Ininternational workshop on
(and iteratively). So local dependencies in any tree can text generation - AClpages 94-102, Toulouse.
be stretched long-distance. Moreover, as any other agd- panlos. 2004. Discourse dependency structures as
juncts, several subordinate clauses can iteratively modify constrained DAGs. IrProceedings of SIGDIAL'Q4
the same matrix clause (Section 2.2). One may wonder Boston.

how iterativity is taken into account when subordinatgy pychier and C. Gardent. 2001. Tree descriptions,
conjunctions anchor initial trees. contraints and incrementality. In R. Muskens H. Bunt

Secondly, let us examine the distinction madepin and E. Thijsse, editorsComputing Meaningpages
LTAG between structural and anaphoric connectives. The 205-227. Kluwer Academic Publishers, Dordrecht.
status of some connectives (e.lgowevey) is admittedly K. Forbes, E. Miltsakaki, R. Prasad, A. Sarkar, A. Joshi,
not clear and so is determined on empirical grounds, us- and B. Webber. 2002. D-LTAG system: Dis-
ing crossed structural dependencies as a test. In note 8, [course parsing with a lexicalized tree adjoining gram-
have emphasized that (5) comprises only structural con- Mar: Journal of Logic, Language and Information

. - e mpr : 12(3):261-279.

nectives - subordinating conjunctions are unquestionably
structural connectives in-LTAG - while its structure ex- L. Kallmeyer and A. Joshi. 2003. Factoring Predicate

hibits crossing structural dependencies. So the main testArgument and Scope Semantics: Underspecified Se-

to distinguish structural and anaphoric connectives is not ma:nt!gs VX'T I_ZTgGslzesearch on Language and Com-
valid. putation 1(1-2):3-58.

D-LTAG defends the idea that there is no gap betweef- Kamp and U. Reyle. 1993From Discourse to Logic
sentence and discourse processing. There exist discrep-Kluwer Academic Publishers, Dordrecht.
ancies, e.g., discourse adverbials have one argumentVit Mann and S. Thompson. 1987. Rhetorical structure
the (syntactic) sentence level and two at the (semantic) theory. In G. Kempen, editoNatural Language Gen-

discourse levéP. Such discrepancies are handled in the €ration pages 85-95. Martinus Nijhoff Publisher, Dor-

D-LTAG parsing system (Forbes et al., 2002) by the use drecht.

of two passes: one based ®mMAG syntactic trees, the D. Marcu. 1996. Building up rhetorical structure trees.

other one orp-LTAG semantic trees. This amounts in !N The Proceedings of the 13th National Conference on

positing two levels as in my approach however without a Artificial Intelligence pages 1069-1074, Portland.

well-defined syntax-semantics interface. I. Mel'cuk. 2001. Communicative Organization in Nat-
Finally, in D-LTAG, the logical form of a discourse is  ural Language: The Semantic-Communicative Struc-

computed from its derivation tree, a level of representa- Uré of SentencesJohn Benjamins Publishing Com-
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Figure 8:Usr1 andusRr2 (Underspecified Semantic Representations for SA1 and SA2),
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