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Abstract

This paper presents a method of improving the
quality of subcategorization frames (SCFs) ac-
quired from corpora in order to augment a lexi-
con of a lexicalized grammar. We first estimate
a confidence value that a word can have each
SCF, and create an SCF confidence-value vec-
tor for each word. Since the SCF confidence
vectors obtained from the lexicon of the tar-
get grammar involve co-occurrence tendency
among SCFs for words, we can improve the
quality of the acquired SCFs by clustering vec-
tors obtained from the acquired SCF lexicon
and the lexicon of the target grammar. We ap-
ply our method to SCFs acquired from corpora
by using a subset of the SCF lexicon of the
XTAG English grammar. A comparison be-
tween the resulting SCF lexicon and the rest of
the lexicon of the XTAG English grammar re-
veals that we can achieve higher precision and
recall compared to naive frequency cut-off.
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with lexicalized grammars, because empirical parsing ef-
ficiency and syntactic ambiguity of lexicalized grammars

are known to be proportional to the number of lexical en-

tries used in parsing (Sarkar et al., 2000). We therefore
need some method to improve the quality of the acquired
SCFs.

Schulte im Walde and Brew (2002) and Korho-
nen (2003) employed clustering of verb SCF (probabil-
ity) distributions to induce verb semantic classes. Their
studies are based on the assumption that verb SCF distri-
butions are closely related to verb semantic classes. Con-
versely, if we could induce word classes whose element
words have the same set of SCFs, we can eliminate SCFs
acquired in error from the corpora and predict plausible
SCFs unseen in the corpora. This kind of generalization
would be useful to improve the quality of the acquired
SCFs.

In this paper, we present a method of generalizing
SCFs acquired from corpora in order to augment a lex-
icon of a lexicalized grammar. For words in the ac-
quired SCF lexicon and the lexicon of the target lexical-
ized grammar, we first estimate a confidence value that a
word can have each SCF. We next perform clustering of
SCF confidence-value vectors in order to make use of co-

Recently, a variety of methods have been proposed f@ccurrence tendency among SCFs for words in the lex-
automatic acquisition of subcategorization frames (SCF&on of the target lexicalized grammar. Since each cen-
from corpora (Brent, 1993; Manning, 1993: Briscoelroid value of the obtained clusters indicate whether the
and Carroll, 1997: Sarkar and Zeman, 2000: KorhoneH‘,’Ode in that class have each SCF, we eliminate implausi-
2002). Although these research efforts aimed at enhanl® SCFs and add unobserved but possible SCFs accord-
ing lexicon resources, there has been little work on evalid to that value. In other words, we can generalize the
ating the impact of acquired SCFs on grammar coverag%qu'red SCFs by the reliable lexicon of the target lexi-
using large-scale lexicalized grammars with the excefsalized grammar.
tion of (Carroll and Fang, 2004). We applied our method to SCFs acquired from mo-
The problem when we combine acquired SCFs witlvile phone news groups corpus by a method described
existing lexicalized grammars is lower quality of the acin (Carroll and Fang, 2004), in order to generalize the
quired SCFs, since they are acquired in an unsupervisadquired SCFs by using a training portion of the SCF
manner, rather than being manually coded. If we attemjpéxicon of the XTAG English grammar (XTAG Research
to compensate for the lack of recall by being less strict iGGroup, 2001), a large-scale Lexicalized Tree Adjoining
filtering out less likely SCFs, then we will end up with aGrammar (LTAG) (Schabes et al., 1988). We evaluated
larger number of lexical entries. This is fatal for parsinghe resulting SCF lexicon by comparing it to the rest of

TAG+7: Seventh International Workshop on Tree Adjoining Grammar and Related Formalisms.
May 20-22, 2004, Vancouver, BC, CA.
Pages 104-110.



(#S(EPATTERN : TARGET |ftp|
: SUBCAT ( VSUBCAT NONE) (true) probability distribution
- CLASSES (22 2985) )
: RELI ABI LI TY 0 e
. FREQSCORE 0. 01640195 297
: FREQCNT 2 2os
: TLTL (VVD WO) g0 _—
SLTL (((]ssh| NN1))) o2 —
. O_T]_L NI L U‘; s 1 1 I ey I I 7‘ recognition threshold

cOLT2L NI L TrxOVnXL ROV ThXOVnIPnk2 TnxOVixipn — TnxOVpnxl

:OLT3L NIL :LRL 0)) subcategorization frame

Fi 2: Probability distributi f SCFs fappl
Figure 1: An acquired SCF for a verb “ftp” gure robability distributions o S 1appty

_ _ 2.2 Clustering of Verb SCF Distributions
th;;ﬂﬁgig;h?gﬂﬁﬁé r;%l?)ggii? dmba r,:;:s;r;:aen fg:;rhere are some related work on clustering of SCF prob-
Eut_oﬁ y q4eNXility distributions (Schulte im Walde and Brew, 2002;

Korhonen et al., 2003). These studies aim at obtaining
verb semantic classes, which closely related to syntactic
2 Background behavior of argument selection.
Schulte im Walde and Brew (2002) employed cluster-
ing of verb SCF distributions to induce verb semantic

We start by acquiring SCFs for a lexicalized grammaglasses. They first represent a verb SCF distribution by
from corpora by the method described in (Carroll an@n n-dimensional vector for each verb. Each element in
Fang, 2004). the SCF distribution represents a probability that a verb
In their study, they first acquire fine-grained SCFs b{*PP€ars with the_ corresponding SCF. They then pe_rform
the method proposed by (Briscoe and Carroll, 1997; K K-Means cl_ustenng (Forgy, 1965) of these vectors in or-
rhonen, 2002). Figure 1 shows an example of one ad€' t0 obtain verb semantic classes. _
quired SCF entry for a vertfth.” Each acquired SCF en- Korhonen et al. (2003) also conducted clustering

try has several fields about the observed SCF. We expldfh verb SCF distributions using a different clustering
here only its portion related to this study. TRARGET method including the nearest neighbors clustering and the

field is a word stem|ftp| in Figure 1), the first number in Information_BottIeneck clustering (Tisht_)y et al., 1999).
the CLASSES field indicates an SCF ID (22 in Figure 1), Th_ey investigated the effect of polysemic verbs on clus-
andFREQCNT shows how often words derivable from the€"n9- _ .

word stem had the SCF identified by the SCF ID (2 times .Althougr.l the_se studies demonstra_ted that there is a cer-
in Figure 1) in the training corpus. The obtained SCF&"’}'” c_Iassmcatlon of verbs by clusterl'ng of verb SCF dis-
comprise the total 163 types of relatively fine-graine&r'buF'ons’ they do not focus on the improvement of the
SCFs, which are originally based on the SCFs in th@uality of the SCF lexicon. In this paper, we focus on the
ANLT (Boguraev and Briscoe, 1987) and COMLEX (Gr_problem to identify whether a word can have each SCF
ishman et al., 1994) dictionaries. In this example th@”d try to obtain word classes whose element words have

SCF ID 22 corresponds to an SCF of intransitive verb, the same set of SCFs.
They then obtain S.CFS for the target IeX|caI|z§d grams  Mathod
mar (the LINGO English Resource Grammar (Flickinger,
2000) in their study) by using a handcrafted translatiorhe basic idea of our method is first to obtain word
map from these 163 types to one of the types of SCFs itlasses whose element words have the same set of SCFs,
the target grammar. They report that they could achievewsing not only acquired SCFs but also existing SCFs in
coverage improvement of 4.5% (52.7% to 57.2%) with ahe target grammar. We then eliminate implausible ac-
parsing time double (9.78 sec. to 21.78 sec.). quired SCFs and add plausible unseen SCFs according to
This approach is easily extensible to any lexicalizethe set of SCFs represented by the centroids of the result-
grammars, if the grammars have an organized architeitig clusters.
ture of lexicon, which derive possible lexical entries from ) )
each SCF the grammar defines. Existing lexicalized-l Representation of Confidence Values for SCFs
grammars usually are equipped with this kind of orga¥e representn SCF confidence-value vector of each
nization,e.g., lexical types in LINGO ERG and tree fam- word w; with a vectorv;, an object for clustering. Each
ilies in the XTAG English grammar. elementy;j in v; represents the confidence value of SCF

2.1 Acquisition of SCFs for Lexicalized Grammars
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s; for wj, which expresses how reliable a wongl has represented by binominal distribution:
SCFsj. We should note that the confidence value is not

the probability that a wore; appears with SCE; but a P(D|8}) = (n) 0% (1— @), 2)
probability of existence of SC§; for the wordw;. In this X
study, we assume that a wowg can have each SC$§ To calculate thisa posteriori distribution, we need to

with a certain (non-zero) probabili}j(= p(sj|wi) >0 define thea priori distributionP(8;j). The question is
wherey ; 6 = 1), but only SCFs whose probabilities ex-which probability distribution oBij can appropriately re-
ceed a certain threshold are recognized as SCFs for tfiect prior knowledge. In other words, it should encode
word in the lexicon. We hereafter call this thresholdknowledge we use to estimate SCFs for an unknown word
recognition threshold. Figure 2 exemplifies a probabil- wi. We simply determine it from distributions of proba-
ity distribution of SCFs forapply. In this context, we bility values ofs; for known words. We use distributions
can regard a confidence value of each SCF as the possf-observed probability values sf for all words acquired
bility that a probability of a SCF exceeds the recognitiorirom the corpus by using a method described in (Tsu-
threshold. ruoka and Chikayama, 2001). In their study, they assume

One intuitive way to estimate a confidence value is t& priori distribution as théveta distribution defined as:
assume an observed probability., relative frequency, ga-1(1— g)p-1
is equal to a probabilitygj of SCFs; for a word w; g — i Y 3
J . ) p( 1) |a7B) ) ( )
(6= freqgij/ ¥ freqij wherefreq;; is a frequency count B(a,B)
that a wordw; have the SCH; in corpord). We simply a1 \B-1ng.
assign 1 to a confidence valgenf; when the relative whereB(a, B) = Jo ] (1— ;)" "d8;. The value of
frequency ofs; for a wordw; exceeds the recognition @ @ndp is determined by moment estimatiérBy sub-

threshold, and otherwise assign 0 to a confidence val§dtuting Equations 2 and 3 into Equation 1, we finally
of confi;. However, an observed probability is totally Obtain thea posteriori distributionp(6; D) as:

unreliable for infrequent words. For example, when we

use a confidence value derived from a relative frequency 897 11-6)P 1 1\ ox (%)
as above, we cannot distinguish cases where a werd p(6i|a,B,D) — ~ Bap) (%) 67(1-6j)
appears once with a SGf and a wordw, appears 100 "~ 1% P Jo P(6)P(D]61j)d6;
times, always with the SCE;, which are both the rela- B rd—1 Xt f-1

tive frequency 1. Moreover, even when we would like to = C0 (1-8ij) (4)
encode confidence values of reliable SCFs in the target n 1
lexicalized grammar, it is also problematic to distinguisﬁ"’herec = (%) /(B(a,B) Jy'P(6:j)P(D]|6)d6)).

the confidence value of those SCFs with confidence val- When we determine the value _Of the recognition
ues of acquired SCFs. threshold as, we can calculate a confidence vahos fi;

. . .. that a wordw; can haves; by integrating thea posteriori
The other promising way to _estlm_ate a_true pmbab'“tﬁistribution p(8,;|D) from the threshold to 1:
Gij is to regard it as a stochastic variable in the context o

Bayesian statistics (Gelman et al., 1995). In this context, 1 at x4 1
a posteriori distribution of the probabilitys;; of a SCFs; confij = /t c- 6] (1-6) dé; (5)
for a wordw; is given by:

By using this confidence value, we can express an SCF
P(8;)P(D|&;) confideqce—value vectos for a wordw; in the acquired
P(D) SCF lexicon {;j = confj).3
In order to combine SCF confidence-value vectors for
= P(6,)P(DI6) , (1) words acquired from corpora and those for words in the
Jo P(6:j)P(D)&)d6;; T 2The expect

p(8ij|D)

2The expectation value and variance of the beta distribution
are made equal to those of the observed probability values.
whereP(8) is a priori distribution, and is the data we 3By using the fact thaj‘ol P(8j|a,B) = 1, we can calculate
have observed. Since every occurrence of SCFs in thenf; as follows.
dataD is independent with each other, the dBtaan be
regarded as Bernoulli trials in this case. When we observe
the dataD that a wordw; appears times and has SCF
sj X(< n) times, its conditional distribution is therefore

ﬁlc' 6{}«%6{71(1_ 6|j)n7X+ﬁ71d9|j
folc. 9i>j+a*1(l, glj)n—x+ﬁ—1d9|j
ftl 6i>}+a71(1* elj)n—X+B—1d9|j

= 6
foleif-a—l(l_elj)n—x+ﬁ—1d9|j (6)

confij; =

IWe used values dFREQCNT to obtain frequency counts of
SCFs.
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Input: a set of SCF confidence-val ue After every assignment, we determine a next centroid
vectors ¥ ={vi,Vo,...,Vn} CR™ f h clust foll .
a distance function d:R"xZ™—R Cm Of each cluste€r, as follows:
a function to conpute a centroid
M AVig,Vigs- Vg b — R - -
Qutput: a set of ¢l usters Cj 1 when Vij > (1_V|J)
Cmj = Vi€Cm Vi€lm (9)
whil e cluster menbers are not stable do 0 otherwise
foreach cluster C;
CJ :{V‘|Vc\,d(v.7c,)gd(v.,q)}
end foreach We then address the way to determine the number of
oreach clusters C;j L . . .
¢ = u(C) clusters and initial assignments of objects. In this paper,
o for each we assume that the most of the possible set of SCFs for
words are included in the target lexicalized grammar, and
return G make use of the existing sets of SCFs for the words in the

lexicon of the target grammar to determine the possible
Figure 3: Clustering algorithm for SCF confidence-valueet of SCFs for words out of the lexicon. We first ex-
distributions tract SCF confidence-value vectors from the lexicon of

the target grammar by regardirgg= 0 in Equation 7.

lexicon of the target grammar, we also represent SCRY €liminating duplications from them, we obtain SCF
confidence-value vectors for the words in the target granf€ntroid-value vectorsn. We then initialize the number
mars. In this paper, we express SCF confidence-val @ clustersk to the number oty and use them as initial

vectorsv, for words in the SCF lexicon of the target gram—Ce”trO'dSﬁ
mar by: We finally update the acquired SCFs using each ele-
) ) ment’s value in the centroid of each cluster and the confi-
Vi = { 1-¢& w hassjinthelexicon (7) dence value of SCFs in this order. We first eliminate SCF
€ otherwise sj for wj in a clustenwhen the valuen; of the centroid

whereg expresses an unreliability of the lexicon. In thiscm is 0, and add SCE; for w; in a clusterm when the
study, we simply set it to the machine epsilon. In othe¥aluecn; of the centroicty, is 1. This is becausan; rep-

words, we trust the lexicon as much as possible. resents whether the words in that class can have $CF
] ) We then eliminate implausible SCBg for w; from the
3.2 Clustering Algorithm for SCF resulting SCFs according to its corresponding confidence
Confidence-Value Distributions valueconfi;. We call this eliminatiorcentroid cut-off. In

We next present a k-Means-like clustering algorithm fothe following experiments, we compare this cut-off with
SCF confidence-value vectors, as shown in Figure Raivefrequency cut-off, which uses only relative frequen-
Given an initial assignment of data objectsktolusters, cies to eliminate SCFs aranfidence cut-off, which uses
our algorithm computes a representative value of eaanly confidence values to eliminate SCFs. Note that fre-
cluster calledcentroids. Our algorithm then iteratively quency cut-off and confidence cut-off use only corpus-
updates clusters by assigning each object to its closdssed statistics to eliminate SCFs.
centroid and recomputing centroids until cluster members
become stable. 4 Experiments

Although our algorithm is roughly based on the k-
Means algorithm, it is different in an important respectWe applied our method to an SCF lexicon acquired
We define the elements of the centroid values of the olfrom 135,902 sentences of the mobile phone news group
tained clusters as a discrete value of 0 or 1 because wechived by Google.com, which is the same data used
want to obtain clusters which include words that have th# (Carroll and Fang, 2004). The number of the result-
exactly same set of SCFs. We then derive a distance furieg SCFs is 14,783 for 3,864 word stems. We then trans-
tion d to calculate the distance from a data objecto  lated them to an SCF lexicon for the XTAG English gram-
each centroict,. Since the distance function is used tomar (XTAG Research Group, 2001) by using a translation
determine the closest cluster far we define the func- map manually defined by Ted Briscoe. It defines a map-
tion d to output the probability thag, has the SCF set ping from 23 out of 163 possible SCF types into 13 out of

expressed by centroig}, as follows: 57 XTAG SCFs calledree familieslisted in Table 1. The
number of resulting SCFs for the XTAG English gram-
dvi,em) =[] vij- [ (X1=vj). (8)  mar was 6,742 for 2,860 word stems.

Cmj=1 Cmj=0

By using this function, we can determine the closest clus- “When a lexicon of the grammar is not comprehensive or
ter as argmasl(Vj, Cm) less accurate, we should determine the number of clusters using
,Cm).

Cn other algorithms (Bischof et al., 1999; Hamerly, 2003).
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Table 1: Tree families of the XTAG English grammar Cor'm dggggecg%gfﬁé-gflf ,,,,,,,,,,
mapped from 23 out of 163 SCF types confdence cutoff .03 -
Tree family Explanation 08 1 T
Tnx0Ax1 Adjective small clause
Tnx0Vnx1 Transitive 06 L
Tnx0Vsl Sentential complement 5
Tnx0Vnx2nx1 Ditransitive @
Tnx0Vnx1Pnx2  Multiple anchor ditransitive with PP 04
TnxOVnx1pnx2  Ditransitive with PP
Tnx0Vplnx1 Transitive verb Particle
TnxOVpl Intransitive verb Particle 02 r
Tnx0Vnx1s2 Sentential complement with NP
Tnx0Vpnx1 Intransitive with PP o . . . .
TsOVnx1 Transitive sentential subject 0 02 04 06 08 1
Tnx0Vaxl Intransitive with adjective Precision

Tnx0VpInx2nx1 Ditransitive verb Particle

Figure 4: Precision and recall of the resulting SCFs using

_ ‘confidence cut-off and frequency cut-off
In order to evaluate our method, we split the SCF lexi-

con of the XTAG English grammar into the training por-
tion and the test portion. The training portion includes Vo ' cofidence cut-off0.03
9,427 SCFs for 8,399 words, while the test portion in- centroid cut-off 0.08% -~
cludes 433 SCFs for 280 words The test portion is se-  *®] ]
lected from the SCF lexicon for words that are observed
in the acquired SCF lexicon. We extract SCF confidence- o6
value vectors from the training portion and combine them
with the SCF confidence-value vectors obtained fromthe 41
acquired SCFs. The number of the resulting data objects
is 8,679° We also make use of the SCF confidence-value
vectors obtained from the training SCF lexicon as an ini-
tial centroid by regarding as 0. The total number of
them was 3%. We then performed clustering of these %0 0z 0a 06 08 1
8,679 data objects into 35 clusters. Precision

We finally evaluate precision and recall of the resulting
SCFs by comparing them with the test SCF lexicon of th&igure 5: Precision and recall of the resulting SCFs using
XTAG English grammar. confidence cut-off and frequency cut-off

We first compare confidence cut-off with frequency
cut-off to investigate effects of Bayesian estimation. Fig- _ ) _ -
ure 4 shows precision and recall of the resulting SCF sef@mpare confidence cut-offs with different recognition
using confidence cut-off and frequency cut-off. We meathresholds, we can improve precision using higher recog-
sured precision and recall of the SCF sets obtained usifigion threshold while we can improve recall using lower
confidence cut-off whose recognition threshbld 0.01 ~ récognition threshold. This result is quite consistent with
(confidence cut-off 0.01),.03 (confidence cut-off 0.03), OUr éxpectations.
and Q05 (confidence cut-off 0.05) by varying threshold We then compare centroid cut-off with confidence cut-
for the confidence value from 0 to 1. We also measure@ff to observe effects of clustering using information in
those for the SCF sets obtained using frequency cut-dfie lexicon of the XTAG English grammar. Figure 5
by varying threshold for the relative frequency from oshows precision and recall of the resulting SCF sets using
to 1. The graph apparently indicates that the confiden&@ntroid cut-off and confidence cut-off with the recogni-
cut-offs outperformed the frequency cut-off. When weion thresholdt = 0.03 by varying the threshold for the
- confidence value. In order to show the effects of infor-

SWe used the SCF confidence-value vectors for words whictation of the training SCF lexicon, centroid cut-off 0.03*
are included in the XTAG English grammar. When both thqs SCFs obtained by clustering of SCF confidence-value

training SCF lexicon and the acquired SCF lexicon have th . . . -
same words, we simply used an SCF confidence-value vect ?ctors in the acquired SCFs only with random initial

Recall

02 r

obtained from the acquired SCF lexicon. ization. The graph apparently shows that clustering is
6We used the SCF confidence-value vectors that appear witi€aningful only when we make use of the reliable SCF
more than two words. confidence-value vectors obtained from the manually tai-

108



SCF # SCFs frequency cut-off confidence cut-off 0.03 centroid cut-off 0.03

Precision Recall Precision Recall Precision Recall
Tnx0Ax1 12(1) na (0/0) 0.000 (0/12) na (0/0) 0.000 (0/12) na (0/0) 0.000 (0/12)
Tnx0Vnx1 267(222) 0.959 (212/221) 0.794 (212/267) 0.958 (253/264) 0.948 (253/267) 0.956 (260/272) 0.974 (260/267)
Tnx0Vsl 38(29) 0.357 (10/28) 0.263 (10/38) 0.381 (8/21) 0.211 (8/38) 0.323 (10/31) 0.263 (10/38)
Tnx0Vnx2nx1 21(16) 0.105 (6/57) 0.286 (6/21) 0.185 (10/54) 0.476 (10/21) 0.122 (9/74) 0.429 (9/21)
Tnx0Vnx1Pnx2 8(4) 0.200 (3/15) 0.375 (3/8) 0.200 (2/10) 0.250 (2/8) 0.250 (2/8) 0.250 (2/8)
Tnx0Vnx1pnx2 5(1) 0.024 (1/41) 0.200 (1/5) 0.029 (1/34) 0.200 (1/5) na (0/0) 0.000 (0/5)
Tnx0VpInx1 40(23) 0.538 (7/13) 0.175 (7/40) 0.667 (6/9) 0.150 (6/40) 0.778 (7/9) 0.175 (7/40)
Tnx0Vpl 20(0) na (0/0) 0.000 (0/20) na (0/0) 0.000 (0/20) na (0/0) 0.000 (0/20)
Tnx0Vnx1s2 11(6) 0.083 (1/12) 0.091 (1/11) 0.200 (1/5) 0.091 (1/11) 0.200 (1/5) 0.091 (1/11)
TsOVnx1 8(1) 0.000 (0/2) 0.000 (0/8) na (0/0) 0.000 (0/8) na (0/0) 0.000 (0/8)
Tnx0Vax1 2(1) 0.000 (0/9) 0.000 (0/2) 0.000 (0/3) 0.000 (0/2) 0.000 (0/1) 0.000 (0/2)
Tnx0VpInx2nx1 1(0) 0.000 (0/2) 0.000 (0/1) na (0/0) 0.000 (0/1) na (0/0) 0.000 (0/1)

Table 2: Precision and recall for 400 SCFs obtained from freqency cut-off, confidence cut-off 0.03, and centroid cut-off
0.03

lored lexicon. The centroid cut-off using the lexiconcriteria to judge the implausibility of the SCFs, we can
boosted precision and recall compared to the confideneéiminate more wrongly acquired SCFs because they tend
cut-off and the centroid cut-off without the lexicon. to violate the co-occurrence tendency. Another reason
We finally investigate precision and recall of the rewhy the centroid cut-off and the confidence cut-off out-
sulting SCFs for every SCF type in order to evaluate efperform the the frequency cut-off is due to the way how
fects of our method on each SCF. Table 2 shows predhose cut-offs add new unseen SCFs. We can add plausi-
sion and recall of the SCFs by using frequency cut-ofble SCFs from those SCFs which is reliable according to
(the threshold for the relative frequency 0.092), confitheirapriori distribution. Furthermore, since the centroid
dence cut-off 0.03 (the threshold for the confidence valueut-off makes use of the co-occurrence tendency among
0.953), centroid cut-off 0.03 (the threshold for the confiSCFs, it adds only SCFs which are plausible in terms of
dence value 0.889)by using thresholds for the relative corpus-based statistics (confidence value) under the re-
frequency and the confidence value that preserve exacstiriction provided by the co-occurrence tendency among
400 SCFs. The numbers in curly brackets in # of SCFSCFs in the lexicon of the target grammar.
colum show the number of SCFs in the test SCF lexicon
that are acquired from the training corpus. The leftan® Concluding Remarks and Future Work
right numbers in curly brackets in the precision column
show the number of correct SCFs against all SCFs in t
resulting SCF lexicon while those in the recall column
show the number of correct SCFs against all SCFs in t
test SCF lexicon. We can observe a tendency that t
confidence cut-off and the centroid cut-off preserve mor
transitive (TnxOVnx1) SCF. This is because some SC
of TnxOVnx1 in the test SCF lexicon are not observe
in the training corpus but are predicted ayriori dis-
tribution for SCF Tnx0Vnx1. Also, the centroid cut-off

0 this paper, we presented a novel way to improve the
uality of SCFs acquired from corpora in order to aug-
H’gent a lexicalized grammar with them. By applying our
ethod to the acquired SCF lexicon using the XTAG En-
ish grammar, we showed that our method improved
oth precision and recall of the resulting SCFs compared
&o the naive frequency-based cut-off.

In future work, we are going to investigate the pars-
ing performance of the XTAG English grammar aug-

tends to reduce implausible SCFs of ThxOVnx1Pnx2 an'a1ente0| with SCFs obtalrjed_ by our method. _We wil
TnxO0Vax1. Since the threshold for the confidence Va|ugpply our meth(_)d fo lexicalized grammars with rela-
of the centroid cut-off 0.03 (0.889) is smaller than that opvely smaller.le>.<|cone.g., the LINGO English Resource
the confidence cut-off 0.03 (0.953), the clustering c:oulgr"’lmm"’\r (Flickinger, 2000).
elllrnlnate implausible SCFs without redgcmg recall. Acknowledgment
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SCFs tend to be wrongly acquired SCFs, it must alsglso indebted to Yusuke Miyao, John Carroll and the three
eliminate correct SCFs with low relative frequencies. Byanonymous reviewers for their valuable comments on this
using co-occurrence tendency among SCFs as anothgiper. The first author was supported in part by JSPS Re-

Since no word takes SCF Tnx0Vpnx1 in the test SCF Iexi-searCh Fellowships for Young Scientists.

con, we omit it here.
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