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Abstract

In this paperwe shav how to formalizerecon-
structioneffectsin anLTAG semanticsWe de-
rive a lexical entry and semanticspecification
for how many which introducestwo quantifi-
cationalelements.We alsoshon how they in-

teractcompositionallywith otherscopalitems,
e.g.modalandattitudeverbsin aquestion.The
useof an underspecifiedemanticsallows the
compactrepresentatiorof scopeambiguities.
We demonstratehow this also enablesus to

obtainthe correctreadingsin embeddedjues-
tions.

1 Intr oduction

Semantiaeconstructions aneffectthatis appealedo if
a scopalelementseemdo be interpreted‘further down”
in the syntactictreethanit actually occurs. One exam-
ple arecomplex wh-questionsin which a partof thewh-
phrasesometimesnustbeinterpretedasif it occurredn
theapproximategpositionof its trace(in atransformation-
basedanalysis).

How manyquestionsare suchcomplex wh-questions,
becausénow manyintroducestwo quantifiers(basically
what n and n-many. Thus, sentence(1) is ambigu-
ous with respectto whetherreconstructionof the sec-
ond quantifier(n-many into the object position occurs
ornot!

INotethatreconstructiomf aquantifierinto alower position
in thetreedoesnotdery thatquantifierthepossibilityto raiseby
normalquantifierraising. In fact, in the caseof how many the
whatn is awh quantifierwhich hasto take the widestpossible
scope. The n-manyquantifieris a normal non-wh quantifier
which canbe interpretedin the usual“scopewindon” for NP
quantifierssuchas“some” and“every”. Alternatively, by way
of appearingtogetherin one word with the wh quantifier n-
manycantake the higherwh-scopehere.
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(1) How mary studentgid Mary intervien?
For whatn: therearen-mary peopley;, suchthat
Mary interviewedy;.
Ap.[some(n,n € N,p = Aw.some(y, stud*(y)
Aly| = n,interview(k, y, w)))]%3

This ambiguity is madeapparentf otherscopalele-
ments,like modalverbs,adjoin to the sentence.Exam-
ple (2) hastwo separateneaningswith differentrelative
scopeof n-manyandshould

(2) How mary studentshouldMary intervien?

(a) For whatn: it shouldbe the casethat thereare n-
mary studentgy; suchthatMary intervievedy;.

Ap.[some(n,n € N,p = Aw.should(some(y,
stud*(y) A ly| = n,intv(z, y, w) A mary(z))))]

(b) Forwhatn: therearen-mary studentg; suchthatit
shouldbethe casethatMary intervievedy;.

Ap.[some(n,n € N,p = Aw.some(y, stud*(y)A
ly| = n,should(intv(z,y, w) A mary(z))))]

The first meaningmight be intendedwhen Mary is
known to make a representatie suney amongstudents,
andthe spealer wantsto know how mary studentg(no
matterwho they are)have to beintervievedin orderfor
Mary to beableto make valid judgments Meaning(b) is
moresalientif Mary hasbeenassignedo askcertainstu-
dents(e.g.,Bill, Bob, andSusan)andthe spealer wants
to know how big the groupof peoplewhom Mary hasto
interview is exactly.

In earlierapproacheso suchsemanticsthe effect is
accountedor by postulatinga tracein the canonicalpo-
sition of the wh-element(Cresti, 1995). A part of the

2\We loosely follow the view of (Karttunen,2003) on the
meaningof questionswhich analyses questiondenotatioras
asetof propositionsnamelyall thosepropositionghatanswer
thequestion.

3stud* means‘a plurality of students”.
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wh-phraseis then said to be reconstructedn that po-
sition, from which it can optionally raise acrossother,
higherscopalelements.Thus, an ambiguity ariseswith
respecto the relative scopingsof scopalelementsn the
sentence.

Thesephenomenaeento poseproblemsfor aseman-
tics interface on top of a syntactictheory which, like
TAG, doesnot make useof tracesor movement. How-
ever, we demonstratédnerethat the useof featurestruc-
turesnot only makes an accountpossible,but also pro-
videsuswith acompactunderspecifiedepresentationf
scopeambiguitiesthatarisedueto the optionality of re-
construction.

2 LTAG Semantics

It is commonlyarguedthatsemanticcompositionin TAG
shouldbe donewith respectto the derivation tree, not
the derivedtree. This is possiblebecauseeachelemen-
tarytreeis associatewvith its appropriatesemantiaepre-
sentationandthe semanticof the sentencés composed
incrementallyin parallelwith the syntacticcomposition
(seee.g. Kallmeyer and Joshi,2003; Joshiet al., 2003;
GardentandKallmeyer, 2003).

In this paper we use the framavork presentedin
Kallmeyer and Romero(2004): We use a flat seman-
tic representatiorwith unification variables(similar to
MRS, Copestak et al., 1999). In additionto predica-
tions, the semanticcontainpropositionaimetavariables.
Constraint®ntherelative scopeof themetavariablesand
propositionallabels are usedto provide underspecified
representationsf scopeambiguities. The semantiaep-
resentations storedin semanticfeaturestructuresthat
arepartof thelexical entry, togethemwith the elementary
tree.To keeptrackof thenecessaryariableunifications,
semantideaturesareassociatedvith eachnodeposition
in the elementarytree? The valuesof thesefeaturesare
featurestructureghatconsistof a T anda B feature(top
andbottom)whosevaluesarefeaturestructureswith fea-
turesi for individual variablesp for propositionalabels
etc.

Thesemanticompositiorfollowstheusualdefinitions
for unificationin Feature-Based@AG syntax: For each
edgein the derivationtreefrom elementarytree~y; to -
with positionp: (1) the T featureof positionp in v, and
the T featureof theroot of v, areidentified,and(2) if -
is an auxiliary tree, thenthe B featureof the foot node
of 7, andthe B featureof positionp in +; areidentified.
Furthermoreat the endof a syntacticderivation, the top
andbottomfeaturestructuresteachnodeareunified. By
theseunifications,someof the variablesin the semantic
representationgetvalues.Then,the unionof all seman-

“For the sale of readability we usenamesp, vp, ... for the
nodepositionsinsteadof theusualGornadresses.
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tic representationis built whichyieldsanunderspecified
representatiowith scopeconstraints.

To obtain the different possiblescopingsof the sen-
tence,all possibledisambiguationsi.e. injective func-
tionsfrom theremainingpropositionalariabledo labels,
mustbefound. Thedisambiguatedepresentationarein-
terpretecconjunctiely.

Quantifiers Following Joshi and Vijay-Shanler
(1999); Kallmeyer and Joshi (2003) and in particular
Romeroet al. (2004), we assumethat quantificational
NPsaseveryin (3) andalsowhoin (4) aresyntactically
split into two partsof onemulticomponenset. Onetree
is substitutednto the appropriatedNP nodeandprovides
the predicate-agumentinformation; the other treeis a

degenerateauxiliary tree that consistsonly of a single
S node,andwhich contributesthe scopepart. Figure 1

shaws the syntaxfor sentencé3).

(3) Everydogbarks.
(4) Wholaughs?

Sy -4
S
NP ——»NPL VP
Det N* [,
‘ \e barks
every ‘

Figurel: Syntaxof (3) Everydog barks

The semantiaderivationfor the simplequantifiedsen-
tence(3) is shavn in figure 2. The unificationsleadto
the following featureidentities: il = [6] (adjunctionof
the scopepart),[38] = 2 and[7] = I3 (substitutionof dog
into determiner)[2] = z and[8] = [; (substitutionof the
NP into barkg. Replacingthe variablesby their values
and building thenthe union of all semanticrepresenta-
tionsleadsto (5):

Iy : bark(z), ls : every(z,[4],[5)), I3 : dog(zx)

Ol msn@m>n5> 0,00

Thereis only one disambiguation[i] — I2,[4d] —
I3,[8] — 1, which leadsto the final semanticrepresen-
tation: every(z, dog(z), bark(z)).

Questions The feature maximal scope (MAXS) is
neededo provide the correctmaximal scopeof quanti-
fiers. Thisis importantin questionsaswe will seelater.
FurthermoremAXs is alsousedto make surethatquan-
tifiers embeddedinderattitudeverbssuchasthink can-
not scopeover the embeddingverb (seeKallmeyer and
Romero,2004,for furtherdiscussion).
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Figure2: Semantiderivationof Everydog barks.
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Following Romeroet al. (2004), we assumehat wh-
operatorslik e quantifiersalsohave a separatescopepart
andthey alsohave a MAX S scopelimit. But their scope
limit is providedby the S’ node,not the S node. For an
analysisof the questionWhich studentdid Mary see?
seefigures3 and4.

The MAXs featuresogetherwith the semanticof the
guestionverbmalke surethatall wh-operatordiave scope
overthequestionproposition(herel,) andall quantifiers
scopebelow this proposition.Theminimal nuclearscope
of the wh-operatorvariable[2]) is provided by the ques-
tion propositionis.

3 A Lexical Entry for how many

In this section,we give Multicomponent-RAG elemen-
tary treesand appropriatesemanticrepresentationghat

/Sr\

NPy VP
D|et [\i 1 \ /\
. \ V NP
[|\| v o N see €
students | |

did Mary

Figure 3: Syntactic derivation of Which studentsdid
Mary see?
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Is : some(n,n € N, [2]), )
I3 : some(y, |y| = n A [10], [14]),
S'* Z lGa Z

[s’ [B [maxs ]H

(@ 6,0 > mE s o |

/\ TWP
P [9]

Det Ny NP L

T bk

Figure5: Lexical entryfor howmany

manyanalogoudo which (seethe derivationin figure 4
above),in thattherestrictionis providedby the nounthat
substitutesnto the quantifier The lexical entry we pro-
posefor howmanyis shovn in figure 5.

The additionalcomplicationof this lexical item is that
the two quantifiersit contributesdo not have exactly the
samescope. One (lg) is a wh-quantifierthat needsto
take scopeover the questionpropositionin the verbal
tree. The constrainte] > guaranteeghat the wh-

show how to derive the meaningof how manysentences quantifieritself muststay on top of the tree and not be

in TAG.

As notedabove, the phrasehow manyintroduceswo
existential quantifiers. Both appeartogetherin the se-
mantic representation.As for all (wh-)quantifiers,the
contrikution is split up into a predicate-ggumentand a
scopepart. Here, the predicate-agumentpart is empty
and containsonly some constraints. This makes how
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reconstructed.

The otherquantifieris a “normal” onewhoseminimal
scopeis the elementarypredicationof the verbal tree.
Thus,it is not enoughto have onesinglefeaturep in the
root nodeof the predicate-agumentpart to provide the
minimal scopefor both quantifiers(aswasstill sufficient
in the caseof which aborve). We introducea featurewp



AplBlls :p

11 : see([s], [10], w)

= w4

B>04L,B1>10L,A>1

Sq T [MAXS ]]
[ |
NPwh |T [P Iy ]
-T [P ]
S,
B [MAXS Il]
[ |
NPo T maxs Iy
-T [P ]
VP
B [MAXS Il]
S, NP, S, NP,
Is = some(y, [12][2) e EERmy (@) mary()
3] > I3 - - _ -
w |t [V Y T [P ] [NP[T[l X]H
S[T[MAXS ]] P R 5 [MAXS @]
: , L
" Tl ” F [;AXS
N

[ 15 : student™(y) |

L

Figure4: Semantiderivationof Which studentgid Mary see?

for this purpose which providesthe minimal scopefor
thewh-quantifier Featurer is keptfor the non-whmini-
mal scope[19] will unify with theverb’s basicpredicate.

On the otherhand,non-whquantifiersareusually re-
strictedby themAx s featureof theSnodetheirscopepart
adjoinsinto, whichin turnis usedduringembeddingun-
der attitudeverbs: In Mary thinksJohn likes everybody
theuniversalquantifiercannotscopeover thinks For the
non-whpartof howmany however, this restrictiondoes
not seemto hold: How manystudentsdoesMary think
John likes? is ambiguousbetweenmany scopingover
think, or think over many® This factis capturedin the
proposedexical entryby not giving a maximalscopere-
strictionfor the non-whquantifierls. Of coursethecon-

This wasalsopointedout by onereviewer.
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straints[o] > and[@3] > I3 ensurethatls is in the
nuclearscopeof thewh-quantifierls.

4

Theinterestingproblemof scopalreconstructioris to ob-
tain the two possiblereadingof asentencdike (2). The
meaningn (b) is easilyderivable,becaus@aoreconstruc-
tion occurs. Reading(a), however, mustbe obtainedby
reconstructingsome(y, stud*(y) A |y| = n,...) under
should(...).% Figure6 shovs the semanticderivationfor
sentencg?2).

Interaction with other ScopalElements

SFor simplicity, anabbreiatednotationfor the semantic®f
should is usedin this paper More accuratelythe modalverb
shouldintroducea universalquantifierover situations.We will
notdealwith the computationselatedto situationshere.



Scopeunderspecificatioris obtainedin the follow-
ing way: both the manyquantifierand shoulds mini-
mal scopesare restrictedby constraints(i4] > and
> [17], respectiely), which makesthem both scope
overl; eventually Furthermorethetwo scopalelements
aremaximallyrestrictedo bein thescopeof thequestion
proposition.Theirrelative scopes left undetermined.

The featureidentitiesthat are derived during the se-
mantic computationof (2) are[is] = [,[i3] = I,,[19] =
I, = y, 02] = y,01] = I5,[2] = [18] = [6],[17] = [7],
= z,[@ = [;. Building the union of all semantiaep-
resentationsind substitutingvaluesfor metavariablesas
possibleleadsto the underspecifiedemantiaepresenta-
tion (6):

/\p. Iy :p=Auwl2], 1y :
some(n n € N, [0),
3 : some(y, |y| = n A[10],[14]), I5 : student™(y),
7 : should(Zel), mary(z)

Z 12,21 > 11,[10 > 16,14 > 11,12 > I3,

(0] > Is,[0] > 12, [16] > 13,21 > I7

intv(z, y, w),

(6)

Thereis are two possibledisambiguationsnamely:

(a) - g (b) — s
Ol — I Bl — I
- l7 — l3
- l3 - l5
- l5 - l7
— l1 — l1

which resultin the two appropriataeadingsfor the sen-
tence:

(@) Ap.[some(n,n € N,p = Aw.should(some(y,
ly| = n A stud*(y), intv(z, y, w) A mary(z))))]

(b) Ap.[some(n,n € N,p = Aw.some(y, [y| = nA
stud*(y), should(intv(z, y, w) A mary(z))))]

Attitude Verbs In TAG, predicatesthat take clausal
complement&nchorauxiliary treesthatadjoininto their
embeddedentencedrigure7 shavsthelexical entryfor
theverbthink’.

A verblik e think functionsasa boundaryfor MAXS by
projectinga differentvariableupwards. However, aswe
have seerabove,themaximalscopeof thenon-whquan-
tifier of howmanyis notrestrictecby themax s featureof
the S node. This ensureghatevenif a how-mary ques-
tion is embeddedinderan attitude verb, thereis some
freedomfor the quantifiers scopewith respectto other
scopalelementsg.g.,shouldandthink. Therefore,sen-
tence(7) still hasat leastthe two meaningggiven along
with it in (a) and(b). In addition,onemeaningshouldbe

"For simplicity, we have alreadycombinecthinkwith doand
youin thisfigure. Sofor all practicalpurposesthiswould notbe
alexical entryfor ary broadTAG-grammaralthoughnothingin
thetheoryprohibitssuchlexical items.
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S Ts - think(u, (20),

/\ you(u)
\Y S [21] > I, [20] >

do S, [T [MAXS ]]

NP

you \%

think

VP

S+ |sf [B [MAXS ]]

Figure7: Lexical entryfor think.

obtainablevheremanyscopesverboththinkandshould
(c). Thisreadingshallnot concernushere.

(7) How mary studentslo you think Mary should
interview?

(@) Ap.[some(n,n € N,p =
Aw.think(u, should(some(y, stud*(y) A |y| = n,
intv(z,y, w) A mary(z)))))]

(b) Ap.[some(n,n € N,p =
Aw.think(u, some(y, stud*(y) A |y| = n,
should(intv(z,y, w) A mary(z)))))]

(c) Ap.[some(n,n € N,p = Aw.some(y, stud*(y)A
ly| = n, think(u, should(intv(z, y, w)A
mary(z)))))]

Thesyntacticanalysisof example(7) is depictedn fig-
ure 8. The semanticderivation for the sentences very
similar to the non-embeddedentencd2), shovn in fig-
ure 6. The only differenceis the additionaladjuntionof
thesemantiaepresentatioasshown in figure 6 with the
semantidormulaeandfeaturestructureshownn in figure
7, attheS, nodeof theinterview tree.

The feature unifications triggered by the semantic
derivation are: 8] = [,[8] = [»,[] = [}, = y,
M2 = gy, = 15,08 = 6,07 = @, B = z,[@ = I,
- [2],[22] = [6]. (Notethatbecausef the adjunction,
someprevious unificationsarenot carriedout any more:
# [6).) Thisyieldsthe following semantiaepresenta-
tion for thecompletesentencéiow manystudentgioyou
think Mary shouldintervien?:

)\p. Ir:p= w2, i :
some(n, n € N [9]),
3 : some(y, ly| = n A[10],[14]), I5 : student*(y),
l7 should([iel), mary(z),
g : think(u ,-) you(u)

intv(z, y, w),

(8)

.ZlQ,.Z LA > 1,14 > 11,12 > 13,
ley@zlmZh,@ZlleS,Z@

Therepresentatioaccountdor thefactthatthink nec-
essarilyscopesover should but the manyquantifiercan
scopeout of it.



Two of the possibledisambiguationgwherethink has
widest scope)are shavn below, andthey representhe
two readingga) and(b):

(@) - g (b) - g
ol — l2 O — l2

— lg — lg

= Iz - I3

- s - Iy

= I - Iz

— l1 — l1

Islands Reconstructions not always possible. In ex-
amplessuchas (9) with extraction out of weak islands
(Ross,1967),0nly the non-reconstructeceading(where
Mary shouldinterview specificstudents)s possiblefor
howmany

(9) How mary studentglo youwonderwhetherMary
shouldintervien?

(b) Ap.[some(n,n € N,p = dw.wonder(u, some(y,
stud*(y) A |y| = n, should(intv(z,y, w)A

mary(z)))))]

The statusof weak islandsis not completely cleat
Many studiessuggesthatthefactorthatprohibitsoneof
the possibleinterpretationsn sentencesuchas(9), and
whichis traditionally attributedto the failure of students
to reconstructacrossa weak island barrier (seeCresti,
1995), is really a pragmaticratherthan syntacticor se-
manticphenomenon.

The issue whetherthis effect can be accountedfor
compositionallywith LTAG or whetherit hasto be re-
solvedby a pragmaticprocesss left for furtherwork.

5 Conclusion

In this paperwe shaved that using recently developed
frameaworksfor representingemanticsn LTAG, we can
accountfor ambiguitiesthatarisein howmanyquestions
in anelegantway. The useof underspecifiedemantics
and the featureunification processas employed alsoin
the syntacticcompositionin TAG togetherallow the re-
constructiorof non-whquantifierlowerin thetree.

We proposedalexical entryandsemanticspecification
for how manywhich introducestwo quantifiers,one of
the wh type, and one non-wh quantifier We presented
how thesequantifiersobtainexactly theright scopalpos-
sibilities in simple and embeddedquestions. Further
more,we shavedhow theproposedexical entryinteracts
compositionallywith otherscopalelementsn questions,
suchasmodalverbs,andhow two readingsareobtained
from a singlesemantiaepresentation.

An accounfor weakislandconstraintss left for future
work. We proposehatweakislandbarriersin thesecon-
texts may actually be a pragmaticeffect that shouldnot
affect our semantianalysis.
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Figure6: Semantiderivationtreefor (2) How manystudentshouldMary intervien?
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