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Abstract feature of an ACG is to generate two languagesabn
stract languageand anobject languageWhereas the ab-
stract language may appear as a set of grammatical or
parse structures, the object language may appear as its
realization, or the concrete language it generates. For in-
stance, (de Groote, 2002) proposes as object language the
tree language of TAGs (encoded in lineaterms) and,

as abstract language, a tree language (also encoded in

This paper proposes a process to build semantic
representation for Tree Adjoining Grammars
(TAGs) analysis. Being in the derivation tree
tradition, it proposes to reconsider derivation
trees as abstract terma-{ferms) of Abstract
Categorial Grammars (ACGs). The latter of-

fers a flexible tool for expliciting composition-
ality and semantic combination. The chosen
semantic representation language here is an un-
derspecified one. The ACG framework allows
to deal both with the semantic language and
the derived tree language in an equivalent way:
as concrete realizations of the abstract terms.
Then, in the semantic part, we can model lin-
guistic phenomena usually considered as diffi-
cult for the derivation tree approach.

linear A-terms) andvery close to the derivation tree lan-
guage In this paper, we use the same abstract language,
and, as object languagg;terms that encode underspeci-
fied semantic representation as in (Bos, 1995; Blackburn
and Bos, 2003). Thus, we realize our program to sepa-
rate the computation specification and the operation def-
inition. As for Montague’s semantics, missing informa-
tion is represented by boundvariables and replacement
and variable catching by application instead of unifica-
tion (as in (Frank and van Genabith, 2001; Gardent and

Kallmeyer, 2003)).

The next section briefly describes the underlying prin-
ciples of ACGs. Then we show how syntactic parts of
When dealing with the computation of semantic repreTAGs are modelled and how we translate, through the
sentation for TAG analysis, two main approaches are usabstract terms (our derivation trees), the combination of
ally considered. The first one gives the derivation treeimtial and auxiliary trees to their semantic representations
a central role for the computation (Schabes and Shiebdry means of some examples.

1994; Candito and Kahane, 1998; Kallmeyer, 2002; Joshi
etal., 2003), and the second one relies on a direct compli- ACG Principles
tation on the derived tree (Frank and van Genabith, 200]; —

Gardent and Kallmeyer, 2003). }An ACG G defines:
The present article wants to explore the intuition that 1. two sets of typed\-terms: A; (based on the typed
the two approaches are indeed bound: derivation trees are constant sef’;) andA, (based on the typed constant

a specification of the operations that are to be processed, setC,);

but the derived trees hold the precise descriptions of these )

operations. We propose to exhibit those operations by2. & morphismZ : A; — Ay;

sepa_rgting them from the syntgcti_c trees. Then, under theg_ a distinguished typs.

specifications given by the derivation trees, we show how

to build the semantic representations. (de Groote, 2001) defines bath andA, as sets ofin-

The tools we use for this purpose are Abstract Catesar A\-terms. In this paper, we use simply typederms
gorial Grammars (ACGs) (de Groote, 2001). The mairor Ay, using the translation of intuitionnistic logic into
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linear logicA — B = (!A) — B (Girard, 1987; Danos 2 TAGSs as ACGs

and Cosmo, 1992). We don't elaborate on that subject in, . . .
this paper, but it does not change the main properties ?P'S section refers to (de Groote, 2002), which proposes

ACGs'. Then the abstract languagkG) and the object 0 ?nrl:ode'TAGs into ACGs. Given a TAG, A, is build
languageD(G) are defined as follows: as Tollows:

e for every non-termninal symbak, there are two

A(G) = {t € \i|t: S} types Xs and X 4 standing for places where sub-
O(G) = {t € Ao|Fu € A(G) t = L(u)} stitution and adjunction can occur respectively;
o for every elementary treg, there is a constant, €
Note that£ binds the parse structures #(G) to the Cy. Moreover, for every non-terminal symbaf,
concrete expressions 6f(G). Depending on the choice there is a constarty : X 4.

of Ay, A? and., it can map for instance derivation .trel?SFor instance, given the trees of table 1, we have the con-
and derived trees for TAGs (de Groote, 2002), derlvatlogtants and their types (for concision, we suppress param-

trees of context-free grammars and st_r INgs of the 9€N&ers that are not used in the next examples of this paper,
ated language (de Groote, 2001), derivation treesiof

. " : namely nodes where no adjunction o&gur
linear context-free rewriting systems and strings of the

generated language (de Groote and Pogodalla, 2003). Of

course, this link between an abstract and a concrete struc-  cevery : Na

ture can apply not only to syntactical formalisms, but also Cdog :Na — Ng
to semantic formalisms. Cchases : 54 —o VP4 —Ng — Ng — Sg
The main point here is that ACGs can be mixed in dif- ~ Cusualy : VP4 — VP4

ferent ways: in a transversal way, were two ACGs use the
same abstract language, or in a compositional way, were
the abstract language of an ACG is the object language s
of an other one. In this paper, as described in figure 1,
we use different ACGs and some composition with N N | N VP VP
As is the tree language of TAG4,, the tree language of /\ /

our derivation trees For G’, we have the same abstract

language and, is the underspecified representation lan
guage. In dotted lines is a composition presented in (de

Groote, 2001) between strings and derivation trees we do Table 1. Examples of elementary trees
not use here.

every N* |dog chases N | usually VP*

To completely define the ACG, we need to define
Ao and L. The types ofA, are made of the single type
T, representing the type of trees. For any non-terminal
symbol X, there are constanfs, . .. , X; wherei is the
maximal number of children of th& nodes in the ele-
mentary trees. For any terminal symb¥lin G, there is
a constantX : 7 € Cy. Then/ is defined by sending
any X type to the typer, and anyX 4 types to the type
7 — 7. Corresponding to the trees of table 1, we have
for instance:

Derivation trees

Af

/,,k’:/,: i L(Ix) =lax:T—oT

St/\riggs X L(cevery) = Az.Nay(every x):7 —oT

S L(csog) =AN.N(Nidog): (r —o7) —o T
L(cchased = ASV. Az Ay.S(Sex(V
(VPychases y)))

(t1—o7)—o(T—0T)—oT—o0T—DoT

Figure 1: Moving from an object language to another

- Note that in the adjunction operation, the auxiliary tree
1In particular, this means that, provided there is no vacuous a parameter. But it also has a higher-order type, that

abstraction inC(C1) and everyc € £(C,) is such thatithas

t € C> as subterm, we can decide if, fore A if u € O(G) %For instance, the type @fery should beDets — N4 —o

and what is (are) the antecedent(s) (Pogodalla, 2004). Na.

65



is a function from trees to trees. We let the reader check e they have at leat two subformulas: one quantified by

that £(cchased s Ive (CdogCevery) (CcatCsome) cOrrespond the All, one quantified bysome;
derived tree associated &very dog chases some at
figure 2. e chases (z,y) is a subformulas of the two quantified

S subformulas.

/\ The URL relies on the speficication of subformula con-

N VP straints that the SRL formulas have to satisfy, and the two
A A SRL formulas above can be described by the following
every T chases N URL formula:
dog soé\l\l ﬂhohlh21112l3l4l5l6l71}y<11 : All ($7 lg)
‘ Al : Imp (I3, h1) Als : dog (x) Aly : Some (y,l5)
cat Al : And (l@, hg) Alg : cat (y)
Nl7 chases (L,y) ANhi >0l ANho > 17 Nhg > 14
Figure 2: l:(cchaseJVP(CdogCevery) (Ccatcsomeb) = Nhg > l4)

S>(N5 every(Nq do VP, chasegN, some(N; cat
2(Nz Y(Na dog))(VP; AN o ) illustrated in figure 3. The syntax of URL is basically the

. . . same that first-order logic, except that if atomic formu-
We note two important things. First, the abstract terms,s remain the same, formulas are built fromiesand

as Cehaseds Lvp (CdogCevery) (CearCsomd Can be represented | e is the Jatter being used as place holder for logical
by a tree structure where the children of a node are i jas in the underspecified representation language.
_arguments. Then erasmg_ttiig arguments,_and direct- We use the usual logical symbols, (\), an infix predi-
mgdthe ed%ei dr?wnward if the a;gument is of Mﬁﬁ cate> to specify the constraints and an infix operateur
and upward | t e,argume”t Is of type,, we 9‘?t e for URL. The symbolh > [ imposes the constraint for a
usual notion of derivation tree. Second, the auxiliary trees \mula that is associated fdto be a subformula of the

are modelled as higher-order function. We use the samg . associated th. | - p indicates that a predicageof
approach in our semantic modelling, getting some typgg, is jabelled in 'UR.L by

raising, as in Montague’s semantics. But let us precise
the ACG we use for the semantic representation. ko

3 Semantic representation for TAGs as o h i
ACGs

The semantic representation language we use is an un- o Timp(ls, k1) s : And(lg, ho)
derspecified one presented in (Bos, 1995; Blackburn and ﬁﬁ —
Bos, 2003): the predicate logic “unplugged”. The aim 3100 e

of this language, thenderspecified representation lan- v
guage(URL) is to specify in a single formula the pos- ZJ

sible formulas (of thesemantic representation language l7 : chases (z, )

(SRL)) associated to an ambiguous expression. For in-
stance, the expressi@very dog chases a chas the two
possible meanings:

I : All(z, 1) lg : Some(y,l5)

Figure 3: URL formula forevery dog chases a cat

Vz(dog (x) = Jy(cat(y) A chases (z,v))) We want to underline the difference between URL and
Jy(cat(y) A Vz(dog (z) = chases (z,y))) SRL because our concern in this paper is not to build and
manage SRL formulas, but only URL formulas, that is

both being first order languages, we translate the usbgﬁwderspemfled representations. So that the object lan-

first order logic symbols of SRL. This translation is9uage thhe ACG we are designing is URL.
straightforward, using boldface symbols (eAdl, And, Coming back to the figure 1, we established in the pre-

Imp, etc.). In SRL, the two previous formulas are rewious section th¢ ACG to encode TAGs. We know want
stated as follows: to rely on the common abstract language, the one of
All (z, Imp (dog (z), Some (y, And (cat(y), chases (x,%))))) derivation trees, to build thé’ ACG that model the se-
Some (y, And (cat (y), All (z, Imp (dog (z), chases (z,y))))) mantic behaviour, with URL a&/,. So let us now define
g

Both these formulas have the property that: FirstisAj:
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e the types we use are h, [, p,t wheree stands for It's easy to check that the translation from the ab-
entities,h for holes,! for labels,p for predicate of stract term, or the derivation tree in our sense—=
the logical language andfor truth values; Cehased s Ivp (CdogCeveny) (CcatCsome DY £/ has the expected

form:
e the constants are, :, 3;, 3., In, A, Imp, And,

Some, All and the set of the predicate symbols of L' (cdogCevery) = Ap.Ahl.3h1l1lalzv1(h > 1o

the logical languagedpg, chases, etc. in the ex- Ng = All (v1,13) Az 2 Imp (I, hy)
amples). Their types are described in table 2. Ahi > 1IANKh>1 Al dog (vy)
. . . Apwy hl)
lt\)lotte we havi thre(ta etxr:stentlalI quaMnuﬁérzs Jn atmdkﬂe, L (ccatcsome = Ap ARV IR L1500 (W > 1)
ut we usually note them only. Moreover, to keep Al - EX(0), 15) ALl - And (14, 1)

with the usual Ioglcal notauo_n we writér P instead of AR > T AR > 1AL cat(v))
3(Az.P) wherez is a free variable oP. Apvl B 1Y)
Finally, to define the ACG/’, we need the lexicod’. r : TRV
Ivp) = Aso.s(Az.o(Ayh'U'.h >1
It transforms the types from; as follows: (ccnasedsTve) so-s(Az-o(\y N

L'(Ng) =(e—=h—=l—t) —o(h—1—>1)
L'(Ng) =(e—h—1—1)

A" : chases (z,v)))

Hence forL’(t) we have:

—(e—h—l—t)—(h—>1—1t) ARl 3hqlylolzvr (h > 1o Ay All (vg,13)
‘CI,(SS) =h—1l—1t N3 : Imp(ll,hl) ANhi >IANhR>1 N dOg (’Ul)
L'(Sa) =(e—h—1—1) AR L G00 (h > 1y Al - EX(v),15)
—(e—=h—1—1) Al = And (15, R ARy > TAR > 1 AT - cat(v))
L'(VPa) =(h—1l—t)—(h—1—1) Ah > 1Al : chases (v1,})))

Contrary toA, that model derived trees and generatefecovering the one from the figure 3 (modulo variable
linear terms, we use i, non-linear terms, as the intu- renaming). To deal with quantification in this exam-
itionnistic — shows. The definition of’ on the terms pje  we don't add any extra-link to the derivation tree
justifies it. We shall introduce this definition in the next(or apstract term) ones, contrary to (Kallmeyer, 2002).
sections, illustrating different linguistic phenomena.  Both the subject (the variable in £/ (ceased) and the

object parameter (the variable) are considered as the

) ) ... real functors, applyed to the relatiochases as in
We start with the classical example of quantitification. (

: . - ) L s(-+- (o(---chases (x,y)---))). This implies thatNs
When dealing with quantifiers as adjunct (Ab&ilL993),  5gNPs have higher-order types (see also the semantic

where quantifier is adjoined to the noun, quantifiers arg, . associated to entities in section 3.4). This is remi-

separated from the verb by the noun in the d_erivatioﬂiscent to Montague's approach (Montague, 1974).
trees. Then the problem of the proposition coming from  z tarm like £ (ccnased @lso shows the exact contribu-

the VP to be part of the scope of the quantifiers arisegjon, of every node. For instance, theariable stands for
(Kallmeyer, 2002) proposes to enrich the derivation treg$,e semantic contribution of the node, whereas the
with additional links to take this kind of linking into ac- | ,ariable stands for the semantic contribution of tHe.

count. That is the former can act both on the predicate and its

We propose to deal with this kind of problems fo"argument (see the type 6f(S 4)), whereas the latter can

lowing the Montague's approach of quantification (Mon-,y modify the whole relation. The next sections illus-

tague, 1974): the subject is an argument of the verb, bybe this point, with adverbs and raising verbs. Then,

it is also a higher order function which has the verb predr'nodelling verbs with phrasal arguments, we show how
icate as argument. So the lexicon for the AGGcould 14y variable can act.

3.1 Quantification

define : In the sequel of the paper, whenever we introduce a
L' (cdog) = Aq.q(Azhl.h > 1Al :dog(z)) new term which has a similar constrution to a previous
L'(cca) = Ag.q(Axhl.h > 1A : cat(z)) one, we don't give its explicit definition (e.¢pves simi-

L' (cchased = Abaso.s(b(Azx.a(o(Ayh'l'.h' > 1 lar to chaseg
Al : chases (z,9)))))
L' (covery) = ArpMAL3hylylalzvr (h > Iy 3.2 Adverbs
Ao All (v1,13) Alz = Imp(ly, hy) In the semantic representation we associate,fgesin
Ahy > 1A7Tv hly Apvy hl) the previous section, we see, between the subjeatd
L' (csomd = Arp.AR'U 31151501 (B > 1 the “VP relation”, an argument. Its type (VP ) =
Al Ex(v],15) ALy - And (19, b)) (h =1 —1t) — (h — 1 — t)) shows itis a verb mod-
ARy > U Aroy WU Apop BT ifier. So let us introduce a new consayaiy : VP4 —o
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> h—l—t specifies the underspecification constraints
l—p—ot labels the logical predicates

AN t—ot—ot conjunct of descriptions

3 :(l—t) —t | existential quantifier on labels

35, (Il —1t) —t | existential quantifier on holes

3. :(e—1t) —ot | existential quantifier on entities
And,Imp :l—h—p conjonction and implication in the embedded logical language
dog,cat :e—p predicates in the embedded logical language

chases :e—e—p predicate in the embedded logical language

Table 2: Typing of constants df,

VP4 € Cy. We can associate it, with’, to the term: table 3). Coming back to our modelling ohaseswe
had ab argument of typeL'(S4) = (e — h — | —
AaAr ARL3holy (rhUA R > 1 Al 2 U(he) t) — (e — h — | — t). So we can associate to a term
Ahy Z INa(ART W > 1)Riy) Colaims: Ng —0 S4 —o S4 € A aterminAj:
Its first argumentq, correspond to the verb modifier that Aspr.Ay.p(s(Azhl.3l1hi (b > 1A
could also be adjoined to this node (for instance an other I, : claims (z, hy) A ryhil)))

adverballedgelly). The second argument, corresponds

to the verb predicate it modifies. Here, itlithat the ad- which specifies that claims something, the latter being
verbU should also dominaté:( > [). Then, to express dominated by:; (henceclaims ).

thatusuallyis an opaque modifier is just indicating that So for instance, an expressiofPaul claims
the labell; of U has to be the lowest point in the modifi- John loves Mary would give the abstract term
cation induced by:.. That isi; is also the label argument cioveq celaimscpaulls) Ivpcaohremary  @nd  its  underspeci-
of a. fied representationd (cpau) = AP.Pp):

Soc ||y(C lled dIyIVP) is mapped to
reuaeledee AAL3l ki (h > 1 Al : claims (p, i)

Ar AR 3hyli(rhI AR > 13 ANly 2 U(hy) Ahy > 1N :loves (j,m)))
Ahy >IN (> 1 Ab > T AT ARY)
ARG > 1)) because

L' (colaimsCpau) = Ar Ay ARl k(b > 1y

where every subformula éf, is a subformula oA. Since Al : claims (p, h1) A ryhal)

b’ dominated; which is the label ofJ, U(h,) is always

!/
a subformula ofA. L' (cioved Ivp

. . = (AP.P))(t(Az.(AQ.
As mentionned in (Gardent and Kallmeyer, 2003), Caott ary) (()\yh’lJ)lE’ (>xl/5\ Q.Qm)

there are adverbs that would not have this opaque be- I loves (z,1))))
haviour and rather pass the label of the verb predicate to _ ()\P.Pj)(t():x./\h’l’.h’ S
other possibles modifiers. In this case, the argument of -
is notlq, but simplyl. We illustrate it in the next example,
even if not on adverbs.

Al : loves (z,m)))

3.3 Raising Verbs S

Raising verbs likesseemdave been modelled in TAGs as /\

adverbs. We can use exactly the same semantic encoding S N 3

as for adverbs, except that this time it is not considered as/\ /\

opaque. Hence its associated terminis: N VP VP N VP
Aa AT AR TRl (rhl AR > 13 Al seems (hy) claims S* | seems VP* to love

Ahy > 1A a(AWTU.B > 1)h)

3.4 Verbs with Phrasal Arguments Table 3: Few more trees

Going upward in the syntactic tree, we can now try to Let us now illustrate the long distance dependancy be-
model expressions that act @nodes likeclaims (see haviour, together with phrasal arguments. We can see that
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if the syntactic properties of the infinitiie love(see ta-
ble 3) really differs from the ones tdves their semantic Py
counterpart only differs in the order of argument (and an WH s

extra L' (S4) whose role should be precised). We can A
naturally associate t6’(ci 1ove) the term: WH N VP

Abaos.s(b(Az.a(o(Ayh'l'.h" > 1 Al : loves (z,v))))) who liked

Then analyzing a long distance dependeiayy Paul
claims John seems to love the same as analyzing the | N VP N VP
previous example, except that thg term is replaced by /
cseems@nd the order of the other arguments is exchanged: said S* think g+
Cloves(cclaimsCPauI)(CseemJVP)CMaryCJohn- The contribution
of L' (¢cseemdvp) t0 L' (ciove) is just adding the conjonction
of (modulo the variable renaminghsqla(hy > 1AL :
loves (j,m) A hy > Iy Al : seems (ha) A ho > 1)
instead of onlyh; > [ Al : loves (j,m))) so that we Then, we have :

Figure 4: Wh-question example

finally have: , ,
L (Cdoes thinICPauIIS) =L (to)
= X' Ayhl 31 R (R > 1]
ARL3lhy (R > 1 Al : claims (p, hy) Al s T(p ) ARy > 1
/\thlg(hl >[Al:loves (], m) ANhi >y A ’I’/yhlll)
Nl : seems (ha) A hy > 1) £ (csaidcaonitols) = L' (1)
= ArA\yhl 3R (R > 1]
which is the expected result. AL T(p, R AR, > 1
A E'hlll(hll Z ll A ll . S(J, hl)
3.5 Wh-questions Ahy > LA ryhil))

This section provides an example of an adjunction ocFhis yields the following result:
curring on the root node of an auxiliary tree which

I o ) — AN I
is itself adjoined to a third tree. The expressioho © (ciikedt1 Lvpewnocsin) = (Ao.0(Ayhl.3L i (h 2 1

does Paul think John said Bill likedcan be analyzed AN T(p, R ARy >
with the constantsyn, : WHg € Ay and ¢jikeq : A3hyly (R > 13 Ay 2 S(3j, k)
Sa — VP4 — WHg — Ng — Sg € A4, that Ahy>1Ah >1

correspond to the trees of figure 4. The two other

;. /
constantScgoes think aNd csaig, corresponds to the auxil- Al liked (b, y))))) L (cuno)

iary trees of the same figure and the derivation tree is = Al 3o {1 (h > 1
Ciiked(CsaidCaohn( Cdoes thinkpPaulls ) ) Ive CwhoCsil - A W(o, hY AR >0
Then, we can extend’ as follows: ATR(R] > 1
AU T(p,hy) AR >
L' (cwho) = Aphl.Fo b1 (h > 17 A3hili(hy > 13 Ay S(j, hy)
AL W(vg, BY) ARY = 1A puihil) Ahy > 1ARy > 1
L' (ciked) = Abaos.o(b(Ay.a(s(Azh'l".h' > 1 Al :liked (b,v1))))
.
. Nz liked (2,9)))) which is the expected one, withl binding the variable;
L' (csaia) = Asbr.b(Ay.s(Azhl.3hili(h = 1y and dominatingr, itself dominatingS, itself dominating
Al S(x, hi) Ahy > 1 ATyhl))) liked (b, vq).

L' (cdoes thind = Asbr’.b(Ay.s(Azhl.3ni1(h > 1]
AL T(x, hy) AR > EATyhL)))

3.6 Control Verbs

Control verbs, as presented in (Gardent and Kallmeyer,
2003) or (Frank and van Genabith, 2001), with adjunc-
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tion on aS node (see table 4) to produce an expressiopoint lacks in the derived tree approaches. Moreover, the
like John tries to sleepwith the adjunction ofries toon  mathemetical primitives we use are very simple (if ex-
sleep is a problem for our approach. pression not always are) and are the same both on the
Indeed, it is build from the term syntactic and the semantic side, and no external princi-
Csleef Crries tolvpCaonnls ) Ive  @and the typing discipline ples need to be added.
makest = cyies tolvpCiohnls Of type S, hencel’(t) of So, from the ACG point of view, both syntax and se-
type(e = h -1 —t) —oe— h— 10—t Ifitis mantics are dealt with in an equivalent way: as object
clear that the first argument of tyje — h — [ — ¢) languages of the same abstract language. This is interest-
concerns thesleep predicate (with something like ing because the computation engine to go from the object
Azhl.h > I A1 : sleep (z)), the result should not have language to the abstract language in an ACG does not de-
anye possible argument (it has been filled wjjh pend on the object language. So the underlying process
In other worlds, if we look at adjunctions @dhnodes remains the same for all that cases:
in previous sections, the subtrees always lacklgdohn
seems to love;, or John said Bill likedz) and are al-
ways transformed into a subtree lackingrioo (Paul
claims John seems to lovgeordoes Paul think John said e to compute a derivation tree from a URL formula;
Bill liked ). This is not the case anymore with control
verbs where the subtree forsleepturns intoJohn tries
to sleep

So control verbs cannot be dealt with directly that way e to compute an URL formula from a derivation tree.

with our techniques. We need for instance to differentiate , . .
the S, type into the usual ong — h — [ — t) —o So that going from one to the other (parsing or generation,
¢ — h — | — ¢ and another onée — h — | — in the usual sense) is as difficult (or as easy) as going the

#) —o h — | — t. This could be done with a special other way. Of course, on the semantic side, it means the

Spro NOde, or with an extended type system (for instanc@itial poin_t i? an URL formula, and it gives no hint on
additives of linear logic to manage disjunctive types). Buf'©W t0 build it from an SRL formula, nor on how to deal

this requires further investigation and goes beyond thi¥ith the logical equivalence (be it on the SRL or on the
article URL level).

Finally, it underlines the interesting feature of ACG

to transport or transmit structures from one language to
S S anoher, illustrated between a syntactic formalism and
/\ a semantic formalism for TAGs. As suggested by an
N VP Pro VP anonymous referee, the same approach could be used
to provide semantic representations to expressions be-
tiesto s sleep longing tom-linear context-free languages, since abstract
terms have already been proposed for them (de Groote
and Pogodalla, 2003).

e to compute a derived tree, then a derivation tree,
from a string;

e to compute a derived tree, then a string, from a
derivation tree;

Table 4: Derived trees for control verbs
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