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Abstract which may be not tree shaped. Some authors, e.g. (Bate-
man, 1999) and (Blackburn and Gardent, 1998), have al-
| show that the semantic structure for dis- ready brought forward discourse structures which are not

courses, understood as a dependency represen- tree shaped. However nobody says exp_licitl_y that _dis-
tation, can be mathematically characterized as ~ course dependency structures BrESS gon5|der|ng ser-
DAGS, but thes@®AGs present heavy structural ously all the consequences of this cldim

constraints. The argumentation is based on a Our argumentation is based on one of the simplest
simple case, i.e. discourses with three clauses cases of discourses, namely discourses of §p€onp
and two discourse connectives. | show that  S2 Conp S3with two discourse connective€6nn, /b)
only four types ofbAGs are needed for these and three clausesS]. A discourse connectiv€onncan
discourses. be either a subordinating or coordinating conjunction or
a discourse adverbial. It denotes a discourse relation R,
) a predicate with two arguments. | will show (Section 3)
1 Introduction that they are topologically only four types ofGs for

these discourses. This allows us to state thvats for

W.'thm a multi-level approach to Q|scourse ProcessINGy ose discourses are not arbitrary: they satisfy structural
this paper focuses on the semantic level. This level re-

flects the discourse structurbofv things are said, how constraints (Sect|_on 5)- | stlpulatg that this result can _be
. X . . : extrapolated to discourses in which sentences are sim-
the discourse is rhetorically organized This structure

) . . ly juxtaposed without discourse connective. It can also
plays an important role, e.qg., it constrains both anaphoﬁa

resolution and the attachment of incoming propositionae foreseen that dependency structures for more complex

. : . ! i r .g. di r with more than thr I
in understanding. | assume that the informational contento ourses (e.g. discourses ore tha ee clauses)

: oy : . are also constrainenlAGs.
level (what is said is based on first order logic. _ ) ]

A nice tool for the semantic level is dependency Th|s_ can be_seen as an |mp0rFant result since many au-
graphs. This is what is adopted ®sT (rhetorical struc- thors in the discourse community hang on trees as dis-
tures correspond roughly to dependency structures), bERUISe structures, even if it means to use artificial trees
it is not the case irsDRT:: discourse structures, called @ Shown in Section 2.4. They rejebaGs because
SDRSs, are represented as boxes. Nevertheless, it is ed8§Y View them as completely unconstrained (except the
to translate the conditions of @DRsinto a dependency acyclicity constraint) and so as unusable in discourse pro-
graph (Section 2.1). cessing. This is truly not the case. Semantic dependency

Our goal in this paper is to determine to which matheStructures for discourses are ordepeds but thes®AGs

matical object dependency structures for discourses cdi-€Sent heavg/ structural ;:onstr_aw_t;, Wh;]Ch can help us
respond. IrRST, it is a basic principle that this object is a 10 €ut down the number of possibilities when processing

tree. INSDRT, the issue is not discussed. | will show thatdiScourses (although this issue is not discussed here).

this object is an ordered directed acyclic grapiag), Before getting to the heart of the matter, let us give
- some preliminaries.

1spRrTstands for Segmented Discourse Representation The-
ory (Asher, 1993) (Asher and Lascarides, 2003). Itisanex-——
tension ofDRT, Discourse Representation Theory (Kamp and 2For example, (Blackburn and Gardent, 1998) exhibits an
Reyle, 1993). §)DRs stands for (Segmented) Discourse Repreexample the structure of which is a “re-entrant graph”, see (6c).
sentation StructurersT stands for Rhetorical Structure Theory However, in (Duchier and Gardent, 2001), the semantic repre-
(Mann and Thompson, 1987). sentations of discourses are always tree shaped.



2 Preliminaries In (Danlos, 2003), | have shown, using LTAG as a syn-
tactic formalism, that X receives two syntactic analyses
which allow us to comput&; andY;. From the principle
Formally, ansDRsis is a couple of setgU,Con). U is  that the position of subordinate clauses does not affect se-
a set of labels 0bRs or sDRswhich may be viewed as mantic structures (see abové),does not yield any other
“speech act discourse referentCon is a set of condi- semantics thaiy; andYs, i.e. the semantics of X is in-
tions on labels of the form: cluded in the semantics 8f andY-.

As a consequence, our study on the semantics of sen-
tences with two subordinate clauses can be limited to the
study of such sentences in the canonical order. Since sub-

e R(m;,m;), wherer; andr; are labels an® a dis- ordinate conjunctions are the only discourse connectives

course relationsgructuring. which allow us to invert the order of the sentences, our
study on the semantics of discourses with three clauses

The set of conditions can be translated into a depem@nd two discourse connectives can be limited to dis-
dency graph by applying the following rules. courses which satisfy the linear ord&t Cong S2 Conp

S3
¢ A conditionR(m;, ;) is translated as a binary tree,

the root of which isR, the ordered leaves arg and 2.3 Compositionality principle
;. m; iS the first argument aR (it corresponds gen-
erally to the “nucleus” irrsT), 7; its second argu-
ment (it corresponds generally to the “satellite” in
RST).

2.1 Translation of anSDRSiINto a DAG

e 7 : K, wherer is a label fromU andK is a (S)DRS
(labelling);

Let D,, be aDAG with n leaves representing the depen-
dency structure of a discourd®,,. It will be shown that
the following principle is true: ifD, is a sub-graph of
D,, with p leaves,1 < p < n, then the discourseD,,

e A conditionr : K in which K is asprsleads to corresponding td, can be inferred from the discourse

a sub-graph obtained by translating recursively th®»- On the other hand, it will be shown that the converse

conditions ink, this sub-graph is labeled principle is not always true, i.e. if a sub-discourss,
can be inferred fromD,,, it does not always mean that

e A condition7 : K in whick K is aDRsis simply  the graphD, is a sub-graph ob,,.
translated as.

Figures 1 and 2 give examples of this translation mect2.4 Interpretation of dependency relations in trees

anism. Two different ways can be used to interpret dependency

relations in trees: the standard one used in mathematics

. . . and computer science, and the “nuclearity principle” put
Subordinate conjunctions (noted @sn) are the only \yary in rst (Marcu, 1996). Let us illustrate them

discourse connectives which allow us to invert the ordef .1, the tree in Figure 3. With the standard interpreta-

of thg sentences: a subordir:ate cla_lus? can be p_OStpOﬁ%ﬂ, the first argument (nucleus) of. & its left daughter
(the linear order is then the “canonical® o8d Conj () (the tree rooted at R), while with the nuclearity prin-

S2 or preposed (then the non canonical ordeZasj S2, ciple, it is 7; (theleaf which is the first argument (nu-

. . 3 :
SJ). Following works inMTT®, a trace of the linear or- 0,6y of ). Similarly, with the standard interpretation,
der can be recorded in a semantic dependency TePreSHE second argument (satellite) of R its right daughter

tation, however it should not affect its structure. Fro he tree rooted at R), while with the nuclearity princi-
this principle, the_position of subordi_nate clauses sh_oul le, itis, (theleaf which is the first argument (nucleus)
not affect semantic structures. That is to say 8Conj ¢ R,). To put it in a nutshell, the arguments of a dis-

S2andConj S2, STre both represented &y, ) in course relation can be intermediary nodes or leaves with

which; is the semantic representatipn?n;f . the standard interpretation, while they can only be leaves
What happens for a sentence with two subordlna%ith the nuclearity interpretation

clauses? Estqblishing the canonical order with _onl_y_ POSE | iy show (Section 4) that the standard interpretation
posed subordinate clauses may generate amb|gumgs: E(Hould be adopted. The point | want to make now is that
gxam_;t)rlle, a senten(cj:K og thdg tytpeclonja Sl,dSZ Corf[u oge could argue that the nuclearity interpretation should

3 with preposed subordinate clause and a postposfy adopted instead, but one should not feel free to use
one, corresponds, in the canonical order, eitheYite

: : N X . both interpretations for the same tree. This is however
S2 Conj S1 Cory S3or toY = S2 Cony S3 Cony, S1 what is done by some authors. For example, in (Webber

3MTT stands for Meaning to Text Theory, a dependency foret al., 2003), the treein Figure 4 is the discourse structure
malism for sentences (Mel'cuk, 2001). associated with (1).

2.2 Linear order



(1) a. Although John is very generous - a weaker assumption, that | call “leftl-right2 principle”

b. if you need some money, which states the following: the first (resp. second) ar-
c. you only have to ask him for it - gument of a discourse relation expressed through a dis-
d. he’s very hard to find. course connective is given by a text unit which occurs

_ ) on the left (resp. right) of the discourse connective. This
_Letus show that some predicate-argument relations agginciple makes sense only for discourses in the canonical
given by the nuclearity interpretation and other ones byder. Recall (Section 2.2) that our study can be limited

be inferred. This is evidence that the arguments of theonn, S2 Conp S3

discourse relation “concession” in their tree arandd. A consequence of the leftl-right2 principle in dis-
These predicate-arg_ument dependencies are givéimedy o rses of the typ&1 Cong S2 Conp S3 is that the
nuclearity interpretation first argument of R is compulsorilyr, the only text unit

which occurs on the left o€onn,. On the other hand,
its second argument may vary depending on scope. More
specifically, it maya priori be:

From (1), (3) can also be inferred. This is evidence that
the arguments of “elaboration” in their tree aand the
tree rooted at “condition”. These dependencies are given
by the standard interpretatian

(2) a. Although John is very generous,
d. he’s very hard to find.

e either the representation of the whole right hand side
of Conn,, i.e. the semantic representation of the text
unit S2 Conp S3 1 call this case “wide scope” of
Conn, or R,. It leads tobAG (A) in Figure &. The

(3) a'. John s very generous - dependency relations in (A), which is tree shaped,
b. if you need some money, must be interpreted in the standard way: the second
c¢. you only have to ask him for it. argument of R is its right daughter, i.e. the tree

rooted at R.

Nevertheless, one should not feel free to use trees rely-
ing on a mixed interpretation (the standard and nuclearity e or the representation of one of the two clauses on the
ones),except if the conditions governing the use of one  right of Conn,. This case leads either to tree (Al) =
or the other interpretation are formally defifedn Sec- Ra(my,m2) or to tree (A2) = R (1, 73).
tion 4, | will make an attempt to lay down rules on the ]
choice of one of these two interpretations according to Similarly, the second argument of, i compulsorily
the “coordinating or subordinating” type of discourse res, the only text unit on the right c€onn,, but depend-
lations. However, this enterprise leads to a failure: nd9 on the scope atonn,, its first argument maya pri-
general rule can be laid down. Mixed interpretation fof b€ R.(m1,72), see (B) in Figure 6, orr, in (B1) =
trees should thus be discarded. As a consequence, dRd ™2, 3) OF 71 in (B2) = Ry (1, 73).
has to admit that discourse structures ares, for ex- ~ We are now ready to study the combinatory coming
ample, thepaG in Figure 5 for (1). ThidAG is conform  from the fusion ofbAGs (Ai) and (Bj). The goal is to
to our compositionality principle: it can be viewed as thedistinguish thepas which correspond to coherent dis-
fusion of the dependency graphs for (2) and (3), whiléoursesS1 Conp S2 Conp S3from those which do not
the discourse in (1) can be viewed as the fusion of thd-€. Which cannot be linguistically realized).
discourses in (2) and (3), with the factorizationlohnis ~ A) Graph (A): This graph is linguistically realized in
very generousvhich corresponds to the factorization of(4a). The wide scope ofonn, = becausecan be seen

"3” in the DAG. in the dialogue in (4b-c) in which the answerBgscause
S2 Conp SF. In conformity with our compositionality
3 DAGs for S1 Conn, S2 Conn S3 principle, (A) includes the sub-graph, &, 73) and S2

. . Conn, S3can be inferred: if (4a) is true, then it is true
Itis ;tandardly assumed that the grguments ofa dls_courﬁpdt Fred played tuba while Mary was taking a naphe
relation expressed through a discourse connective &1g;qer will check that the adverbiabnn, = thereforein
given by text unit® which are adjacent to the discourse(4d) has also wide scope
connective (Mann and Thompson, 1987), (Duchier and
Gardent, 2001). However, there exist counter-examples °in this figure, as well as in other subsequent figures, the
to this adjacency principle, see (7) below. So | makéabel for the sub-graph is omitted.

- "To indicate that it is stressed when spoken, the wanie
4| thank an anonymous reviewer for drawing my attentioris written in capital letters in (4).
on this point. 8When while is not stressed, the question in (4b) may be
5A text unit (noted ag{) is either a clause or, recursively, a given as answer onlecause S2 The interpretation of (4a)
non discontinuous sequentg ConnlA;. corresponds then oAG (C) in Figure 6.



(4) a. Mary isin abad mood because Fred played tub47) a. Fred prepared a pizza to please Mary. Next, he

WHILE she was taking a nap.

b. - Why is Mary in a bad mood?

c. - Because Fred played tubaiiLE she was tak-
ing a nap.

d. Fred wanted to bother Mary. Therefore, he

played tubavHILE she was taking a nap.

took a nap.

b. Fred prepared a pizza, while it was raining, be-
fore taking a walk.

c. Fredisill. More specifically, he has an attack of
bronchitis. Therefore, Mary is in a bad mood.

In discourses analyzed as ([383is linked toS1(which

B) Graph (B): This graph is linguistically realized in is not adjacent) and not 82 (which is adjacent). There-

(5a). The wide scope afonn, = in order that/tocan

fore, these discourses are counter-examples to the adja-

be seen in the dialogue in (5b-c) in which the questiogency principle adopted iRST.

is Why S1 ConnS2? In conformity with our composi-
tionality principle, (B) includes the sub-graph &1, m2)

The DAG (D) exhibits crossing dependencies and it
does correspond to coherent discourses. (D) is thus a

and S1 Conp S2can be inferred from (5a). The adver-counter-example to the stipulation made by (Webber et

bial Conn, = thereforein (5d) has also wide scope.

(5) a. Fred played tubavHILE Mary was taking a nap
in order to bother het.
b. - Why did Fred play tubavHILE Mary was tak-
ing a nap?
c. - In order to bother her.
d. Fred played tubaHILE Mary was taking a nap.
Therefore, she is in a bad mood.

C) Graphs (A1) and (B1) The fusion of (Al) and
(B1) leads tobAG (C) in Figure 6. ThisDAG is not tree

al., 2003), namelydiscourse structure itself does not ad-
mit crossing structural dependenciés

E) Graphs (A2) and (B1) The fusion of (A2) and
(B1) leads tobAG (E) in Figure 7, in whichr3 has two
parents. | cannot find any discourse corresponding to (E),
i.e. with S3factorized, although | wrote down all possible
examples | could think of. Laurence Delort, who works
on (French) corpus neither. | cannot prove that something
does not exist, | can just stipulate it. However there is
some evidence, coming from syntax, which supports my
stipulation whenConn, andConn, are both subordinat-

shaped=2 has two parents. It is linguistically realized ining conjunctions Conj. Namely, no standard syntactic

(6a), in which S2 is said to be “factorized” since b&ifh

analysis of sentences of the tyB& Conj S2 Conj S3

Conn, S2=Mary is in a bad mood because her son is illcan lead, in a compositional way, to an interpretation in
andS2 Conp S3= Her son is ill. Specifically, he has an which S3is factorized?. As | see no reason to make a
attack of bronchitican be inferred from (6a), which is in difference between subordinating conjunctions and other
conformity with our compositionality principle since (C) discourse connectives at the semantic level (see note 11),

includes both (Al) = R(m,m2) and (B1) = R(ma, 73).
A similar situation is observed in (6b) and (6c).

(6) a. Mary is in a bad mood because her son is ill;

Specifically, he has an attack of bronchitis.

b. Fred played tuba. Next he prepared a pizza to

please Mary.

c. Fred was in a foul humor because he hadnt
slept well that night because his electric blanke

hadn’t workedt?

D) Graphs (Al) and (B2} The fusion of (Al) and
(B2) leads tobAG (D) in Figure 6. ThisDAG is not tree

| extrapolate this result to other discourse connectives.

F) Graphs (A2) and (B2) The fusion of (A2) and
(B2) leads tobDAG (F) in Figure 7. This graph cannot
fepresent a discour&l Conp S2 Conp S3since it does
not includers.

So far, we have examined only cases where a discourse
relation has two arguments. It remains to examine what is
galled ‘multi satellite or nucleus cases”®sT, in which
a discourse relation is supposed to have more than two
arguments.

G) Graphs (Al), (A2) and (B2} The fusion of (Al),
(A2) and (B2) leads t@AG (G) in Figure 7. ThisDAG

shaped:w1 has two parents. It is linguistically realized could be said to be linguistically realized in (8a): since

in (7a), in which S1 is said to be “factorized” since bot

S1 Cong S2= Fred prepared a pizza to please Maqd

"Among discourse connectives, (Webber et al., 2003) dis-

tinguish “structural connectives” (e.g. subordlnatlng conjunc-

S1 Conp S3= Fred prepared a pizza. Next he took a napions) from discourse adverbials includitigen, also, otherwise,

can be inferred, in conformity with our compositionality ..

. They argue that discourse adverbials do admit crossing of

principle. A similar situation is observed in (7b) and (7c) predlcate argument dependencies, while structural connectives

o not. | don’t make any distinction between discourse connec-

®Whenwhile is not stressed, the interpretation of (5a) maytlves at the semantic level, but | emphasize that (7b) comprises

correspond t@AG (D) in Figure 6.

only structural connectives (subordinating conjunctions) and its

19This discourse is a modified version (including discoursetructure exhibits crossing structural dependencies.
connectives) of an example taken in (Blackburn and Gardent, *?Recall that | feel entitled to make this claim because | have
1998). These authors acknowledged that the structure of thssudied in detail the syntactic analyses of sentences of the type
discourse is a “re-entrant graph”. S1 Conj, S2 Conj S3in (Danlos, 2003).



bothS1Conn, S2andS1Conn, S3can be inferred from o for (8c) with R, = Explanation and R= Disjunc-
(8a), one may be willing to lay down both,Rr;, m2) and tion: e; A ea A eg A cause(er, or(ea, e3))

R, (m,m3), i.e. to consider (8a) as a multi-satellite case ~ — e; A ea A ez A (cause(er, es) V cause(eq, e3))
with R, = Elaboration. R = Narration linksmy andns.

The following question arises: is,ih a dependency rela-
tion with R, ? It is hard to give an answer for (8a). How-
ever the answer seems positive for (8b), which could also

be analyzed as a multi-satellite case withRExplana-  \ye have touched here a crucial question in discourse
tion. R, = Joint linksm, andrs. This leads t®@AG (G)  processing (within a multi-level approach): to what ex-
in Figure 7. However, cor_15|der (8c) which differs from;ant should the semantic (dependency) lehe( things
(8b) only by the use obr instead ofand Graphs (G) gre saig echo the informational content leveigat is

or (G’) would not do justice to (8c): neithef.(m1,72)  sajg)? | don't pretend to give a general answer to this
nor R, (m, 73) can be laid down. (8c) can only be rep-fndamental question. However we have seen that the
resented a®AG (A) with R, = Explanation and R= same semantic dependency structuresrs) can lead
Disjunction. to quite different informational contents according to the
(8) a. Guy experienced a lovely evening last nightyalues of the discourse relations at stake. What is called

More specifically, he had a fantastic meal. Nex{ulti-satellite case irsT, e.g. (8a) or (8b), leads to a
he won a dancing competitidA. logical form in which the same eventuality variable, here

b. Mary is in a bad mood because she had'nt sle5t+ 9CCUrs conjunctively multi-times as the argument of
well and it is raining. the same predicate, e.qured,(e1,e2) A predy(e1,es)

c. Mary is in a bad mood because she had'nt slefith Preda = subevent in (8a) andpred, = cause in
well or it is raining. (8b). _It iS unnecessary to rgpresent suph a case at t.he se-
mantic level trough a predicate - a discourse relation -
It seems clear that (8b) and (8c) should be represent@ith more than two arguments. The multi-satelitte anal-
at the semantic level as the very same graph. This grapiis inRSTcomes from the following principle: if a sub-
can only be (A), which is the only possibility for (8c). For discourseD,, can be inferred from a discousB,,, with
the sake of homogeneity and compatibility wislbrT, 1 < p < n, then the graptD, must be a sub-graph of
(8a) should also be represented as'tARecall more- D,,. This principle is simply wrong. On the other hand,
over that (4a) with wide scope @fonn, is also repre- the converse implication is true.
sented as (A). All in all, (A) happens to be a semantic H) Graphs (Al), (B1) and (B2} The fusion of (A1),
structure which is shared by discourses whose inform&B1) and (B2) leads to aAG which could be said to be
tional content shows quite different relations between théinguistically realized in (9). This discourse allows us to
eventualities at stake. Is it a problem? | would say no, benfer bothS1 Conp S3andS2 Conp S3 So it would be
cause, from (A), semantic to content rules, based on thassified as a multi-nucleus caserRBT. However, by
values ofR, and R;, can make the difference: they canthe same argumentation as previously, it should be repre-
compute the following (simplified) logical forms, which sented as (B).
show that the discourses in (8) and (4a) do not have the _
same type of informational content as far as the relation$®) Fred washedthe dishes and Guy cleaned up the bath-
between eventualities are concerned, althoug they share "0°M. While Mary was taking a nap.

the same (dependency) semantic structure: ) Graphs (A1), (A2) and (B2): The fusion of these
graphs lead t@AcG (I) in Figure 8. | cannot find any
example corresponding to this\G.

J) Graphs (A2), (B1) and (B2) Along the same lines,
the fusion of these graphs lead tmaG for which | can-
e for (8b) with R, = Explanation and R=Joint:e; A not find any instance.

ea N ez A cause(er, and(ez, e3)) No other fusion of graphs (Aand (B;) leads to @AG

— e1 A eg Aes A cause(er, ea) A cause(eq, es) which corresponds to a coherent discourse. So we have

T . L o _ ) arrived at the following result:
This discourse is a modified version (including discourse

connectives) of an example taken in (Asher and Lascarides, The dependency structure of a discouse
2003). -

The (A) analysis is the translation of tfe®Rs proposed C'ZAonthSZCConlizjsgls c;ne 0; trée fOL:]rPﬁGS
by (Asher and Lascarides, 2003) for (8a), hamelysb&sin (A), (B), (C) and ( )',( ) and (B), which are .
Figure 1 with R, = Elaboration and R= Narration.r; is con- tree shaped, cover wide scope cases (and multi

sidered as the “topic” (common theme) foy andrs. satellite or nucleus cases®sT). (C) and (D),

e for (4a) with R, = Explanation and R= Circum-
stancese; A ea A eg A overlap(es, e3)
A cause(er, overlap(es, es))

o for (8a) with R, = Elaboration and R= Narration:
e1 N eg A es A precede(es, e3)
A subevent(ey, e2) A subevent(eq, es)



which are not tree shaped, cover multi parent illustrated in (10) with R = Contrast and R= Narration:
cases (factorization of a sentence). (D) exhibits  (10a) should be analyzed with the standard interpretation
crossing dependencies. of (A) with wide scope ofConn,, while (10b) should be

) , analyzed with the nuclearity interpretation of (A), i.e. as
Before commenting on this result, let us come back t?C) with S2factorized.

the interpretation of dependency relations in trees.
. . . (10) a. Fred has made no domestic chore this morning.
4 Interpretation of dependency relations in However, this afternoon, he wed up the dishes.
trees (concluding episode) Next he ran the vacuum cleaner.
b. Fred has made no domestic chore this morn-
ing. However, this afternoon, he washed up the
dishes. Next he went to see a movie.

First, let us underline the following point. Interpreting
tree shaped graphs (A) and (B) with the nuclearity princi-
ple amounts to interpreting (A) as (C), and (B) asD)

But then, cases with wide scope are not taken into ac-
count, which is unacceptable. Therefore, the standard iB—e

. . . . discarded: the coordinating or subordinating type of
terpretation of dependency relations in a tree is nee‘jeddiscourse relations does not allow us to choose between
Next, the following question arises: is it possible to

the standard and nuclearity interpretations. As a conse-

state that the de_pendency relations In a tree Sh_OU|d ence, since the standard interpretation is needed for
computed sometimes by the standard interpretation a de scope cases, the nuclearity principle should be dis-
some other times by the nuclearity one? In the tree (B arded

this question is instantiated in the following way: shoul
the first argument of Rbe given sometimes by the stan-
dard interpretation (it is then the tree rooted g} R&nd
some other times by the nuclearity principle (it is therThe result | arrived at does not take into account the dis-
71, and (B) is equivalent to (DY§? An answer to this course connectives / relations at stake. However, for a
question is sound only if it is possible to define formallygiven pair of connectives, it may happen that only some
“sometimes”. The only sound answer consists in stabf the bAGs among (A)-(D) are observed. For example,
ing that there exist two types of discourse relations: th# Conn, is an adverbial an€onn, a subordinate con-
dependency relations are computed with the standard ijunction, then (B) with wide scope of,Rshould be ex-
terpretation for the first type, and computed with the nueluded. On the top of part of speech considerations, the
clearity interpretation for the second one. The only typekexical value of each connective may exclude some of
of discourse relations which have been put forward uthesepacs. Finally, the distinction between coordinat-
to now are the “coordinating and subordinating” typesng and subordinating discourse relations must be taken
(Hobbs, 1979), (Asher and Lascarides, 2003), (Asher andto account. Table 1 from (Delort, 2004) presented as in
Vieu, 2003). Laurence Delort in (Delort, 2004) has exTable 2 shows that a givamc among (A)-(D) never cor-
amined, in the framework a§DRT, my DAGs (A)-(D) in  responds to thex2 = 4 possibilities given by the combi-
studying for each relation Ror R; if it could be of the natory R, ;, coordinating or subordinating discourse rela-
coordinating and/or subordinating type. Her results argon.
summarized in Table 1. This table shows that (B) is pos- To put it in a nutshell, there is a maximum of four or-
sible only when R is coordinating and (D) only when deredpacs representing the semantic structures of dis-
R, is subordinating (in both cases; Ban be equally co- coursess1 Cong S2 Conp S3 | stipulate that this result
ordinating or subordinating). Therefore, it is possible t@an be extrapolated to cases where sentences are simply
lay down the following rule: the dependency relations irfjuxtaposed without discourse connective.
the tree (B) are computed with the standard interpretation |t can be considered that there is oaljew DAGS cor-
when R, is coordinating, and with the nuclearity inter- responding to coherent discourses with three cldtses
pretation when Ris subordinating. First, recall that the left1-right2 principle (Section 3) dis-
However, let us examine the situation for the tree (A)cards right away a number ofags, for example (K) in
From Table 1, the reader can check that no rule can l@gure 8 (in (K), R, is not the mother ofr;). Secondly,
laid down for the dependency relations in (A) wheni®  among thepAcs which satisfy the left1-right2 principle,
coordinating: they can be computed with either the starsome are not instantiated, e.g. (E), and also (F). A look
dard or the nuclearity interpretation. Thesetwocasesare
- YIn rsT, there are only 2 trees (2 is the number of binary
>With the nuclearity principle, the second argument @fiR  trees with 3 leaves), namely trees (A) and (B), which are sup-
(A) is w2, and the first argument of,Rn (B) is 71. posed to be interpreted with the nuclearity principle (being so
18For the other dependency relations in (B), both interpretanterpreted as (B) and (D) respectively). We have seen that this
tions give the same result. is too restrictive: wide scope cases are not taken into account.

In conclusion, a mixed interpretation for trees must

5 Analysis of the result and conclusion



on the topology of the orderenlaGs (A)-(D) allows us Nicholas Asher. 1993Reference to Abstract Objects in
to bring forward this other structural constraif; must Discourse Kluwer, Dordrecht.

“left-dominate” m,. The definition of left-dominance in 3514 Bateman. 1999. The dynamics of ‘surfacing’: an
a tree is the following (Danlos, 2003): a node X left- jnjtial exploration. InProceedings of International
dominates a node Y iff Y is a daughter of X (immediate Workshop on Levels of Representations in Discourse

dominance) or there exists a daughter Z of X such that (LORID'99), pages 127-133, Edinburgh.

Y belongs to the left-frontier of the tree rooted at Z. FOparick Blackburn and Claire Gardent. 1998. A specifi-
example, R left-dominatesr1, R, and~=2 in (A), while cation language for discourse semantics.Ptoceed-
R, left-dominates R, 71 and=3 in (B)*8. ings of LACL'98 pages 61-67, Grenoble.

d Lgt us here examine the ?onselquences of th';’ Ieflt_'aurence Danlos. 2003. Rd&wentation @mantique
ominance constraint in non formal terms,, Rust be —goy5.spcifiee pour les conjonctions de subordination.
the mother ofr; and must left-dominates. This means In Actes de TALN 20Q3ages 44-54, Batz-sur-Mer,
that R, establishes some semantic link betwé&shand France.

S2°. This result may sound _tr|V|aI on psych_o III’]gu"g'tlcslaaurence Delort. 2004. Relations subordonnantes et
grounds: what would be a discourse in which the second -qordonnantes pour laédambigisation du discours.

clause is not linked at all to the first orf€?1t has the In Proceedings of International Workshop on SDRT,
following consequence: the semantic representation of a TALN'04, Fes, Maroc.

cﬁscourse W'g‘ four Ela_us::a_s andsthlreeLdlsco(ijrse CONN&Senis Duchier and Claire Gardent. 2001. Tree descrip-
tives cannot b@AG (L) in Figure 8. In (L), R, does not  ~ 4ions " contraints and incrementality. In R. Muskens

left-dominater,, or informally, there is no link between  H. Bunt and E. Thijsse, editor§omputing Meaning

Sl1landS2 (L) includes two crossing dependencies. pages 205-227. Kluwer Academic Publishers, Dor-
| have just half-opened the door towards an extension drecht.

of this study to discourses with more than three clausegerry Hobbs. 1979. Coherence and corefere@mgni-

| stipulate that the conclusion of this forthcoming study tive Sciencg(3):67-90.

will be the same. Namely, semantic dependency struc- :

tures for discoursc_as are order[embs which satisfy heavy Haanjngar}](qIBv?QE A%\évge%eiglghbllizazg:{g,ngrla(rzggrﬁe to

structural constraints, which can help us to cut down the

number of possibilities when processing discourses.  William Mann and Sandra Thompson. 1987. Rhetorical
structure theory: Description and construction of texts
structures. In G. Kempen, editdiatural Language
Generation pages 85-95. Martinus Nijhoff Publisher,
Dordrecht.
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R, R, Ry
coor. | sub. | coor. | sub. Bb
(A) + + + Ra coordinating| subordinating
% M e A s coordinating | (A), B). (©) | (B). (©)
) + ) + subordinating (A), (D) (C), (D)
(©) - * * * Table 2
Table 1
71, To Ra
T2, T3 / \
€1 €2 €3
o o :| T2 : Ty ! bt /Rb\
Rb(’ﬂ'g,’frg) 7T2 7T3
To
Ra(m, 7'('0)
Figure 1: Translation of anDRSINto aDAG
1, e
o, T5, T
T3, T4
€9 €5 €3 €4
€1 . . I . .
7 i T2 s - T | T3t Ty -
Narration (s, 74)
Narration (7, 75)
Elaboration(my, )
Elaboration(my, ")
Elaboration
(12) 1 Max experienced a lovely evening last 7, Narration

night.

2 He had a fantastic meal.
3 He ate salmon.

4 He devoured lots of cheese.
5 He won a dancing competition.

Elab. \
pod N

2

Figure 2: Translation of theDprsfor (12) into aDAG
- (12) and itssbRrsare taken from (Asher and Lascarides, 2003) -
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Figure 3: Binary tree
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Figure 4: Artificial tree for (1)
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Figure 5:DAG for (1)
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Figure 6:DAGs (A), (B), (C) and (D)
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Figure 7:pAGs (E), (F), (G) and (G')
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Figure 8:DAGs (1), (K) and (L)



