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Abstract

Categorial Dependency Grammars (CDG) in-
troduced in this paper make clear-cut distinc-
tion between local and distant word driven de-
pendencies. The former are treated in classi-
cal categorial grammar terms. The latter are
defined in terms of polarized valencies, whose
neutralization is controlled by the simple prin-
ciple “choose the first available” ( FA). Being
very expressive, CDGs are analyzed in polyno-
mial time. Besides this, CDGs represent a con-
venient frame for relating dependency grammar
with linguistic semantics.

1 Introduction

Dependency grammars (DGs) are formal gram-
mars assigning dependency trees (D'Ts) to well-
formed sentences. A DT of a sentence is a la-
belled arrows tree whose nodes are the words
of the sentence. A rather formal descrip-
tion of DGs and DG syntax was given by L.
Tesniére (Tesniére, 1959). The first exact defi-
nitions are due to D. Hays (Hays, 1960) and H.
Gaifman (Gaifman, 1961). The basic syntac-
tic principle behind the DGs is quite different
from that of syntagmatic grammars. They are
designed for and more adapted to definitions of
binary relations between wordforms (syntactic
dependencies), than to definitions of sentence
constituents. Meanwhile, historically the first
DGs define in fact both. The Hays-Gaifman’s
DGs are lexicalized. They assign grammatical
categories to words and position the subordi-
nates with respect to their governors. In this
manner, they define not only the binary rela-
tions “governor — subordinate”, whose union
forms a tree, but also (due to the order given)
the projections of words on the sentence, which
form a system of constituents with the pro-
jected words serving as the constituents’ heads.
From the T70ies, it is known ((Gladkij, 1966;
Robinson, 1970)) that this link between the two

structures is reversible: a selection of one im-
mediate head per constituent induces a unique
DT by the following induction: C C C' =
root(ImmHead(C')) —* root(ImmHead(C)).
This structural “equivalence” produced an illu-
sion that DTs are byproduct of head selection
in constituent structures. So all syntagmatic
grammars with head selection (e.g., LFG (Ka-
plan and Bresnan, 1982) and HPSG (Pollard
and Sag, 1994)) may in a way be considered as
DGs. Formally, such “extension” to DG con-
cerns TAGs (Joshi et al., 1975) and catego-
rial grammars (CGs) (Bar-Hillel, 1953; Lambek,
1958)) as well. However, this analogy is very
superficial. It was soon realized that depen-
dency and precedence are rather independent.
For instance, the head driven DT above are al-
ways projective: the projections of all words fill
continuous segments. Meanwhile, discontinu-
ous non-projective dependencies are inevitable
in languages. They often mark communica-
tive structure (e.g. topicalization) and special
constructions encoding complex semantic rela-
tions (e.g. clefting, subject or object extrac-
tion in pied-piping, etc.). This distinction led to
many propositions, both in terms of order con-
straints (e.g., (Maruyama, 1990; Broker, 1998;
Duchier and Debusmann, 2001)) and in struc-
ture sharing terms like lifting (e.g., (Lombardo
and Lesmo, 1998; Kahane et al., 1998)). In log-
ical type based grammars, like CGs, adequate
extension to DG presupposes one more distinc-
tion: that of semantic functionality and of syn-
tactic subordinacy, which are opposite, for in-
stance, for verb and noun modifiers. Multi-
modal extensions of CGs take proper account
of these distinctions (cf. (Moortgat and Morrill,
1991; Morrill, 1994; Kruijff, 2001)).

The overwhelming majority of DGs are head
driven in the above sense. At the same
time, some linguistic theories, e.g. “Meaning-
Text Theory” (Mel’¢uk, 1997), “Word Gram-
mar” (Hudson, 1984) use a very different per-



spective of syntactic dependency, to which we
will refer as word driven. Word-driven DG is
closer to the original idea of Tesniere. Basi-
cally, it describes dependencies as binary rela-
tions between words in the language without ad-
dressing head scopes. This leads to far-reaching
consequences for grammatical classification of
words and dependency typology (cf. (Jackend-
off, 1977; Keenan and Comrie, 1977) and a
word driven DG of English in (Mel’¢uk and
Pertsov, 1987)). Formal definitions of word
driven DGs are few in number. Historically
the first was (Gladkij and Mel’¢uk, 1971). It
proposed a concept of tree generating DG and
started a mathematical research into subfami-
lies of this very general class of grammars (see a
review in (Dikovsky and Modina, 2000)). More
recent propositions are Link Grammars (Sleator
and Temperly, 1993) expressing only projective
DTs and Polarized DGs (Dikovsky, 2001). The
existing word driven DG definitions are opera-
tional and make no link with logic. In particu-
lar, there is no definition based on word driven
dependency types. In this paper, we propose
such a definition in terms of classical CGs. The
Categorial Dependency Grammars (CDGs) we
propose have two particularities: a specific type
system inspired by (Mel’éuk and Pertsov, 1987)
and a simple dependency calculus for projective
and discontinuous dependencies.

2 Syntactic types

A word driven dependency G(overnor) 2)
S(ubordinate) encodes an irreflexive antisym-
metric antitransitive binary relation on words
with intuitive meaning “G licenses S” defined
by constraints on lexical and grammatical
features, precedence constraints, pronominal-
ization constraints, etc. concerning the words
G and S and sometimes also close context
words (see (Iordanskaja and Mel’cuk, 2000)
for a detailed presentation). Let us see a frag-
ment of the definition in (Mel’¢uk and Pertsov,
1987) of the modificative dependency in English:

Xa

modif* < Ys+...+ X, WHERE

(o]
Y3

if Ys <Z < X, then

Gf Y5 25 7 then Z = ‘ENOUGH' or
(D = coordin and Z = (‘OR'|'AND")))

det t
otherwise if X, (de |q_u)an ) Z then

exists Y3 < U+ Z : (U = (‘SUCH'|'WHAT")
and Z = (‘A'|'AN")) and
if Xo = (Num) then

(forall) T: not T q“i?t Xa

etc.)...)

and a = (N,not pron), (Num), ‘ONE?

and 8 = (A4, not det, not pred!, not postpos!),
(V)ppresa (V, not pOStpOS!)pass

This complex formula is encoded by the de-
pendency name modif. The corresponding de-
pendency is the set of pairs of wordforms satis-
fying the formula in their occurrences.

Suppose that we have to describe syntactic
type of the word theory in terms of such
dependencies. Then we are to look at this word
from two different points of view.

For theory as dependent, we must find all
possible incoming dependencies:

subj dir — obj prepos
theory theory theory

For theory as governor, we must find all possible
dependencies outgoing from it:

det attr —rel
N
.

theory

det
apposjc_om
N
L]

theory

In so doing, we must of course take into
account the precedence of beginnings (ends) of
the arrows with respect to the word. This we
can do using the classical CG type constructors.
The fundamental difference compared with CG
is that now a primitive type D corresponds to
the incoming dependency D and in complex
types, e.g. D\a assigned to a word w, D
corresponds to the beginning of dependency D.

Finally, we must find all mutually compatible
combinations of outgoing arrows and of an
incoming arrow compatible with the features
of the word theory. Each such combination
describes a dependency type:

dir —obj
det attr —rel
modif™*
T [modif*\det\dir —obj/attr —rel]

[ ]
theory

attr —posess



In this example, being assigned to theory, the
type [modif*\det\dir — obj/attr — rel] admits
several (possibly no) left dependents of theory
through dependency modif (modif* denotes it-
eration), requires a left dependent through det,
a right dependent through dir—obj and the in-
coming dependency attr —rel. The position of
the end of attr—rel must be determined through
derivation. As we will see, such types are suf-
ficient do describe projective dependencies. In
order to specify the long distance discontinuous
dependencies, we use, as we do in (Dikovsky,
2001), polarized dependency types. A positive
polarized type specifies the name and the direc-
tion of an outgoing dependency. For instance,
in the sentence It was yesterday that we had the
meeting, the positive subcategory (N it—cleft)
of the category assigned to that marks the begin-
ning of the distant dependency named it—cleft
outgoing from the clause root (see Fig. 3).

A negative polarized type specifies the name
and the direction of an incoming dependency.
For instance, the end of the discontinuous de-
pendency it — cleft incoming to the expletive
pronoun in the syntactic role of subject of the
main sentence is defined by the negative cat-
egory ( it—cleft) assigned to It. The cate-
gories (it—cleft) and (N it—cleft) are dual.
Together, they describe the discontinuous de-
it—cleft

— It

Now, let us define the dependency types for-
mally.

pendency that

For simplicity, in this paper we consider
the primitive dependency types as elemen-
tary categories without parameters. C de-
notes a finite set of such elementary categories.
C*=, {A* | A € C} denotes the set of all iter-
ated categories.

Defining polarized categories, we distinguish
between four dependency polarities: left and
right positive N, * and left and right negative
Ny’ - For each polarity v € {N,\, '}
thgre is thve uniqug dual polarity v: ’i =/
=N S =N\ =" 6N G\ C and
v~ C denote the corresponding sets of polarized
distant dependency categories. E.g., 1 C =
{(*C) | C € C} is the set of right positive cat-
egories. V1(C) = *C UX C is the set of pos-
itive distant dependency categories, V—(C) =
\(C U/ C is the set of those negative.

If we limit ourself to these categories we can-
not express adjacency of distant subordinates to
a given word. E.g., in French, the negative de-

pendency category . clit—dobj of a cliticized
direct object must be anchored to the auxil-
iary verb or to the verb in a non-analytic form.
For that, we will use specially marked anchored
negative categories: Anc(C)=y4{#(a) | a €
V7(C)} - our name for negative categories
whose position is determined relative to some
other category - whereas the negative categories
in V7 (C) will be called loose.

Definition 1 The set Cat(C) of categories is
the least set verifying the conditions:

1. C UV (C) UAnc(C) C Cat(C).

2. For C € Cat(C), A; € (C UC* U
Anc(C) U N C) and A € (C UC* U
Anc(C) U N C), the categories [A1\C] and
[C/Asg] also belong to Cat(C).

By the nature of word driven dependencies, the
type constructors \, / are associative. So every
complex category can be presented in the form:
[Lg\ ... Li\C/R;1 ... /Ry].

E.g., [#( clit_dobj)\subj\S/auz] is one of
possible categories of an auxiliary verb, which
defines it as the host word for a cliticized direct
object, requires the local subject dependency on
its left, and on its right, the local outgoing de-
pendency auzx.

3 Grammar definition

Definition 2 A categorial dependency grammar
(CDG) is a system G = (W, C, S, §), where W
is a finite set of words, C is a finite set of ele-
mentary categories containing the selected root
category S, and d - called lexicon - is an assign-
ment of finite sets of categories in Cat(C) to
words in W (i.e. §(a) C Cat(C) fora e W).

The language and DT language generated by
a DCG are defined by a calculus of local and
polarized dependencies. In this calculus, most
specific are the rules for polarized dependen-
cies. These rules establish a distant dependency
between two words with dual polarized cate-
gories, if the corresponding negative category
is loose. The anchored negative dependency va-
lencies serve only to anchor a distant subordi-
nate to a host word. As soon as the correct
position of the subordinate is identified by the
anchored dependency rule, its category becomes
loose and so available to the governor. So the
anchored dependency marker serves as an expo-
nential in this resource sensitive calculus.

In the definition below, indexed I' denote
strings of categories. An occurrence of an el-



ementary category C' in a derived string of cat-
egories corresponds to a DT D of category C.
r(D) denotes the root of D. For space reasons,
we present only the rules for left constructors.
The rules for right constructors are similar.

Definition 3 Provability relation

Local dependency rule:
L. FlC[C\a]FQ F Tlafz.
If C is the category of D1 and [C\q] is that of
Dy, then a becomes the category of the new DT

D1 U Dy U {r(D1) <& (D)1

Iterated dependency rules:

1. I‘lC[C’*\a]I‘Q F Fl[C*\a]I‘g

If C is the category of D1 and [C*\«] is that
of Da, then [C*\a] in the consequence becomes
the category of the new DT

D UDs U {r(D1) & +(Dy))
Q. Pl[C*\a]PQ = I‘laI‘g 1.

Anchored dependency rule:

A Ti#(a)[#(a)\Bly F Tiafly, #(a) €
Anc(C).

Distant dependency rule:

D. Fl(/C)FQ[(\C)\a]Pg F F1PQC¥P3.

The rule applies if there are no occurrences of
subcategories ,/ C, #(/ C) and \ C in T'y.

If / C is the category of D1 and [\ C)\c] is
that of Do, then a becomes the category of the
new DT

C
D UDy U{T(Dl) — ’I"(DQ)}.
F* is the reflexive-transitive closure of .

Comments: 1. L' L* are standard elimi-
nation rules present in all kinds of categorial
grammars. The rigid distribution constraints
encoded by elementary word driven depen-
dencies make impossible type raising and
symmetrical introduction rules.

2. The iteration rules Il I, Q! QF induce
different realizations of the same iterated
modifier type. In fact, the iteration marker
also serves as an exponential in this calculus.
3. D! DT are rules establishing distant
valencies between the “closest” dual loose de-
pendency valencies. This is another important
particularity of this calculus implied by the
nature of word driven dependencies and the

!The DTs rest unchanged when no instruction.

underlying concept of polarity.

Definition 4 A DT D is assigned by a CDG
G = (W,C,S,8) to a sentence w (denoted
G(D,w)) if D is defined as DT of category S
in a proof TH*S for some T’ € §(w).

The DT-language generated by G is the set of
DTs A(G)={D | 3w e WT G(D,w)}.
The language generated by G is the set of sen-
tences L(G) = {w e W+ | 3D G(D,w)}.

This definition is correct in the following sense:

Proposition 1 For each CDG G, G(D,w) im-
plies that D is a DT on w.

4 Expressivity

DCGs are more expressive than CFGs. Here is
an example of a CDG generating a non-context-
free language.

Example 1 Let Gy = (W, Cy, S, &), with & :
a = [B\a],[a\e], b = [a\D/A], di —
«, d2 = [a\ﬁl\S/D]a d3 = Da (s [D\A]7
where a = #(,/ B), a1 = (\ B), B = #(,C)
and B1 = (\.C). For instance, Fig. 1 presents
a derivation of dia3dyb3dscd.

Proposition 2 L(G)={dia"dab"dsc"|n > 0}.

In Figures 1-3, two meeting continuous slanting
lines correspond to one application of rules L or
I, two meeting dashed slanting lines correspond
to one application of rule A, and right-angled
dashed lines connect categories to which rule
D is applied. Anchored categories must first
be made loose by applying the rule A. Only
then a distant dependency can be introduced by
application of the rule D. E.g., in Fig. 2, first
A is applied to C3 and Cy4, and then D applies
to C3 and Cf.

Using CDGs - and this is their important ad-
vantage - one can describe discontinuous syntac-
tic dependencies caused by topicalization, ex-
traction, and other movement operations in a
uniform and concise manner. E.g., let us see
how can be described PP-movement (Fig. 2)
and it-clefting (Fig. 3).

In the proof in Fig. 2, we use the categories
Cy = [det\subj/attr —rel] € §(person), Cy =
[#(y” prepos)\attr —rel/wh—rel] € d(whom),
Cs = [subj\wh —rel/inf —obj] € d(must),
Cy = [(\ prepos)\inf —obj] € é(refer), Cs =
[subj\S/n—copul] € §(is).



_— \
- - = —

- - > N
P NG =
di a a a ds b

B [B\e][a\a] [a\d] [a\ﬁ1/\S/D][a1\D/A] [ai\D/A] [a1\D/A] D [D\A] [D\A][D\A]

1\\// / / |

Flg 1. A pI‘OOf of GO(D,d1a3d2b3d3cs).

In this proof, the rule L applied to det and C}

gives the dependency the @ person of cat-
egory [subj/attr —rel]. L applied to subj and

Cj3 gives the dependency you é;u—bj must of cat-
egory [wh—rel/inf —obj]. A applied to #(
prepos) and Cy gives (/ prepos)|attr—rel Jwh—
rel]. Now we can eliminate (/ prepos) applying
D to it and C4. This reduces Cy4 to inf—obj and

gives the distant dependency to wf(z;rel
Finally, L is applied four times.

refer.

The proof in Fig. 3 uses categories: C] =
[#( it—cleft)\S/subj—cleft/circ] € é(was),
C) = [(\\ it—cleft)\subj — cleft/th—rel] €
§(that), C4 = [subj\th —rel/obj] € é(had),
C} = [det\obj] € §(meeting).

The weak expressive power of CDGs is
not completely explored. Meanwhile, some
observations can already be made.

Let G(;n),m > 1, be the CGD defined by:

dy — [S/Do] and dm_|_1 — D,

a = [Do/Do/(7 Am)-- (A A,
for 0<i<m, d;j— [szl/#(\Az)],

and a; = [#(N\A) /# (A [#(\Ai) /Dy

Then the following proposition holds:

Proposition 3 For each m > 0, L(G ) =
{dvagdial ...dpal,dmi1|n > 0}.

This means that not all languages in L(CDG)
are generated by TAGs. On the other
hand, we suppose that the copy language
{ww | w € {a,b}"} is not generated by CDGs.

The CDGs are sensitive to the following
structural dependency measure.

Definition 5 Let D be a DT of a sentence
w = ai...an. For a space i between the words
a; and ajy+1, 1 < i < n, we define the distant
dependencies thickness in i (denoted dth(D,1))

as the number of distant dependencies (ay <i

d . . . ,
a;), (ax — ) in D covering i (i.e.
such that k < i < 1 for some k,l and d).
dth(D)=4 maz{dth(D,i)|]1 < i < |D|} and
dth(G)=4 maz{0, min{dth(D)|G(D,w)} | w €
L(G)}.

E.g., dth(Go) = oo (same for all G(,,), m > 1).
For natural languages, this measure is seemingly
bounded by a small constant (2 or 3). In both



det n-copul
PN N
the Derson o whom you  must refer 18 Smith
det C1 Cy prep-wh subj (s Cy Cs  n-copul
|
\
[subJ /attr- rel #(/pre-TO-obj) \ attr-rel / inf-obj]
pre TO- ObJ ‘ [subj \ S]

[attr-rel / inf-obj] J

sub j

attr rel

Fig. 2. Example of PP-movement.

examples above, dth(D) = 1. Meanwhile, the
following theorem is a consequence of Theorem
2 in (Dikovsky, 2001).

Theorem 1 If for a CDG G, the measure
dth(G) is bounded by a constant, then L(G) is
context-free.

This result confirms once more that relevant is
the strong and not the weak expressive power.

5 Complexity

It turns out that correctness of sentences with
respect to a CDG can be expressed in terms of
two independent tests: the first in terms of only
local (projective) dependencies, and the second
in terms of neutralizability of distant dual po-
larized dependencies. This fact ensures efficient
parsing algorithms.

In this short paper we don’t describe the no-
tions and technical details underlying efficient

analysis of CDGs (see (Dekhtyar and Dikovsky,
2004)) and only announce several facts.

Theorem 2 (i) There is an algorithm pars
which parses CDGs in time O(n®).

(i) If a CDG G has bounded distant dependen-
cies thickness dth(G) < const, then the algo-
rithm pars parses G in time O(n3).

The analysis algorithm is Earley-type with
items including current state of counters con-
trolling well-pairing of loose polarized depen-
dencies. = When no polarized dependencies
are used in the grammar or if their thick-
ness is bounded, the items are counter-less (or
bounded-counter).

Corollary 1 There is an algorithm parsP
which parses projective CDGs in time O(n3).
6 Conclusion

The Categorial Dependency Grammars intro-
duced in this paper can be used in practice as



it—cleft

subj—cle
irc
N
it was yesterday
#(\/ it—cleft) C{ cire
N
N
| \/

[S/subj—cleft/circ]

! S/subj—cleft
L [S/subj—cleft]

S

th—rel obj

/‘\ﬂ& det
N

we had the meeting
subj Ci det Cy
[th—rel/obj) obj

subj—cleft

Fig. 3. Example of it-clefting.

low level DGs into which should be compiled
for parsing high level word driven DGs. They
can be easily extended to grammars using
bounded depth feature structures as primitive
categories and feature unification and propa-
gation through dependencies. Using anchored
categories, it is possible to express a variety of
linear order constraints. At the same time, the
CDGs have efficient parsing algorithms, com-
parable with or more fast than those for other
dependency grammars expressing unlimited dis-
tant dependencies (cf. (Lombardo and Lesmo,
1998; Neuhaus and Broker, 1997; Kahane et al.,
1998)). A very important advantage of CDGs is
their type-driven style definition which fits well
the standard methods of constructing formal se-
mantics.
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