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Abstract

Identification of non-anaphoric use of the pronoun 7t
is crucial to achieve full anaphora resolution. Nev-
ertheless, this problem has been either ignored or
considered too simple to deserve a deeper study. In
this paper we present a machine-learning approach
using Support Vector Machines. We collected sev-
eral instances of both anaphoric and non-anaphoric
it from the GENIA corpus, together with syntactic
information about the context. We show how by us-
ing a limited amount of knowledge our approach can
achieve better accuracy than previous methods. We
also analyze the relevance of features used to predict
non-anaphoric uses.

1 Introduction

Recent years have seen an increasing interest in the
process of anaphora resolution. The first step in au-
tomatic anaphora resolution is to identify the candi-
date anaphors whose antecedents we should find out.
The identification of anaphoric words is, at least in
English, not a trivial task. In pronoun resolution,
specifically in the case of the impersonal pronoun
it, to distinguish anaphoric and non-anaphoric in-
stances has proven to be a very challenging problem.
Consider the following examples:

(i) It still remains to be shown which molecular
events lead to...

(ii) Studies of the ring chromosome that has XIST
DNA but does not transcribe it show that its
AR allele is..

Example (i) is non-anaphoric, while example (ii)
is anaphoric. Nevertheless, most anaphora identi-
fication systems would incorrectly predict the first
example as anaphoric and the second one as non-
anaphoric! In example (i), the pronoun # in the id-
iomatic construction It still remains does not point
to any previously mentioned entity in the discourse.
The fact that this construction in which the pronoun
appears is often associated with anaphoric uses ( The
protein does not suffer major changes after this pro-
cess, and it remains stable...), can prompt this mis-
classification. In example (ii), on the other hand,
the pronoun it is followed by the verb show and the
complementiser that, which commonly identify non-
anaphoric uses (It has been shown that...).

The importance of accurately classifying
anaphoric and non-anaphoric cases is clear since the
resolution of antecedents for a given anaphora relies
on the assumption that the anaphora does have an
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antecedent. Filtering out non-anaphoric instances
is therefore basic in order to reduce sources of error
and improve overall accuracy of anaphora resolution
systems.

Also, it should be noticed that most approaches on
anaphora resolution (and, by extension, on identifi-
cation of non-anaphoric instances) are tested against
corpora like Penn Treebank, LOB or SUSANNE,
which are mainly composed of newswire stories and
journal articles. In this paper, we used the GENIA
corpus (Ohta et al., 2002), which is entirely con-
structed of scientific abstracts. The percentage of
non-anaphoric uses in this corpus turned out to be
bigger than for previous studies, therefore conceding
more importance to the correct identification of such
cases.

The first approaches to this problem were based
on basic pattern-matching techniques, as in Paice
and Husk (1987), Lappin and Leass (1994) and Den-
ber (1998). Even recent work on anaphora resolu-
tion still relies on this kind of approach to identify
non-anaphoric uses (Castaiio et al., 2002). As it will
be seen in section 2.2, these pattern-based methods
present certain drawbacks. In order to overcome
them, Evans (2001) presented a machine-learning
approach which performed slightly better than the
best of the pattern-based ones.

In this paper, we present an approach based on
support vector machines (SVM) (Cortes and Vap-
nik, 1995), a machine-learning technique that has
shown very solid results in many areas of NLP. The
data set we use in our experiments is constructed
from the GENIA corpus, a collection of biological
and medical documents extracted from the National
Library of Medicine’s Medline database. From this
corpus, we will extract all instances of the pronoun
it, together with syntactic information about its con-
text. A set of vectors encoding this information will
then be used to build a training and test set, which in
turn will serve as input for the SVM. The results pre-
sented in section 3 will show how our approach out-
performs previous methods relying on less extracted
information from the data set.

The structure of the rest of the paper is as follows.
Section 2 gives a more detailed explanation about
previous research work and SVM. Section 3 presents
details about the data set, our approach and discus-
sion of results. Finally, section 4 summarizes our
work.



2 Background
2.1

Support Vector Machines (SVM) is a machine-
learning technique based on statistical learning the-
ory. The use of SVM for binary classification prob-
lems follows two steps. First, a set of vectors is con-
structed, each representing an instance of the input
data (in our case, each vector will represent lexical
and syntactic information extracted from the con-
text of the pronoun 4t). This set of vectors is mapped
into a feature space, usually with a higher dimension,
either through a linear or a non-linear transforma-
tion. Second, a linear division (a hyperplane) that
maximizes the margin between the two classes in the
feature space is calculated.

SVM has many interesting properties: it is theo-
retically well-founded and shows a very good perfor-
mance in practice, having been successfully applied
in many NLP problems.

Support Vector Machines

2.2 Previous Work on Identification of
Non-Anaphoric it

We can classify methods for the identification of
non-anaphoric it as either pattern-matching based
or machine-learning based. Among the first ones,
Paice and Husk (1987) have the highest performance
with an accuracy of 93.9%. In this work a set of rules
is constructed manually, and then every instance of
the pronoun it is matched against the rule to decide
if the use is anaphoric or not. Rules usually follow
a similar scheme: mark left and right delimiters of
the anaphoric/non-anaphoric use, and indicate the
presence of certain kind of “special” word. For in-
stance, the rule to detect non-anaphoric uses of the
form it...to:

an “it...to” construct: is delimited on
the left by “it”; is delimited on the right
by “to”; contains a task status word.

In this case, task status word is a list of certain
kind of adjectives (such as good, bad, hard, impor-
tant...) and nouns indicating purpose (aim, goal,
objective...)  which, if present inbetween the in-
dicated delimiters, would trigger the rule marking
the instance as non-anaphoric. In a similar way,
there are lists for state of knowledge words (certain,
clear, known, doubtful...), prepositions (among, at,
before, below...) and idioms (expressions containing
it which are treated as non-referential: “on the face
of it”, “as it turned out”, “as we know it”...).

Pattern-matching methods achieve a reasonable
accuracy despite the scarce amount of information
with which they work. A collection of slightly over
a hundred words combined with a smart selection
of a few rules results in an accurate prediction of
anaphoric and non-anaphoric uses of it.

Nevertheless, approaches based on patterns have
certain drawbacks. The use of lists of words is trou-
blesome in two senses: first, it is doubtful that such
lists can ever be complete. In Lappin and Leass
(1994), for instance, they make use of 15 adjec-
tives and 5 verbs, which seems clearly insufficient.
Denber (1998) recommends a list of meteorologi-
cal verbs and adjectives, plus the use of adjectives
marked in WordNet with the attributes state, con-
dition, quality or quantity and verbs marked by the
engcg tagger (Samuelson and Voutilainen, 1997) as
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cognitive. A second, more complex problem, arises
with words that sometimes indicate the presence of
non-anaphoric 4, while other times they do not. In
Paice and Husk (1987), for instance such “border-
line” words are manually included or excluded from
the lists when convenient in order to optimize the
performance.

Evans (2001) used machine-learning method, with
results slightly better than those of the most ac-
curate pattern-matching approach. In this work,
35 syntactic features of the context of the pro-
noun are extracted with a commercial parser, in-
cluding part-of-speech tags, morphological lemmas
and dependency relations between certain words.
The extracted information serves then as input to
a memory-based learning (MBL) algorithm. MBL is
based on the idea that learning relies on the reuse
of previous experience rather than on extracted ab-
stractions and generalizations.

While this approach has the best prediction accu-
racy so far and seems more scalable since it does
not rely on lists of words or fixed constructions
(as these are automatically “learned”), it also has
some problems. Attributes like dependency rela-
tions between words need partial parsing of the sen-
tence. Recent advances in anaphora resolution show
how knowledge-poor approaches based exclusively
on surface analysis can achieve as good results as
those making use of extensive knowledge (see Mitkov
(1998)). In our method, we just make use of POS
tagging, a NP chunker and a morphological proces-
sor to extract lemmas of certain words.

3 Experiments and Discussion
3.1 Dataset

Our data set was constructed from instances of
the pronoun #t found in the GENIA corpus (ver-
sion 3.02p), a collection of Medline abstracts se-
lected from the search results with the keywords Hu-
man, Blood Cells and Transcription Factors. Differ-
ences in topic and writing style with other corpora
make identification of non-anaphoric 7 more rele-
vant. While in the SUSANNE and BNC corpora
the percentage of non-anaphoric uses does not reach
30% of the total number of instances, in GENTA this
percentage rises to nearly 44% of the cases.

For every instance of the pronoun, we constructed
a vector containing information about its context.
This contextual information was chosen as a sub-
set of the attributes presented by Evans (2001),
concretely those attributes that could be extracted
without the need of a parser: POS tags, lemma
of verbs and noun phrase chunks. A complete list
of these attributes can be found in Table 1. The
GENIA corpus is distributed with POS tagging.
Lemma of verbs is obtained using morpha (Min-
nen et al., 2001), a morphological processing soft-
ware based on a set of morphological generalisa-
tions together with a list of exceptions for irregular
forms. Noun phrases were extracted using BaseNP
(Ramshaw and Marcus, 1995), which makes use of
heuristic transformational rules to bracket base noun
phrase structures. A program written in Perl col-
lected all the attributes together with the manually
annotated class of every instance (i.e. anaphoric or
non-anaphoric) to construct a file of 532 vectors,
each representing the extracted 21 features.



Attribute | Description

i Line number

i Position in the line

iii-vi POS tag of previous 4 words
vii-x POS tag of next 4 words

xi Distance to next compl.

xii Distance to next gerund
xiii Distance to next prep.

xiv Lemma of previous verb

XV Lemma of next verb

xvi Adjective + NP sequence
xvii Compl. + NP sequence
xviil Number of previous prep.
xix Number of following compl.
XX Number of following adj.
xxi Number of previous NP

Table 1: Attributes

3.2 Experiment Setup and Performance
Criteria

All experiments were performed using 7-fold cross
validation. In order to compare performance, we
implemented a pattern-based approach (Paice and
Husk, 1987), and a MBL approach using the package
Timbl (Daelemans et al., 2002). For our SVM-based
approach, we used LibSVM (Chang and Lin, 2001).

For every approach, we calculated correctly pre-
dicted positive cases (true positives, P), correctly
predicted negative cases (true negatives, N), uncor-
rectly predicted positive cases (false positives, p) and
uncorrectly predicted negative cases (false negatives,
n). From these values, we obtained the prediction
accuracy of each method, percentage of correctly
predicted cases (see equation 1). In order to avoid
certain problems related to prediction accuracy (an
unbalanced data set with too many positives or neg-
atives can have a strong influence on the results), we
also used Matthew’s correlation coefficient (Mecc) as
a measure criterion (see equation 2).

P+N
Acc = 100 1
“TP+N+p+n e

PN —
Mcc = s (2)

V(P +n)(P +p)(N +n)(N +p)

Results for the first set of experiments are summa-
rized in Table 2. For each approach we show the best
results obtained with different parameter settings.
In our experiments with MBL, the best results were
obtained with the IB2 algorithm, incremental edited
memory-based learning (Aha et al., 1991), with pa-
rameter k=5 and modified value difference metric.
For SVM we tried four different kernels (linear, poly-
nomial, RBF and sigmoid), with linear one achieving
the best performance.

Patterns | MBL | SVM
Accuracy | 90.789 92.295 | 92.717
Mcc 0.8174 0.8434 | 0.85646

Table 2: Prediction results

With the models trained by the memory-based
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learning and SVM, we also studied the relative im-
portance of each attribute to predict instances. Re-
sults are summarized in Tables 3, 4 and 5. All re-
sults were normalized in the range (0,1) for a clearer
comparison.

Attribute Chi-square
Distance to following compl. | 1
Compl. + NP sequence 0.8977
Number of following compl. | 0.8116
Lemma of previous verb 0.7695
Lemma of next verb 0.6457
Position in line 0.5213
POS-1 0.5033
POS + 2 0.4396
POS + 3 0.4020
POS -2 0.3045

Table 3: Weight of most relevant attributes with
MBL (x?)

Attribute Gain Ratio
Compl. + NP sequence 1
Number of following compl. | 0.6810
Distance to following compl. | 0.5255
Lemma of next verb 0.2313
Lemma of previous verb 0.2125
POS-1 0.1911
POS + 2 0.1506
POS + 3 0.1305
Position in line 0.1282
POS +1 0.1017

Table 4: Weight of most relevant attributes with
MBL (GR)

Attribute Support
Number of following compl. | 1
Compl. + NP sequence 0.9879
Lemma of next verb 0.5862
POS-1 0.5397
POS -2 0.4863
Lemma of previous verb 0.4639
POS + 4 0.4251
POS + 2 0.3838
POS - 4 0.3810
POS + 3 0.3517

Table 5: Weight of most relevant attributes with
SVM

3.3 Discussion

Results in section 3.2 clearly show how machine-
learning based methods (MBL and SVM) outper-
form pattern-matching based ones (1.506% and
1.928% respectively). Although in Evans (2001)
MBL and pattern methods performed similarly, our
results show more clearly that approaches based on
rules and sets of words do not adapt so well to differ-
ent data sets. In addition, SVM prediction of non-
anaphoric uses of it in the GENIA corpus is slightly
more accurate than predictions obtained with MBL
(0.422%). This difference should be taken with care
though, since our data set is relatively small (532 in-
stances, of which SVM correctly predicted 493, while
MBL solved 490). The analysis of results for each



fold shows that SVM outperformed MBL in 4 out of
the 7 folds, and the variance was also slightly smaller
with SVM (0.062 versus 0.090). We are therefore
considering to conduct experiments with a bigger
data set in order to confirm more clearly the im-
provement of performance with SVM.

The study of relevance of the attributes (which
has not been addressed by previous studies) pro-
vides a more important insight in the nature of the
problem. Tables 3 and 4 show normalized results
for MBL according to x> and Gain Ratio measures.
In both cases, the three attributes related to com-
plementizers (Distance to following complementizer,
Complementizer + NP sequence and Number of fol-
lowing complementizers) are the most relevant ones,
although in different orders. The attributes Lemma
of previous verb and Lemma of next verb follow in
importance. These results are coherent with most
studies on identification of non-anaphoric it. As
noted by Paice and Husk (1987), structure of con-
text surrounding non-anaphoric instances of it tends
to be more stereotyped than in anaphoric instances,
and is therefore easier to detect. The presence of a
complementizer close to the pronoun often triggers
non-anaphoric predictions, which makes attributes
related to complementizers more relevant. Verbs are
also a strong indicator of non-anaphoric uses: ex-
pressions such as It remains unclear..., It is known...,
It has been proved..., etc. can also be correctly clas-
sified as non-anaphoric considering the verb follow-
ing the noun. A preceeding verb usually indicates
anaphoric instances.

Results with SVMs (see Table 5) are slightly dif-
ferent than those obtained with MBL. In this case
Number of following complementizers and Comple-
mentizer + NP sequence are the two most relevant
attributes, but Distance to the following complemen-
tizer is not even among the 10 most important. This
could be (arguably) attributed to the fact that this
attribute and the previous ones related to comple-
mentizers convey similar information, and SVM is
able to construct an accurate prediction model by
just using the information encoded in the first two
arguments. Attributes related to verbs are also rele-
vant, as in the case of MBL. Also, information about
the POS tag of the word appearing before the pro-
noun shows slightly more importance than it does
in MBL. It was also noticed that the attribute Posi-
tion in line has nearly no relevance with SVM, while
with MBL its relevance is above the average.

4 Conclusions

In this paper we have presented a SVM approach
to identificate non-anaphoric uses of the pronoun it.
Using a limited set of features representing lexical
and syntactic information of the context, our ap-
proach achieves better accuracy than previous meth-
ods without the need of hand-made rules or a parser.
The analysis of the relevance of features, which had
not been addressed previously, gives a more com-
plete description of the factors that influence non-
anaphoric uses of it. Attributes related to comple-
mentizers and verbs showed to have the strongest
impact on the final results, followed by information
on the POS tag preceeding and following the pro-
noun.
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