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Abstract

We evaluate the performance of our modular
probabilistic word sense disambiguation system
on the SENSEVAL-3 English all words and En-
glish lexical sample tasks. All submitted ver-
sions of the system outperform the most fre-
quent sense baseline, the best performing sys-
tem being a combination of all 26 modules. We
discuss the usefulness of individual modules.

1 Introduction

The SENSEVAL evaluation exercise allows the
WSD community to compare the performance
of different WSD systems, by evaluating all sys-
tems on identical corpora. We evaluated our
modular probabilistic word sense disambigua-
tion system (Preiss, 2004) on the SENSEVAL-3
English all words and the English lexical sam-
ple task.

As the WSD system we employ is modular,
we go on to discuss the performance of indi-
vidual modules on the corpus to find the most
useful modules. This investigation goes on to
suggest a combination of modules which yields
a higher performance than that obtained with
the submitted systems. Obtaining a higher per-
formance when a number of modules are used
together shows once again that a combination
system outperforms systems based on a single
idea (Stevenson and Wilks, 2001).

We briefly introduce our modular probabilis-
tic WSD system in Section 2. The results (Sec-
tion 3) are followed by their discussion in Sec-
tion 4, and we draw our conclusions in Section 5.

2 WSD System

Empirical studies have shown (Stevenson, 2003)
that the best WSD performance is obtained
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in practice by combining several different ap-
proaches. Our WSD system Preiss (2004) is
based on combining 26 probabilistic modules us-
ing Bayes Rule. Many of the modules employed
are based on past successful WSD approaches,
such as the work of Yarowsky (2000), Mihalcea
(2002), and Pedersen (2002), making it a repre-
sentative supervised system.

Most of the modules within the WSD system
are supervised, and there are only two modules
which do not require our system to train them:!
the basic part of speech (PoS) module, and the
frequency module. The basic PoS module uses
an HMM tagger due to Elworthy (1994) to ob-
tain a probability distribution on PoSs. The
frequency module uses a frequency distribution
from WordNet to create a probability distribu-
tion on senses. Together these two modules gen-
erate a value for the most frequent sense base-
line.

The remaining 24 modules used all require
training data. Seven modules are based on part
of speech information (of words one, two, or
three places to the left and right, and of the
word itself), three are trigram modules (the
current word being the first word in the tri-
gram, the middle word, and the last word in
the trigram), seven more modules are based on
the lemmas of the surrounding words (again
words one, two or three places to the left and
right, and the word itself). The last module
is a window module containing the probabil-
ity of co-occurrence of words within a window
of words fifty places to the left and right of
the current word. All the modules produce
probability distributions on senses. For ex-
ample in the pos0 module (the part of speech
of the target word module), the probability of
the tag being t given that the sense of the
word w is s; is shown in Figure 1. For il-

!Note that in this work, we consider a module to be
unsupervised if it is not being trained by our system.
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System | Task | Training Data Description

Prob0 | ELS | None Most frequent sense baseline — combina-
tion of the two unsupervised modules

Probl | ELS | Training data provided | All 26 modules.

Prob2 | ELS | Training data provided | Trigram modules, surrounding part of
speech modules, head word modules, and
the baseline modules.

Prob3 | EAW | None Most frequent sense baseline.

Prob4 | EAW | Semcor & ELS training | All 26 modules.

data (excluding verbs)
Prob5 | EAW | Semcor & ELS training | Trigram modules, surrounding part of
data (excluding verbs) | speech modules, head word modules, and
the baseline modules.

Table 1: System descriptions

lustration, we present three frequency distribu-
tions from the pos0 module for the word shirt
(P(pos0 = NN1|shirt;), P(pos0 = NN2|shirt;),
and P(pos0 = VVD|shirt;)) in Table 2. In this
table, f(sense N pos) denotes the number of oc-
currences of w in the given sense with the given
PoS tag, and f(sense) is the number of occur-
rences of shirt in the given sense.

The probability distributions produced by the
modules need to be smoothed. We use Lid-
stone’s smoothing (e.g., (Manning and Schiitze,
1999)), where the optimum smoothing values
are empirically determined on a development
corpus by an exhaustive search. Using Lid-
stone’s smoothing, we can make the smooth-
ing values word and module specific, and so can
make the probability distributions generated re-
semble uniform distributions if we are not very
confident in the module for a given word.

The probability distributions produced by the
26 modules are combined using Bayes Rule:

P(ANB)
B

The prior distribution comes from the unsu-
pervised PoS and frequency modules, and this is
augmented using the remaining modules to pro-
duce the best updated estimate in the form of a
posterior distribution. Combining modules us-
ing Bayes Rule is the best combination method
that was tested, and outperforms the natural
combination method based on Dempster—Shafer
theory.

P(AB) =

3 Results

There were three versions of the probabilistic
WSD system submitted to the English lexical

sample (ELS) task (Mihalcea et al., 2004), and
to the English all words (EAW) task (Palmer,
2004). The descriptions of the systems and their
training data can be found in Table 1. For the
English all words task, the system was trained
on SEMCOR 1.6 converted into 1.7.1 using (a
heuristics based) automatic mapping method.
Although the output of our probabilistic sys-
tem is a probability distribution on senses, this
was converted a one sense assignment per in-
stance for evaluation.? For the English lexical
sample task, the “U” (unassignable) tag was
output whenever our system gave the highest
probability to none of the available senses being
relevant. The system also occasionally entirely
missed annotating words due to combined er-
rors arising from the morphological decomposi-
tion component and the tagger, these were also
given the “U” tag, resulting in 100% coverage.
In the English all words task, the system always
found an available sense. The lower coverage
(97.4%) was due to the errors from the mor-
phological and tagger components. The official
system performances can be found in Table 3.

4 Discussion

Both Prob2 and Probb systems were investigat-
ing whether a lower number of modules would
yield better performance; when a large number
of modules are combined, the difference in prob-
abilities of senses can become quite small. How-
ever, the combination chosen® was only opti-
mal for the English all words tasks. Subsequent

*Note that outputting the probability distribution on
senses directly would have quite a low maximal possible
precision as no sense is assigned a zero probability.

3This choice of modules was based on a prelimi-
nary investigation with the SENSEVAL-2 English all words



no. of occurrences of w in sense s; when the PoS tag of w is ¢

P(tag = t|sense = s;) =

no. of occurrences of w in sense s;

Figure 1: Probability of tag ¢ given the sense is s; in the pos0 module

Sense id PoS (t) | f(sense Npos) | f(sense) | P(t|s;)
shirt%1:06:00:: | NN1 8 9 %
shirt%2:29:00:: NN1 0 1 0
shirt%1:06:00:: | NN2 1 9 5
shirt%2:29:00:: | NN2 0 1 0
shirt%1:06:00:: | VVD 0 9 0
shirt%2:29:00:: | VVD 1 1 1

Table 2: Part of speech distributions for the word shirt

System | Precision | Recall | Coverage | Precision | Recall | Coverage
ELS Coarse-grained Fine-grained

Prob0 63.6% 63.6% | 100.0% 54.7% 54.7% | 100.0%

Probl 71.6% 71.6% | 100.0% 65.1% 65.1% | 100.0%

Prob2 69.3% 69.3% | 100.0% 61.9% 61.9% | 100.0%

EAW With “U” Without “U”

Prob3 55,1% 55.1% | 100.0% 57.3% 54.7% 97.4%

Prob4 55.4% 55.4% | 100.0% 57.5% 55.0% 97.4%

Probb 57.2% 57.2% | 100.0% 58.5% 56.8% 97.4%

Table 3: Results on the EAW and ELS tasks

to the evaluation taking place, we ran a search
through the possible module combinations* re-
sulting in a better performance with a combi-
nation of the most frequent sense modules, the
trigram modules, the window module, and the
root of word 3 to the left, 1 to the right and 2 to
the right. The ‘without U’ performance for the
English all words task with this module combi-
nation is 59.5% precision and 58.0% recall.

5 Conclusion

We have presented the results of our probabilis-
tic WSD system on the SENSEVAL-3 English lex-
ical sample and the English all words tasks. In
both cases, our system outperformed the base-
line for the task.> We have shown that the sys-
tem can be further optimized, but even in its
raw form it performs well.

task.
4This search was run on the English all words task.
5This baseline does not have access to perfect part of
speech, or untagged word information.
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