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Abstract

One of the main goals of this paper is
to describe a formal procedure linking
inflectional and derivational processes
in Czech and to indicate that they can
be, if appropriate tools and resources
are used, applied to other Slavonic lan-
guages. The tools developed at the NLP
Laboratory FI MU, have been used,
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cesses of the derivation of new words (one word
expressions) as distinct from basic ones (word
bases). These processes operate on the morpheme
level whose results follow from the ways of com-
bining morphemes (prefixes, stems or roots, in-
fixes, suffixes) using suffixation, prefixation and
stem alterations (infixation). We have to bear in
mind that the consequences of these formal pro-
cesses have a semantic nature.

The relations between the WD processes and in-

particularly the morphological analyser
ajka and the progranh _par for pro-
cessing and maintaining the morpholog-
ical database.

flectional morphology have been extensively stud-
ied in Czech linguistic literature, see e. g. (Dokulil,
1962; Karlk et al., 1995; Petr, 1986) where one
may find informal descriptions of the WD pro-
cesses using terms likéundace” (basic deriva-
tion), as well as mutation, transposition, modifi-
cation, adaptation and others.

1 Introduction

In this paper we report on an exploration of the
relations between inflection and word derivation The mostinteresting linguistic analyses link the
(WD) in Czech. At first thenflectional morphol- derivation patterns with the inflectional ones. For
ogy has to be mentioned which deals with forma-€xample, in Kaik (1995) it is pointed out that the
tion of word forms by inflection, i.e. by mor- nouns with the suffixtel having agentive meaning
phological processes like the declension of nound?€long to the inflectional paradigmuz (man) In
adjectives, pronouns and numerals, the Conjugépther words, it is possible to say that some inflec-
tion of verbs, and also forming degrees of adtional patterns determine the sets of derivational
jectives and adverbs. The inflectional morphol-Suffixes forming semantically consistent groups of
ogy (in Czech) is formally quite well described NOuns.
and at present we have reliable software tools at In this paper we set it as our task to map the re-
our disposal that make it possible both to generattations between inflectional and word derivational
and recognise arbitrary Czech word forms. Theypatterns. In comparison with previous research
areajka a morphological analyser and genera-we present the exploration of a large collection
tor (Sedétek and Snit, 2001) and _par a pro- of data: our stem dictionary for Czech contains
gram for morphological database (Veber, 2002). 385,066 items. The association of selected in-
The second area iderivational morphology flectional and WD patterns has been performed
i. e. word derivation as such — it describes the prosemi-automatically with the todl _par and the



Czech morphological database which contains allhe derivational structure from which we are able
the necessary information about the inflectionato reconstruct the process of their formation.
paradigms in Czech (2,042 paradigms for all 10 Formation ofmotivatedword follows the ba-
POS). sic WD relation calledfundace” (Dokulil, 1962).

The WD relations as they are described in theNhen we find théfundace”-relation for allmoti-
linguistic WD theories can be, after some modifi-vatedwords we obtain a complex of relations that
cations, appropriately linked to the semantic relaform a hierarchical structure. In WD theory this
tions as they are used in contemporary ontologiestructure is usually callesvord derivation nest
and then applied within the inference engines thatvord derivation latticeand word derivation se-
form a necessary part of the natural language proguence Word derivation nests (WDN) will be our
cessing mechanisms. principal focus.

However, it is true that algorithmic descriptions WDN can be defined as a set of all related
of WD relations have been worked out only re-words that gather around a common stem. The
cently and they do not cover the WD processes irtore of WDN is aroot of the non-motivated word

all their complexity but just at the basic level. and other words in WDN are derived from it ei-
. . ther directly as ifed (ice)—led-ow (icy) or indi-
2 Inflectional analysis rectly through another related word. In this way

The inflectional analysis is a part of the complexword derivation sequencese created, such &
morphemic decomposition of a word and its first(ice)—led-oW (icy)—ledov-ec (glacier)-ledovc-
task is to identify in a given word form the stem 0V (glacial).

and ending. If the word form is not a lemma (ba- The appropriate formal apparatus for repre-
sic form of the word) it is necessary to associateésenting these relations and structures are graphs.
the stem with its respective ending. For this purpose the special types of graphs (see
It has to be kept in mind that the derivational anal-Fig. 1), particularly graph-trees are used which

ysis deals only with lemmata and not with the in-further link up into forests. Strictly speaking we
dividual word forms. are dealing mainly with forests.

For the purpose of this work we perform The tree nodes are labelled with lemmata, and
inflectional analysis with the tool (program) the nextnode is created dependenton its predeces-

ajka (SedBtek, 1999) which is further devel- sor. The individual trees then represent the WDN,
oped in the NLP Laboratory (Seiiek and Smir,  the WD unions have just one level, subtrees and
2001) at FI MU. It is also used as a standard tooFeguence correspond to the paths in the graph.

for lemmatization (identification of the basic word

forms) and as a morphological tagger. 4 The Semantic Aspects of the Basic WD

Relation

3 The Basic WD Relation =*fundace The semantic component of th&undace”-

In the Czech WD theory all words belonging to arelation consists in the fact that meaning of
given word stock are classified either amtivated “funded” words can be derived from the mean-
or non-motivated ing of the“funding” one, that they are semanti-
For motivatedwords we are able to describe cally linked and that language users know these
their meaning using another word or words, e. grelations and use them in understanding language
CViCiSté (exercising ground, drill squaréd a place and also in enriching their knowledge about the
where exercising is doneNon-motivatedvords  universe. ThusiCitel (teacher) je ten, kdodi (is
cannot be described in the same way. Their mearthe one who teaches), zoubek (small tooth) jeymal
ing consists only in signifying the thing, which zub (is a tooth of small size)The meaning that
is why they are sometimes called words-signs, a#ollows from the WD relations is usually labelled
e.g. stlil (table), trava (grass) Thus it is obvious asword derivationor internal meaning This is a
that when making WD analyses we are more interrather narrow point of view, typical of linguistic
ested inmotivatedwords, since only they display WD theories, since there is no reason to introduce



separate semantic relations — they are the same @&®mpound formants are also possible, and may
other semantic relations, for example the Internatonsist either of a prefix combined with suffix,
Language Relations defined within EuroWordNete. g. inpfi-ruc-ni (reference)or prefix combined
1, 2 (Vossen, 1998). with an endingpfed-neésti (suburb)

For the computer processing of the word mean- ] _
ings, it is necessary to bear in mind that seman® Relations between Inflection and
tic relations have a common nature irrespective of ~ Derivation

the forms by which they are expressed. From thiShe gata that can be found in the existing re-
point of view, it is obvious that there is no rele- ¢ rces e.g. (KaK et al., 1995) are limited in

vant difference between WD meaning and 'nor-p,mher — they contain selected examples only and
mal’ lexical meaning as it is treated within the g only the main types of WD processes. In-

framework of semantic networks that are nowassrmation about the functional load of the individ-
days so popular in NLP and Language Engineery g syffixes is either missing or is only outlined by

ing. Thus WDN can be understood as semantitneans of expressions likgery frequent’, “fre-
networks of a special sort that will soon becomequent” “less frequent”without giving any num-

relevant in the area of knowledge representation. jyo g

To explore the situation more adequately we
used a more representative collection of data, par-
The purpose of WD analysis is to find out the WDticularly the morphological databadepar to-
structure of théfunded” word by applying the ba- gether with the stem dictionary which is a part of
sic WD relation, i. e. to find out its WD base and the morphological analysegka .
the respectivéormant(see below). In other words, all the items in the stem dic-

WD basecan be defined as the part of thetionary are associated with their respective inflec-
“funded” word that is taken over from tHéund-  tional paradigm(s), e. g. for nouns there are 746 in-
ing” word. Typically it is an identical string that flectional paradigms that presently cover 131,188
occurs in both“funded” and “funding” word — noun stems. The number of the noun paradigms
various phonological alternations can take placdooks quite large but one should bear in mind that
here, of course. For examplagle (field)—pol-ni  in our algorithmic description of Czech inflection
(field-ADJ) we deal with a detailed hierarchical subclassifica-

The procedure works in the following way: an tion of the noun paradigms which, however, is just
element is added to the WD base of the word (typbased on the 14 main paradigms as they are given
ically root or stem) and together they form a newin standard grammars of Czech.
word. The added element is usually calfedmant The present data allow us to find the functional
in Czech WD theory (Dokulil, 1962) and can be load defined as the number of nouns with the given
formed by one or more morphemes. férmant  suffix and particular semantic feature, e.g. agen-
can be tive, instrument or property etc. First we have to

« a suffixkotel-na (boiler room)which classi- know for a certain suffix how many lemmata oc-
fies a word as belonging to a more general secur with the given suffix, Table 1 shows thaitk
mantic group (here the Czech suffiawith  has 1,379 occurrences. However, it is more im-
the inflectional morphemea at its end cre- portantto know the specific semantic features that
ates the names of places), indicate which semantic classes the nouns ending

e the endingzkaz-a (destructionyvhere the in-  with -ak belong to — this is obtained in the pro-
flectional morpheme also operates as derivacess of finding which nouns belong in which in-
tional morpheme or the derivational mor- flectional paradigms. If we look at the tags we can
pheme can be considered to be empty, see that Czech nouns with the suffék fall into

o prefix s-lepit (glue back togethexyhich just  two large groups — those denoting agentives and
modifies the meaning of the word but doesother animate beings (total 733 nouns) and those
not change its POS and inflectional paradigmdenoting inanimate things such as instruments and

5 Word Derivation Analysis



others (total 633, not classified 13). In the caselne following n-tuple has to be searched for:

of -akits functional load is distributed evenly. form POS-tag condition
1. | Szace SUBST FEM
freq. % pattern gender sem. feature 2. | Sstick § | ADJ
641 47.1 vk MANIM.  agentives
226 236  flok MINAN. 3. | Ssta SUBST MAS ANIMAL
263 19.1  krk MINAN. 4. | Ssmus SUBST MAS UNANIMAL
77 56 Skrak | MANIM.  family names where“S-" is arbitrary but has to be an identical
16 1.2 dupk MINAN. )
10 07 Azek | MANIM. namesoftribes  String for all members of the n-tuple
10 0.7  fibak MINAN. . . o
7 0.5  putik MINAN.  names of fungi Table 3: searching the relations, verifying hy-
6 0.4  koak MINAN.
5 0.4  dulak MINAN. potheses
5 04 Batak MANIM.  ethnicgroups
13 1.0  various not classified o o ]
> 1,379 tuples of the entries in the existing morphological

] database (using tHepar tool), where
Table 1: SUBST MASK, suffix-ak
1.all the members (=entries) exist in the

database;

freq. % pattern gender sem. feature _ : : _
508 939 Gitel MANIM. — agentives 2.the me_mb_ers of n-tuple fulfil the required h_y
15 1.6 bez MINAN.  not classified pothesis, i. e. the changes between the strings
11 1.1 mocnitel| MINAN.  math. expr. belonging to the individual members of the
? 8'3 ﬁgt“gr'te' m:mm hmo‘"’;ter;'s expr. n-tuple are described in given pattern and en-
5 05 dl MINAN.  not classified tries correspond to the additional constraints.
4 0.4  stroj MINAN.  not classified
4 0.4  soutz FEMIN. not classified . .
3 03  obyvatel | MANIM.  inhabitants Suppose that there is an algorithm (see Sec-
2 0.2  strdpytel| MANIM. not classified tion 7.1) which in the respective morphological
2 967 database will find the n-tuples (see Table 4) match-

Table 2: SUBST. suffix:tel ing the hypothesis formulated by a linguist (see

Table 3). The linguist can take the derived list of
n-tuples and determine which n-tuples are correct
7 Rules for WD Processes and which not. The list of the positive examples

So far we have been talking about the derivation owi” arise together with the list of exceptions not
. matching the formulated hypothesis, e @it —

word forms in terms of morphemes, stems, roots, .. o . . .

lemmata. etc. More formally. WD processes em_prltel, word form pritel (friend) is derived from
T Y P . “prat (to wish sb well)] not “pfit se (to argue

ploy strings of letters (morphemes) carrying gram—With sh)’

matical and lexical information. It can be observed It ] lear that b . hi hical

that the WD processes have quite a regular nature, IS now clear that by using a hierarchical con-

thus one can express them by means of certaitheCt_'og_ o_:;thelz new rt))atternfttc;]the f[)rlgyllna!tqne (for
rules (WD patterns) e individual members of the n-tuple) it is pos-

WD is a hierarchically structured process,Sib.Ie o de_:rive frqm a single entry not only the
which will be reflected in the construction of the neighbouring entries in the n-tuple bgt al_so other
rules (WD patterns) — we will build them as cas-WOrCI forms (generated from the entngs mclyded
cades going from simpler to more complicated'n the n-tuple by means of the respective original
patterns, patterns).

We start from a linguist’s hypothesis which de- If the changes in the word form put i_nto effect
HY the (new) pattern exprésa well-defined se-

word forms and other constraints on the formmantic relation, the entries can bartualized”

of grammatical tags associated with the searche Yfor the newly generated word form it is also possible to

entries. Then we can automatically look up n-derive algorithmically (infer) lexical meaning



1st member 2nd member  3rd member 4th member

Patterns: rize otrocky_P husita_ P komunismus
realizace realistick realista realismus
centralizace centralistigk centralista centralismus
humanizace humanistigk  humanista humanismus
idealizace idealistick idealista idealismus
komunizace komunistigk komunista komunismus
Patterns: rize staradecky_P husita_ P komunismus
romanizace romanistigk romanista romantismus

spiritualizace  spiritualistick  spiritualista  spiritualismus
synchronizace  synchronistigk synchronista synchronismus

kolektivizace  kolektivistick  kolektivista  kolektivismus

modernizace modernistigk  modernista modernismus

Table 4: searching of the relations, verifying hypothesegput

thus we do not need to keep all entries in the lexin the second and third cases, the reduction

icon but only those entries which are basic (moti-of the lexicon can be observed. The pattern

vating) word forms for the neighbouring entries of komunismus _P derives the word forms by ex-

the found n-tuples. changing the string at the end of the basic (moti-
The entries that are thereby eliminated from thevating) word form:

lexicon can be constructed according to the new smus— zace sticky, sta, smus

pattern_ from the basic (motivating) wgrd form. and the corresponding change of the attributes of

The original word forms can be determined algo-

o T . . the constructed tag.
rithmically and their original lexical meaning can : .

) For an implementation of these WD patterns, a
be inferred as well.

. . i ... parallel with Finite State Automata (FST) is use-
We will reduce the lexicon using the descrlptlonfuI The property of chaining (Roche and Schabes
of the WD process which yields the predictable, . property 9 ’

. . : . 1997) is very suitable here — it allows us to build
changes in the semantics of the derived entries. . . i
. . WD patterns as hierarchical modules. This prop-
The WD process can be illustrated by the Fig. 1. . . - -
. : erty makes it possible to limit the duplicity of the
It can be seen that the sub-entresnanizace (hu- . . . . 2
. . . stored information and increase their lucidity.
manisation) humanisticky (humanisticallaD\j,
humanistick (humanisticADJ), humanistin (hu- 7.1 WD Relation Mining
manist'sFEM POSS ADJhumanistka (human-
ist FEM, humanistiv (humanists MAS POSS

ADJ), humanista (humanisMAS, humanismus

We explained how to extend the morphological
database employing the regular changes of word
forms that can be observed in the course of the

(humgnlsm)can be aSS|g_neq: _ WD processes (Osolsélet al., 2002). We have
1. either to the respective infl. paradigms: shown that if the WD processes are described by
humanizace Uze . . .

humanistickyotrocky the rules it is possible to reduce our stem dictio-
humanistici.otrock ¥ nary and eventually to obtain a dictionary of roots.
E”ma“!%'”:matc'” To make the process of searching for the dis-
umanistkamatka - .
humanistivotc v crete description of WD processes simpler we
humanistehusita have implemented an algorithm that looks up the
2 Omgn_a“'smukom“”'smus relations between the strings corresponding to the
*humanizace Uze individual entries in the morphological database.
humanistici-otrock P The input for the algorithm is a description of
humanistahusita _P e g
humanismukomunismus the variations of the individual word forms to-
3. or to a deriv. pattern (meta-pattern): gether with conditions placed on the attributes of

humanismugomunismus _P the respective grammatical tags.



ruze otrocky
humanizace humanisticky
otrock y_P

Y,
humanistickoy ¥
zace, > otrock §
sticky humanistick
/ matcin

¢in humanistin

komunismus _P matka _P
humanismus humanistpka
\Sia y \ki
smus husita _P ﬁ) otc v matka
humanistba a_ humanisiiv humanistka

husita
humanista

komunismus

humanismus

Figure 1: Using the derivational pattern to reduce the stem dictionary

To describe the variations of the word forms we We know thatA; ; are constants an$jj vari-

will use: ables which can take values frant. For an arbi-
e variables$1, $2, ... (valuess ©*%), trary string.S;, a regular grammar can be written
e constants faffixes” : Ay 1, Ay a,... € X* (see Eq. 2).
e concatenation operatey
o stringsS; € {A;1, Aio,...$1,$2,...}* S — A $1N: 81 fm— E

e conditions — constraints on the values of N1 — Ai2$2N2  E — alaE[b]bE]. ..
given attributes, eventually a determination

whether the given word form has to be  Nm — Aim+1 whereE € ¥~
present in the databasé;, Cs, ... ()
It can be seen that for each stritfy a non-
7.1.1 Input deterministic transducer can be constructed that
The task assumes: takes a word form on the input and on the output,
it produces a set of all acceptable evaluations of

e n ...number of the word forms searched for, . . .
o n-tuple: (S, C1) . .. (S, Co).- the variable$l ...$m i. e. a set (possibly empty)

of the m-tuples of members of sEt.

The S; strings should be written in such a way 7.1.2  The Algorithm
SO as not to contain the pairs constant — constant, _
variable — variable standing adjacent.

e two neighbouring constants can be merge

First we have to select the paifs;, C;) for
hich the requirement in the condition states that
heir corresponding word forms have to occur in

into one i :
; the database. Those word forms, strings and pairs
¢ two variables can be separateddgonstant .
. will be calledlocated The word forms that we
(empty string).

can determine from the located ones after substi-

tution values for the variables in the strings will be
labelled asnferred

We can speak here about free and bound occur-

Each stringS; thus can be given without loosing "ences of the variables. Free variables will be de-
any generality in the following way: termined during the computation of the same au-
tomaton in which they take place. Bound vari-

Si= Ai10$1BA-2D820 ables are dependent on the computation of other

Ais® ... 0IMD Ajmi1 (1) automata. The values are instantiated for bound

o if the variable at beginning is required, or at
the end of the string, then we séf 1, or A; ,,
=€



variables before the computing the automaton irf8 The First Results from our Data

which the variables occur. Thus we can work with , o
them in a given automaton as with the constants 1aPle 5 displays the individual steps taken dur-
this simplifies the automaton. ing forming the respective WD nest. The st&p

When a given word form is accepted by the(see Table 5) consisted in the derivation of mas-

) : . lin \Y in fhiBrv. It i Vi
transducer (for string;) we obtain the respective culine possessives using suffiv. It is obvious

. . 1 . that this derivation is regular, the number of lem-
evaluation variables included #) as an output. If
. . . mata has not changed — all of them have been as-
the same variables occur also in other strings the

can be substituted (instantiated) by the values. glgned o the paradigm for the possessioasly

_ (father’s). In the stepB the gender of noun is
Thus step by step we will construct the respecehanged from masculine to feminine using suf-
tive FS automata for located string$ using the

_ > & _ fix -ka. Moreover, in this step the paradigms
instantiation of the variables. If the automaton,q mstel a Kocab.nM have been removed. Also

does not contain any free variables it is obvioushe number of lemmata assigned to the paradigm
that the respective pair is inferred (it can be 10-kite| (teacher) has been reduced to half, i. e. from
cated at the same time) — these will be labelled agg 1o 454, This means that according to our data
inferred+locateq. (our morphological database) half of the agentives
The order in which the individual automata will cannot form the feminine counterpart and this re-
be applied can be optimised. A certain part of thesult can be expected to be confirmed by examin-
state space being searched can be eliminated in aghg a larger corpus. The step is again regu-
vance based on conditiorts;, i.e. it is enough |ar — it consists in the derivation of feminine pos-
to search/eliminate entries associated with the pasessives using suffixn with a number of lem-
terns which guarantee/eliminate some attributes afata not being changed. In the stBpthe ad-
the tag. jectives are formed by means of suffigky and
We suppose that by meanslotatedstrings all  this process is less regular. From the possible 454
the variables used in theferredstrings can be in- lemmata belonging to the paradigmitel the ad-
stantiated in such a way that we will be able to dejectives are derived only from 113+21+16=150.
termine correctly inferred word forms relying only Moreover, these adjectives split into three adjec-
on the knowledge of the located word forms, i. e.tive paradigmerazsk (Prague) spol&ensk (so-
in the cases where the inferred strings do not coneial) andkrentsk (Crems)Xepending on whether
tain free variables. In the opposite case the algothey form a comparative and adverb or not. The
rithm has to stop prematurely. following step is again regular — it involves the
The optimisation will determine the order in derivation of adverbs from adjectives by shorten-
which the individual automata containing freeind the last vowel fromy to y. It can be seen
variables will be applied. that from the adjectives belonging to the paradigm

We will start with the first automaton following krenesky SL.JCh adverbs cannot be_ fprmed at all.
The stepE is irregular as well and it involves the

the order determined by the optimisation. Step by, "~ ™" ) :
step we will go through all the entries and thend_envat'on of the nouns frgm ,the resp,ectwe adjec-
for all possible evaluations we will instantiate the VS by replacing the suffixsky for -Stv.

variables and continue with searching the entrie@ Conclusions

acceptable for the next automaton (according to

the given ordering), i.e. we look for the next ele-The purpose of the paper is to show how se-

ment of the respective n-tuple. lected word derivation relations in Czech can be
If we succeed in the instantiation of all vari- described using the morphological analyaga

ables and determine all inferred word forms and ifand the program _par which works with the

all inferred+locatedword forms are found in the Czech morphological database. The Czech data

database then the currently determined n-tuple camecessary for this description are: stem dictionary

be sent to the output. used byajka containing 385,066 Czech stems



908 (Litel,otdiv 454 &Eitel,otdlv,matka 454 (&Eitel,otdlv,matka,matin
3 obyvatel,otév A 2 obyvatel,otdv,matka B 2  obyvatel,otév,matka,matin
2 pritel,otdlv 2 pritel,otdlv,matka 2 pritel,otdlv,matka,matin
1 neungtelot@v | -
1 Kocah.nM,otdiv
Cl
113 (&Eitel,otdiv,matka,matin,prasky,prazsky 113 (Eitel,otdiv,matka,matin,prasky

O

21  Witel,otdiv,matka,matin,spolé&ensk

«— | 16 itel,otdiv,matka,matin,krenzsky

2 obyvatel,otév,matka,matin,prazsky,prazsky 2  obyvatel,otév,matka,matin,prazsky
El

46  itel,otdlv,matka,matin,prazsky, prazsky,staven

19 Witel,otdiv,matka,matin,spol&ensk,spolé&ensky,staven

21 Witel,otdlv,matka,matin,spol€ensk,spolé&ensky

Table 5: WD nest fortel
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