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Abstract

We argue for the development of dis-
tinct high and low levels of process-
ing in dialogue management. An archi-
tecture is described, which cleanly sep-
arates high-level communicative pro-
cesses (e.g. semantic and pragmatic in-
terpretation, content planning), from
low-level interaction processes which
maintain the communication channel
with the user (e.g. feedback, ground-
ing, turn-management). These lev-
els operate asychronously and semi-
independently. We present four exam-
ples of processes at the interaction-level
in an implemented dialogue system:
“Helper” feedback, turn-management,
incremental aggregation, and generation
of NPs.

1 Introduction

Real dialogues between humans involve utter-
ances and gestures whose main purpose is to ma-
nipulate and maintain the communication chan-
nel, e.g. grounding, turn-taking, signalling mis-
understading, requesting repetition, requesting
pause, direction, space-filling, feedback. Seeing
dialogue as a joint activity (Clark, 1996), partic-
ularly when participants are engaged in collab-
orative tasks, highlights the importance of these
adaptive “low-level” processes of channel man-
agement. Dialogue participants often also “align”
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with each others’ vocabulary, syntax, and commu-
nication styles. On the other hand, dialogue also
involves simultaneous high-level processes such
as utterance planning and interpretation, which in-
teract with the low-level processes, and vice versa.

For such reasons, we argue that it is appro-
priate to view dialogue management similarly to
the multi-level architectures for goal-oriented au-
tonomous agents, e.g. (Firby, 1994; Miiller, 1996):

e a planning and activity-focused layer man-
ages the bulk of the communication aris-
ing from the negotiation and performance of
tasks or activities (e.g. interpreting new com-
mands, requesting clarification, reporting on
task status, dialogue structure, utterance con-
tent planning);

e an “interaction” management layer uses typi-
cally “shallow” NL processing techniques to
maintain the communication channel and re-
spond to any issues that may arise (e.g. man-
aging turn-taking, acknowledging communi-
cations quickly, using alternative processing
for handling unrecognized utterances, surface
realization of utterance content).

As with the agent-architectures, the two lev-
els of processing cannot be entirely independent:
data-structures described below mediate commu-
nication between the components. In particu-
lar, the interaction level may need to notify the
activity-planning level if it notices the user behav-
ing in a manner that indicates a problem (e.g. a
previously undetected misunderstanding or lack of
a required grounding response).
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We argue that for a dialogue system to be ef-
ficient, to feel “natural” to a human user, and to
be satisfactorily robust, it must address the issue
of maintaining and mangaging the communication
channel with the user. Recently, several systems
have been built to manage activity-oriented dia-
logue between a human and intelligent devices,
e.g. (Allen et al., 1996; Lemon et al., 2002b) with
some degree of success. These systems have paid
limited attention to the need to maintain the com-
munication channel.

While a dialogue system clearly should not
overload the user with feedback, it must nonethe-
less keep the user engaged, and monitor their at-
tention, which will also help to focus on the ac-
tivity being discussed. Unfortunately, very lit-
tle work has been done in dialogue systems re-
search regarding low-level interactions in conver-
sation, and still less has been achieved with regard
to dialogue management architectures which re-
spect this distinction. Our aim is to argue that di-
alogue management architectures should embody
asychronous and encapsulated levels of processing
respecting these high and low levels of conversa-
tional interaction, and we present such an archi-
tecture.

The following low-level processing techniques
are currently implemented in our system:

e A back-up recognition pass, using statistical
processing to extend grammar-based cover-
age and provide immediate user “help” feed-
back for unrecognized utterances (Hockey et
al., 2003);

e Turn management — timing of system output
is governed by monitoring the speech channel
and prior dialogue move. If the system wants
to take the turn, it grabs it using only low-
level processing;

e Handling user barge-in — user speech inter-
rupts system output and automatically grabs
the turn;

e Immediate Grounding of recognized com-

mands (e.g. system says “OK” immediately
after recognizing the user: “fly to the tower”);
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e NP selection — choosing anaphoric or salient
noun-phrases at the point of generation;

e Incremental aggregation of system-generated
utterances — appropriately condensing and
forming elliptical system output at the point
of generation.

The resulting system is able to participate in con-
versations such as the one illustrated in Figure 1.

Thus we have gone some way towards a multi-
level architecture for activity-oriented dialogue
systems, analogous to the multi-level architectures
for goal-oriented autonomous agents, e.g. (Firby,
1994; Miiller, 1996). Such agent architectures
generally involve a higher, more abstract level at
which goals are represented and plans are defined
or constructed. A lower-level manages more direct
interaction with the environment, or monitors the
performance of long-running tasks. For example,
the goal-level may plan the route to move a robot
to a destination while the lower-level handles ob-
stacle avoidance and corrects for wheel slippage.

Below, we describe a number of techniques we
have used at such a “low” interaction level to en-
hance the user’s dialogue experience, and the ways
that they interact with high-level dialogue process-
ing. We also suggest ways in which this strategy
could be enhanced to address further issues, for
instance using reactive planning and learning tech-
niques, e.g. (Shapiro et al., 2001).

2 Motivation for an Interaction Layer

Studies in linguistics and psychology provide ev-
idence for the claim that dialogue consists of two
parallel “channels” of interaction, and that partici-
pants attempt to co-ordinate and align these chan-
nel through conversation. For example:

“There is co-ordination of both content,
what the participants intend to do, and
process, the physical and mental sys-
tems they recruit in carrying out those
intentions.” (Clark, 1996), p. 59.

Human-human dialogue involves immediate
acknowledgement and grounding of utterances
(“yep” or “okay”), often in the middle of a



Figure 1: Demonstration system, november 2002
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: Fight the fire at the tower
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: Why are you doing that?

: Because I am picking up water there.
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Helper (H): I heard you say “Fly around the school” but the
system does not know the word “around”. You could say “fly

O: Then pick up the medical supplies at the hospital

: Shall I fly to the hospital at low altitude anyway?

Command
Helper feedback
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Confirmation, System grab turn
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lease Turn

Yn-Answer
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Why-Answer, User barge-in
Command (Barge-in)
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Anaphoric NP

Command
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speaker’s sentence (if that sentence contains mul-
tiple information items). Moreover, human di-
alogue participants often expect such behaviour
from their partner—the absence of such acknowl-
edgement often makes us pause to wait for it.! A
dialogue system should exploit such natural pat-
terns of behaviour both when speaking — to assure
the human speaker that their utterances are being
understood, and when listening — to use such feed-
back, or lack of it, as early evidence of problems
requiring repair.

Other dialogue phenomena that must be ac-
counted for include managing turn-taking, as well
as handling participants speaking out of turn. The
dialogue system must react quickly to users inter-
rupting it and then decide whether to continue (e.g.
if the user seems to be simply acknowledging a

"For example, think of giving someone a phone number
and waiting for them to echo the first half of it before contin-
uing.

portion of the utterance), or whether to stop what
it is saying and revise its planned output.

In engineering terms, such a division of labour
is also attractive in that the clarity and modularity
of dialogue managment is enhanced. Rather than
conflating, for example, turn-management with ut-
terance planning in a single generation component
of a dialogue system, the separation into multiple
levels of processing allows different turn-taking
and utterance planning strategies to be developed
independently, and various combinations to be ex-
perimented with.

Allen et al. have also noted the importance of
accounting for such phenomena and have used it
as one of the motivations for the revised architec-
ture of their TRIPS system (Allen et al., 2001).
They separate dialogue management into a num-
ber of different asynchronous modules, and use
incremental interpretation and generation to en-
sure high reactivity to user activity. We believe
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that identifying the two streams of dialogue (i.e.
activity-oriented versus channel-maintenance) is
an important one, and that clean separation into the
separate layers allows use of shallow techniques
for fast response without need to access the con-
tent planning layer.

3 A Two-Level Architecture

Figure 2 illustrates various aspects of the partic-
ular two-level architecture which we are develop-
ing. The lower level interfaces directly with the
user and, importantly, is driven by this interaction.
For example the low level includes a Turn Man-
ager which manipulates the speech channel to en-
sure that:

user inputs are respected without interruption
(except when necessary),

the turn passes to the appropriate partici-
pant, based on the preceding dialogue move
(passed in from the top level),

generated outputs are natural and timely,

recognized user inputs are acknowledged
quickly using simple feedback utterances.

The upper level is responsible for modeling
other aspects of the conversational context, as well
as communicative goals and intentions. The con-
tent (i.e. logical forms) of user utterances are pro-
cessed using the dialogue model (e.g. updates and
adding nodes to the Dialogue Move Tree (Lemon
et al., 2002b)), and system utterances are con-
structed which are in line with the system’s com-
municative goals and intentions, whether they be
imparting information to the user or requesting
clarification or further information. This level also
interacts with the rest of the agent architecture,
mediated by an “Activity Model” (i.e. a represen-
tation of the agent activities about which dialogue
may occur (Gruenstein, 2002)). The agent may
wish to communicate about its goals, the progress
of its activities, or report on any observations it
makes regarding its environment.

As with multi-layered agent architectures, the
two levels operate semi-autonomously and asyn-
chronously: the lower level is driven by tight inter-
action with the user, while the upper level is driven
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by longer-range communicative goals from its ac-
tivities and responses to user utterances. However,
various types of information exchange connect the
two levels. For instance, user utterances recog-
nized at the lower level must clearly be passed
to the content-management level to be parsed and
then incorporated into the dialogue context, while
high-level communication goals must be passed to
the lower level’s “Output Agenda” for generation
and speech-synthesis.

Perhaps of more interest, the interaction level
can be used to monitor user engagement and at-
tention in other ways — e.g. time between utter-
ances, speaking rate, use of speech fillers — to
detect potential problems as soon as possible, and
to provide early warning to the content level that
the user may have, for example, misunderstood
some instruction. This can be used to generate a
clarification or grounding sub-dialogue, in order
to establish mutual understanding before proceed-
ing (thus improving robustness of the system as a
whole).

Conversely, expectations at the upper-layer can
influence processing at the interaction layer: for
example, open points of attachment on the Dia-
logue Move Tree represent types of utterances the
system expects from the user, and these are used
to bias the recognition of incoming utterances for
faster processing, as well as influencing the turn.

In the rest of the paper, we discuss our dia-
logue management architecture and, in particular,
the techniques employed at each of the two lev-
els described here to enhance user experience and
improve overall system performance.

4 Top-level context management

The approach to dialogue modelling we have
implemented is based on the theory of “dia-
logue games” (Carlson, 1983; Power, 1979), and,
for task-oriented dialogues, “discourse segments”
(Grosz and Sidner, 1986). These accounts rely
on the observation that answers generally follow
questions, commands are usually acknowledged,
and so on, so that dialogues can be partially de-
scribed as consisting of “adjacency pairs” of such
dialogue moves. The notion of “attachment” of
dialogue moves on a Dialogue Move Tree (DMT)
(Lemon et al., 2002b) embodies this idea.
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Figure 2: System Architecture

An “Activity Tree” represents hierarchical and
temporal information about the task-state of the
dialogue. Activities are the joint tasks managed
by the dialogue: e.g. booking a flight or moving
a robot—again, see (Lemon et al., 2002b) for de-
tails. Nodes on the Activity Tree can be in vari-
ous states (active, complete, failed, ...), and any
change in the state of a node (typically because
of an action by the agent) is placed onto the sys-
tem’s Output Agenda for possible verbal report to
the user, via the low-level message selection and
generation module.

This level of the architecture is also where
conversation planning and generation of system-
initiated topics occurs. Any planned communi-
cation (whether it be in response to a user ut-
terance or system-initiated) is put on to the Out-
put Agenda, where it is scheduled for generation.”
Conversely, true grounding — i.e. acknowledging
that an utterance is understood within the context
of the rest of the dialogue — only occurs after the
utterance has been interpreted with respect to the
DMT. Since a simple acknowledgement may al-
ready have been generated after recognition, out-
put after interpretation is only needed if a response
is required (e.g. the user asked a question), or if a
problem is detected (e.g. an ambiguity must be re-
solved).

2The order in which outputs are generated, or even
whether they end up generated at all, depends on the priority
of the corresponding information as well other interactions
with the user.

Since system communication is planned here,
this layer is also the one that interacts with the rest
of the agent architecture: any goals, state-changes,
or observations that the agent may wish to commu-
nicate are added as communicative goals, typically
via the Activity Model.

5 Low-level conversation management:
Maintaining the Communication
Channel

We currently employ a range of shallow process-
ing techniques to maintain a smooth interaction
with the human dialogue participant. By “shal-
low processing” we mean processing that does not
necessarily result in or concern itself with the se-
mantic representation or pragmatic interpretation
of the utterance in the context of the dialogue.
In particular, information at this level is not pro-
cessed in the context of the Dialogue Move Tree
or the Activity Tree.

In the following, we describe a number of the
low-level processing techniques currently imple-
mented in our system.

5.1 Case study 1: “Helper Feedback”

In cases where the user utterance is not recog-
nized, the input is passed to a statistical recog-
nizer of wider coverage. This recognizer is of-
ten able to detect lexical items and grammatical
structures in the input that are not covered by the
first (grammar-based) recognizer. In these cases,
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the results of the second recognition pass are used
to inform the user of the system’s shortcomings,
for example: “The system heard you say ‘Look
around for a red car’, but the system does not know
the word ‘around’. You could say ‘Look for a red
car’ 7.
None of these utterances is planned or repre-
sented at the top level of dialogue management.
They are produced simply to inform the user of a
communication breakdown and to try to keep the
communication flowing. If the user were to in-
dulge in meta-dialogue about the help message,
then that message would need to be represented
in the high-level context. However, we present
the help message as being generated by a different
“helper” agent, which disappears (from the GUI)
as soon as the help message is produced, thus dis-
couraging the user from engaging it in dialogue.
User tests have shown that the use of this low
level module (which can be installed indepen-
dently of the high-level dialogue manager) signif-
icantly improves task completion (both percent-
age of tasks completed and time taken). By the
fifth task, 100% of users with the helper completed
the task as compared with 80% of those without,
and those without the helper took on average 53%
longer to complete the tasks. For full details of the
evaluation see (Hockey et al., 2003).

5.2 Case study 2: “Turn Taking”

Here we use a turn-marker at the low-level of dia-
logue processing. The turn can be marked as user,
system or none, and is set in a variety of ways.
If the user begins to speak (start-of-speech signal
is received from the recognizer) the turn becomes
user and any system audio output is stopped. If
the system needs to take the turn, but it is set to
user, and the user is not speaking, the system will
output “Just a moment” and so take the turn be-
fore generating its required utterance. Again, note
that this turn-grabbing utterance is not planned or
represented at the top-level of dialogue moves. It
does not need to enter into such high-level plans or
representations because it is required only in order
to manipulate and maintain the channel, and does
not carry any content of its own.

The demonstration system displays a turn
marker on the GUI, allowing observers to watch
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the changing possession of the turn.

5.3 Case study 3: “Incremental aggregation”

Aggregation (Appelt, 1985) combines and com-
presses utterances to make them more concise,
avoid repetitious language structure, and make the
system’s speech more natural and understandable
overall. In our system, this process is carried out
not at the level of content planning, but at the
lower-level of processing, where content logical
forms are manipulated (possibly combined) and
converted into strings for speech synthesis. In-
deed, it is important that aggregation functions at
this lower level, because the process needs access
to:

e the message to be uttered (A),
e what has just been said (B),
e what is to be said next (C),

and the precise surface form of B is only repre-
sented at the low-level. High-level processing only
plans the content of the utterance to be generated,
and passes it down, and so cannot determine the
details of the eventual surface form of the gener-
ated utterance.

Aggregation techniques on a prewritten body of
text combine and compress sentences that have al-
ready been determined and ordered. In a complex
dialogue system however, aggregation should pro-
duce similarly natural output, but must function
incrementally because utterances are generated on
the fly. In fact, when constructing an utterance
we often have no information about the utterances
that will follow it, and thus the best we can do is
to compress it or “retro-aggregate” it with utter-
ances that preceded it (see the example below).
Only occasionally does the Output Agenda con-
tain enough unsaid utterances to perform reason-
able “pre-aggregation”.

At the low-level of processing, the generator re-
ceives an item (on the Output Agenda) to be con-
verted into synthesized speech. This item consists
of a dialogue move type along with some content
(e.g. wh—answer, location (tower)).

Each dialogue move type (e.g. report, wh-
question, wh-answer) has its own aggregation
rules, stored in the class for that logical form (LF)



type. In each type, rules specify which other di-
alogue move types can aggregate with it, and ex-
actly how aggregation works. The rules note iden-
tical portions of LFs and unify them, and then
combine the non-identical portions appropriately.

For example, the LF that represents the phrase
“I will fly to the tower and I will land at the park-
ing lot”, will be converted to one representing “I
will fly to the tower and land at the parking lot”
according to the compression rules. Similarly, “T
will fly to the tower and fly to the hospital” gets
converted to “I will fly to the tower and the hospi-
tal”.

In contrast, the “retro-aggregation” rules result
in sequences of system utterances such as,

System: I have cancelled flying
to the base

System: and the tower

System: and landing at the
school

Again, this process happens only at the low-
level processing stage of content realization, and
needs no access to the high-level representations
of dialogue structure, history, and plans.

5.4 Case study 4: “Choosing NPs”

Another low-level process in utterance realization
is choosing appropriate NPs — anaphoric expres-
sions such as “it” or “there”, or NPs which “echo”
those already used by the human operator. Again,
this routine does not need access to the high-level
dialogue management representations, but only to
the list of NPs employed in the dialogue thus far
(the “Salience List”).

Echoing is achieved by accessing the Salience
List whenever generating referential terms, and
using whatever noun-phrase (if any) the user has
previously employed to refer to the object in ques-
tion. Anaphoric phrases are generated whenever
the reference object is the same as the one at the
top of the Salience List.

As in the case of aggregation, the top level con-
tent generation algorithm does not manage the de-
tails of utterance realization — this is better handled
at the instant that the content logical form is to be
translated into a string for the speech synthesizer.
Otherwise the top level would have to replan utter-
ances after every intervening dialogue move. This

example shows how respecting the multi-level ar-
chitecture is desirable from an engineering point
of view.

6 Further Possibilities

There are many other dialogue phenomena that
could be treated along these lines. For instance,
processes at the lower level could detect mis-
communication and channel breakdown, and send
a request to the top level to replan the long-
range dialogue strategy. This is particularly im-
portant in the genre of tutorial dialogue (Zinn et
al., 2002), where low-level processes could de-
tect problems with user attention and responsive-
ness, and prompt a switch to a different high-
level strategy. Particularly important for safety-
critical applications, but of general use, would be
low-level monitoring of channel noise and other
environmental factors such as user gestures and
gaze. Again, certain combinations of these inputs
would have high-level consequences for interpre-
tation and dialogue planning.

We are currently investigating using Icarus
(Shapiro et al., 2001), a reactive planning system
that learns and adapts to user behavior, for imple-
menting and integrating different low-level mod-
ules. We hope that this will allow, for instance,
turn-taking facilities to be more easily adapted as
personalities or situations require: for example, af-
ter noticing a particular event the system may be
more likely to interrupt a speaker, or may adapt to
become less prone to interruption when interact-
ing with a speaker who responds poorly to system
barge-in.

7 Conclusion

We argue for the development of distinct high and
low levels of processing in dialogue management.
There are many aspects of dialogue management
which have to do with manipulating and main-
taining the communication channel, but do not
have any content that is relevant to the tasks be-
ing co-ordinated by the conversation. We advo-
cate separating these processes into modules in a
“low-level” of dialogue management, independent
of “high-level” semantic and pragmatic interpreta-
tion and utterance content planning, analogously
to the multi-level architectures used in robotics.
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We gave four examples of such asynchronous
and semi-autonomous low-level processes, cur-
rently implemented in a full working dialogue sys-
tem: Helper feedback; Turn-taking; Aggregation;
NP selection.
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