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Abstract
We show that the
Lappin and Leass (1994) anaphora
resolution algorithm,  originally

implemented to use McCord’s Slot
Grammar, can be equivalently
expressed in terms of grammatical
relations (GRs) (Carroll et al.,
1998). We use this GR version
of Lappin and Leass’ algorithm to
investigate the effect on performance
when the parser is changed. We
find that the performance of the
anaphora resolution algorithm does
not appear to be greatly affected.
The results from the GR version
of the Lappin and Leass anaphora
resolution algorithm are also briefly
compared to the results of the
Kennedy and Boguraev (1996)

anaphora resolution algorithm.

1 Introduction

We question the need to use a full parser,
such as McCord’s Slot Grammar, in the
Lappin and Leass (1994) anaphora resolution
algorithm. The goal of our work is to show
that this algorithm can be equivalently im-
plemented in terms of Carroll et al.’s (1998)
grammatical relations (GRs). By a full parser
we understand a system which uses subcatego-
rization information, and it is not necessary to
construct such a full parse for a system which
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outputs GRs. The new implementation en-
ables us to investigate performance variation
in the Lappin and Leass algorithm when the
parser is changed for any other GR producing
parser. This work is motivated by our previ-
ous work (Preiss, 2002), which showed that the
performance of the anaphora resolution algo-
rithm did not change greatly if the full parser
it uses was varied, so long as the grammati-
cal roles could be extracted comparably accu-
rately from the parsers.

As noted by Kennedy and Boguraev (1996)
and still true today, it is a fact that state-of-
the-art full parsers are not yet robust enough
for an application like anaphora resolution.
As we have observed in our own work, if an
anaphora resolution experiment is restricted
to blocks of sentences for which a full parse
can be successfully generated, the anaphora
resolution results turn out ‘too good’. The
unrealistic bias reflects the grammatical sim-
plicity. On the other hand, it is hard to de-
sign anaphora resolution experiments if the
parser fails on some sentences, since the cor-
rect antecedent might be hidden in a sentence
without a parse. Since parsers which return
labelled headword dependent-word links (in-
termediate parsers) are not obliged to return
a full parse, they generally do not fail com-
pletely on sentences, but instead return frag-
ments of a parse. This robustness makes it
attractive to investigate whether intermediate
parsers can be applied in an anaphora resolu-
tion algorithm.

Kennedy and Boguraev managed to elimi-
nate the need for a full parse, however their al-
gorithm was a substantial modification of the



Lappin and Leass algorithm. It is not clear
whether this was necessary. It was pointed
out by Barbu and Mitkov (2001) in their com-
parison of anaphora resolution systems, that
performance can only be compared if the sys-
tems are evaluated on the same corpus and
share as many tools as possible. The GR ver-
sion allows us to use a single implementation
of the Lappin and Leass algorithm, and just
to change the set of GRs associated with the
evaluation corpus. This allows us to directly
compare the performance difference and an-
alyze errors. We also present the results of
the Kennedy and Boguraev anaphora resolu-
tion algorithm on our corpus.

In Section 2 we describe the Lappin and Le-
ass anaphora resolution algorithm and our im-
plementation which only uses GRs. A com-
parison of the two intermediate parsers that
we employ can be found in Section 3. The
results of the anaphora resolution algorithm
using the two parsers are presented in Sec-
tion 4. This section also contains the results
for the Kennedy and Boguraev algorithm, and
an analysis of the results. In Section 5 we draw
our conclusions.

2 Lappin and Leass Algorithm

2.1 Algorithm Description

For this experiment we choose to re-
implement a non-probabilistic algorithm
due to Lappin and Leass (1994), since this
anaphora resolution algorithm mainly makes
use of grammatical role information, and
therefore only minor modification would be
required for an intermediate parser to be used
instead of the full parser they assume.

For each pronoun, this algorithm uses syn-
tactic criteria to rule out noun phrases that
cannot possibly corefer with it. An antecedent
is then chosen according to a ranking based on
salience weights.

For all types of pronoun, noun phrases are
ruled out if they have incompatible agreement
features. Pronouns are split into two classes:
lexical (reflexives and reciprocals) and non-
lexical anaphors. There are syntactic filters

Factor Weight
Sentence recency 100
Subject emphasis 80
Existential emphasis 70
Accusative emphasis 50
Indirect object/oblique 40
Head noun emphasis 80
Non-adverbial emphasis 50

Table 1: Salience weights

for the two types of anaphors.

Candidates which remain after filtering are
ranked according to their salience. A salience
value is computed to be a weighted sum of
the relevant feature weights (summarized in
Table 1). If we consider the sentence John
walks, the salience of John will be:

sal(John) Wsent + wsubj + Whead + Wnon-adv

= 100+ 80 + 80+ 50
310

The weights are scaled by a factor of (%)8
where s is the distance (number of sentences)
of the candidate from the pronoun.

The candidate with the highest salience is
proposed as the antecedent.

2.2 Using Grammatical Relations

The Lappin and Leass anaphora resolution al-
gorithm exploits two types of information: in-
formation which is directly obtained from GRs
(for example, being a subject or direct object),
and information for which extraction is not so
simple (for example, whether the pronoun is
in the argument or the adjunct domain of a
noun phrase). The original implementation
of Lappin and Leass’ algorithm relied mainly
on a clausal (head—argument) representation
of McCord’s Slot Grammar (Lappin and Mc-
Cord, 1990). Kennedy and Boguraev (1996)
modified the Lappin and Leass algorithm to
use flat morpho—syntactic information (a shal-
low parser), this being more flexible for new
domains.

Our implementation of Lappin and Leass
uses (only) GRs conforming to the specifica-



Sentence: Mary gave her a book.

Grammatical Relations:

(ncsubj gave Mary _)
(dobj gave her _)
(obj2 gave book)
(detmod _ book a)

Figure 1: Briscoe and Carroll output for Mary
gave her a book

tion of Carroll et al. (1998). An example for
the sentence Mary gave her a book can be seen
in Figure 1. The underscores in the GRs above
indicate the GR’s type. For example, det-
mod has type poss for pronominal determin-
ers, e.g. (detmod poss cat his). Because it
is possible to recover constituency from a set of
GRs (Hays, 1964), (Gaifman, 1965), all infor-
mation necessary for the anaphora resolution
algorithm is present in the GRs.

Information concerning the grammatical
role of each noun phrase in the sentence can
easily be recovered from the GRs. However,
it is not immediately clear that Mary and her
cannot corefer. This is decided by one of a
number of syntactic constraints in the Lappin
and Leass algorithm, which rule out certain in-
trasentential noun phrases from becoming can-
didate antecedents.

As the success of the algorithm is mainly
dependent on the early filtering of candidates,
a substantial part of our work focused on ob-
taining this information from the GRs. For ex-
ample, the argument domain filter which rules
out coreference in the above example can be
encoded by:

(arg - X N -)
(arg - X P -)

where arg € {ncsubj, dobj, iobj, 0bj2, zcomp' }.

In this case, - means that the value of the
type is unimportant.

An adjunct domain filter, ruling out coref-
erence in She sat near her, can be expressed
as:

1gzcomp is only relevant when H is a form of be.

(arg - XN -)
(ncmod Prep X P)

where arg € {ncsubj, dobj, iobj, 0bj2, zcomp?}.
In this way we have encoded all the Lappin

and Leass syntactic constraints. They were

found to depend on the object relations (nc-

subj, dobj, obj2, iobj), the complement rela-

tions (zcomp, ccomp, and clausal), and the

non-clausal modifier ncmod relation. We also

use the GRs to extract the salience factor in-

formation.

3 Intermediate Parsing

3.1 Grammatical Relations

We wuse the GRs obtained from the
Briscoe and Carroll (2002) parser and the
Buchholz (2002) GR finder for the parser com-
ponents of our implementation of the Lappin
and Leass anaphora resolution algorithm.
Both these parsers are capable of producing
GRs according to the Carroll et al. (1998)
specification. We will now describe the two
parsers, and present their performance on this
corpus.

3.2 Briscoe and Carroll (2002)3

Grammar: unification-based (manually cre-
ated) grammar of part of speech and
punctuation labels.

Parsing algorithm: LR parser.

Tagger: Acquilex HMM tagger (using the
CLAWS-II labels) (Elworthy, 1994).

Training corpus: Susanne corpus is used
for development (Sampson, 1995).

3.3 Buchholz (2002)

Tagger:  Memory-based tagger due to
Daelemans et al. (1996).

Chunker: Memory-based chunker due to
Veenstra and van den Bosch (2000).

Shallow Parser: Memory-based shallow
parser (Daelemans, 1996), (Buchholz et
al., 1999).
2Similarly, zcomp is only relevant when H is a form
of be.

3 Available
lab/nlp/rasp/

from http://www.cogs.susx.ac.uk/



GR # occ BC BU

Precision | Recall | Precision | Recall
ccomp 81 20.45 11.11 65.00 64.20
detmod | 1124 91.15 89.77 92.41 90.93
dobj 409 85.83 78.48 88.42 76.53
iobj 158 31.93 67.09 57.75 51.90
ncmod 2403 69.45 57.72 66.86 51.64
ncsubj 1038 81.99 82.47 85.83 72.93
obj2 19 27.45 73.68 46.15 31.58
xcomp 322 73.99 62.73 78.00 72.67

lew | - | 7573 | 7029 [ 7745 [ 66.74 |

Table 2: GR Precisions and Recalls

Training Corpus: Sections 10-19 of the
Wall Street Journal of Penn Treebank II
(Marcus et al., 1993).

3.4 Relative Performance

As part of the development of their parser,
Carroll et al. manually annotated 500 sen-
tences with their GRs.* The sentences were se-
lected at random from the Susanne corpus sub-
ject to the constraint that they are within the
coverage of the Briscoe and Carroll parser.’
The performance results of the Briscoe and
Carroll parser (BC) and the Buchholz GR
finder (BU) for the relevant GRs can be found
in Table 2. In this table we also present the
(weighted) mean performance pyy .

We split the 500 sentence corpus into ten
50 sentence segments and computed preci-
sion/recall on each segment. The resulting
Fpg_1 measures were compared using the one-
tailed t-test. The GRs produced by the Buch-
holz GR finder were found to be significantly
more accurate than those produced by the
Briscoe and Carroll parser (with a confidence
of 99.5%).

4 Results

For this experiment, we use a modified version
of an anaphorically resolved 2400 sentence ini-
tial segment of the BNC (Leech, 1992), (Preiss,

*Available from http://www.cogs.susx.ac.uk/
lab/nlp/carroll/greval .html

5The Briscoe and Carroll parser has about a 74%
coverage of the Susanne corpus.

Text | # sents | # prons
1 754 135
2 785 118
3 318 154
4 268 135
5 271 137

Table 3: Corpus Information

2002). The modification consisted of removing
certain tokenizations from the BNC: for exam-
ple, out<blank>of becomes out of. To avoid
any unwanted tokenization, punctuation was
removed from inside of words (e.g. Binya’a has
become Binyaa). We split the 2400 sentence
corpus into five texts which contain roughly
the same number of pronouns.® The number
of sentences and pronouns in each of the five
texts is presented in Table 3. Pleonastic pro-
nouns were manually labelled as such and were
thus removed from consideration by the algo-
rithm (as both anaphors and candidates).

In Table 4, we present the results (precision
only as all pronouns are always attempted) ob-
tained from our implementation of the Lap-
pin and Leass algorithm using the Briscoe and
Carroll parser, and using Buchholz’ GR finder.
The mean p of the two ‘algorithms’ is identi-
cal and a one-tailed t-test does not find any
significant difference between the two.

6The texts were created to contain as equal a num-
ber of pronouns as possible while not splitting the cor-
pus across any segment boundaries.



Text | # prons | Lappin and Leass | Kennedy and Boguraev

BC BU BC BU
1 135 60% 63% 67% 69%
2 118 51% 53% 59% 56%
3 154 70% 70% 73% 1%
4 135 67% 65% 64% 59%
5 137 55% 53% 64% 63%
W 136 61% 61% 65% 64%

Table 4: Performance Results

In this table, we also present the results for
our implementation of the Kennedy and Bogu-
raev algorithm. Although the coreference fil-
ters in this case only rely on a shallow parser
and thus are not as accurate, the algorithm
yields better performance than the Lappin and
Leass algorithm. The increase in performance
is probably due to the introduction of extra
salience factors, and warrants futher investi-
gation.

4.1 Analysis of Results

There is a total of 679 pronouns to be re-
solved by the Lappin and Leass algorithm, out
of which 218 are misclassified by both ver-
sions of the algorithm. There are only 95 pro-
nouns which are misclassified by just one of
the two versions. In about 40% of the 218
cases, both versions choose the same wrong an-
tecedent which suggests inherent deficiencies
of the anaphora resolution algorithm. By in-
spection, the difference in the remaining 60%
of cases was usually due to:

e (At least) one of the sets of GRs being
incorrect.

e In the case where the GRs were correct,
it was sometimes not possible to choose
the correct antecedent according to the
anaphora resolution algorithm, due to an
inherent deficiency in it.

Interestingly, it is possible for both ver-
sions of the algorithm to choose the same an-
tecedent, but for one version this antecedent is
correct whereas this is not true for the other.
This may occur when the chosen antecedent

is a pronoun. For example, in the segment
Mary. ..Shey...Shes. .., Shey will resolve to
Shei, but Shey may still be scored wrong
if She; has not been previously correctly re-
solved. This evaluation method may lead to
chaining errors and may cause the precision of
the system to appear lower.

Our results from the Lappin and Leass
anaphora resolution algorithm are lower than
those originally obtained by Lappin and Le-
ass (85%). However, the original evaluation
was carried out on technical manuals and so
it is not clear that the corpora are comparable
in difficulty. It is also possible that the orig-
inal salience weights are more suited for the
domain of manuals and the optimal setting of
weights for our BNC segment would be worth
investigating.

The Lappin and Leass algorithm did not
perform significantly differently with the two
sets of GRs, although Buchholz’ GR finder
outperformed Briscoe and Carroll’s parser in
the GR evaluation. However, as neither of the
parsers was trained on the BNG, it is not clear
whether a comparison of the anaphora reso-
lution algorithm using the two parsers with
the parsers’ grammatical relation performance
(evaluated on Susanne) is meaningful.

5 Conclusion

Primarily, we have implemented a version of
the Lappin and Leass anaphora resolution al-
gorithm which only relies on grammatical re-
lations, without losing information encoded in
a full parse. The extraction of GRs is more ro-
bust, thus our implementation makes the Lap-



pin and Leass algorithm more robust without
a decrease in performance.

The performance of the anaphora resolution
algorithm did not appear to decrease when
different intermediate parsers were employed.
The lack of difference in performance supports
the results of our earlier work, where we em-
ployed various full parsers in the anaphora res-
olution algorithm (relying on the full parser
structure), with little effect on accuracy.

Having shown that using different state-
of-the-art parsers has little effect on perfor-
mance, we can thus conclude that future ef-
fort in anaphora resolution should be directed
towards improving the basic resolution algo-
rithm.
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