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Preface

The 9th European workshop on Natural Language Generation (ENLG-2003) is part of a biennial
series of workshops on Natural Language Generation (NLG) that has been running since 1987,
and which alternates with a biennial series of international conferences on the same topic. Previous
European workshops have been held at Royaumont, Edinburgh, Judenstein, Pisa, Leiden, Duisburg,
and Toulouse (2x). The goal of the workshop is to be an informal meeting which facilitates the
dissemination of knowledge and expertise in the field. The 9th issue of the workshop will focus on
the following topics:

Formal semantics and NLG. In several subareas of NLG (generation of referring
expressions, lexicalization, among others) methods of formal semantics have already
been used successfully. By focusing on this topic, we hope to strengthen the
theoretical basis of NLG, complementing the application-oriented emphasis that has
become dominant recently. The relation between NLG and Formal Semantics will be
highlighted in a number of talks, including the invited presentation.

Evaluation of NLG systems. Evaluation is an important factor for all NL systems,
which is notoriously underrepresented in the generation field. By focusing on
evaluation, we hope to strengthen the empirical basis of NLG, preparing the ground
for dedicated activities on this topic. Discussion about evaluation will be stimulated by
meetings in smaller groups, which will be asked to report at the end of the workshop.

Out of the 25 papers submitted, 17 were selected for presentation. We trust that the workshop
will be as fruitful as its predecessors, complementing other NLG-related events such as the AAAI
Spring Symposium ‘Natural Language Generation in Spoken and Written Dialogue’ (Palo Alto,
March 24-26 2003).
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Dynamic Generation of Cooperative Natural Language Responses in
WEBCOOP

Farah Benamara
IRIT
Toulouse III University
benamara@irit.fr

Abstract

We present in this paper a formal ap-
proach for the dynamic generation of
cooperative NL responses in WEB-
COOQP, a system that provides intelligent
responses in French to natural language
queries on the Web. The system inte-
grates reasoning procedures and NLG
techniques paired with hypertext links.
Content determination is organized in
two steps: providing explanations that
report user misconceptions and then of-
fering flexible solutions that reflect the
cooperative know how of the system.

1 Introduction

The main aim of WEBCOOP is to explore, de-
velop and evaluate reasoning procedures and lan-
guage technologies for the development of a sys-
tem that provides intelligent cooperative responses
in French to natural language queries on the Web.
Besides the use of language at several levels (pro-
cessing queries, generating responses, extracting
knowledge from web pages), such a system re-
quires the integration of knowledge representa-
tion and the use of advanced reasoning proce-
dures. Moreover, the complexity of reasoning pro-
cedures must be kept reasonable in order to opti-
mise tractability, efficiency, and re-usability.

In a first stage, the project is developed on a
relatively limited domain that includes a number
of aspects of tourism (accommodation and trans-
portation, which have very different characteris-

Patrick Saint Dizier
IRIT
Toulouse III University
stdizier@irit.fr

tics on the web). WEBCOOP is a direct question-
answering system, it is not settled within a dia-
logue perspective and does not include any user
model.

Our challenge is to develop a formal framework
that integrates reasoning procedures with real-life
data extracted from web pages in order to produce
web style cooperative NL responses that reflect the
accuracy of the reasoning procedures. Our ulti-
mate goal is to develop a formal pragmatics for
cooperative responses.

In this paper, we focus (1) on formal aspects
of content determination and (2) on the dynamic
and interactive generation of cooperative NL re-
sponses by integrating NLG techniques with hy-
pertexts (Dale et al, 98). NL responses are pro-
duced from logical formulas constructed from rea-
soning processes. During the content determina-
tion stage, the system has to decide, via coopera-
tive rules, what is relevant and then to organize it
in a way that allows for the realization of a coher-
ent response. Hyperlinks are dynamically created
at generation time. This leaves up to the user the
high-level planning tasks inherent to NLG (Reiter
and Dale, 97) and improves readability and infor-
mation access. The standard generation difficul-
ties (lexicalisation, aggregation (Reape and Mel-
lish, 99), argumentation) remain crucial to gen-
erate cooperative responses, but their web-style
greatly reduces the overall complexity.

In the following sections, we first present a gen-
eral typology of cooperative responses followed
by a few motivational examples that explain the
main current aspects of WEBCOOP. Then we



analyse the content determination process, orga-
nized in two steps: production of explanations that
report user misconceptions and then production of
flexible solutions that reflect the cooperative know
how of the system in order to provide help to the
user. Finally, central elements of the surface gen-
eration component are briefly presented.

2 Motivations

(Grice, 75) maxims of conversation (quality, quan-
tity, relation, style) are often used as a basis for
designing cooperative answering systems. These
systems are typically able to provide general, de-
scriptive answers along with explanations about
these answers. They can respond intelligently
to false presuppositions and to various types of
misconceptions. They can also relax constraints
in a question and provide summaries or condi-
tional responses. A number of cooperative sys-
tems were designed in the past for databases such
as COBASE (Minock and Chu, 96) and CARMIN
(Chakravarthy et al, 90). Most of the efforts
were concentrated on fundamental reasoning pro-
cedures, while very little attention was paid to
question analysis and to NL response generation.
For an overview see (Gaasterland et ali, 94).

2.1 A General Typology of Cooperative
Responses

Gricean maxims describe fundamental properties
of cooperative behaviours. To address this, spe-
cific cooperative techniques have been developed
and different types of cooperative responses have
then been identified. We have structured and clas-
sified these types within a functional architecture.
In WEBCOQP, cooperativity can be summarized
as follows :

First, the elaboration of cooperative responses
is based on the use of reasoning procedures that
construct :

(1) explanations of a query failure when false
presuppositions or misconceptions in the question
conflict with knowledge in the database (figure 1
section 2.2.1) (Gal, 88),

(2) conditional responses reflecting relaxation
procedures (Gaasterland et al, 92) when the sys-
tem cannot find any response (figure 2 section
2.2.1),

(3) explanations related to the interpretation of
fuzzy terms (figure 3 section 2.2.1 ),

(4) warnings indicating the temporal depen-
dency of the response especially for elements with
a high temporal variability, intrinsic or observed,
such as seat availability or fares in air ticket reser-
vation,

(5) conditions directly related to conditional
knowledge in the knowledge base (KB) (Burhans
and Shapiro, 01) such as constraints associated
with the possibility of a service,

(6) textual information from web pages,
describing procedures, definitions or causes,
obtained from the query evaluation on the
knowledge base of indexed web pages such as
asking for visa formalities to enter a given country.

Next, the organisation of the informational con-
tent of the response before NL generation in-
cludes:

(7) cleaning redundant elements,

(8) providing intentional responses which are
abstract descriptions of large sets of extensional
responses (figure 3) (Burhans, 02).

(9) summarizing, sorting explanations or
focussing on a particular one, using heuristics that
apply to sets of integrity constraints, to produce
synthetic responses (Gal, 88).

In this paper we focus on the content determi-
nation and the surface generation of (1), (2) and,
to some extent, of (3).

2.2 Cooperative Responses in WEBCOOP

In WEBCOQOP, user’s questions may range from
keywords to comprehensive natural language ex-
pressions. Responses provided to users are built in
web style, by integrating natural language genera-
tion (NLG) techniques with hypertext links to pro-
duce “dynamic” responses. Responses are struc-
tured in two parts. The first part contains explana-
tion elements in natural language. It is a first level
of cooperativity that reports user misconceptions
in relation with the domain knowledge. The sec-
ond part is the most important and the most orig-
inal. It reflects the ‘know-how’ of the cooperative
system, going beyond the cooperative statements
given in part one. It is based on several compo-



/3 IRIT-ILPL/WEBCOOP - Microsoft Inters

Question Réponse FBase de Comnaissances 2 ﬁ

=l

2} IRIT-ILPL; WEBCOOP - Microsoft In

ri

Duestion ERéponse Base de Connaissances 2

-

Fowr quesiion @ A chalet m Corsica for 15 persons.

Fespanse » & chalet capacity 15 less than 10 persons m
Corsica.
Flaxible solutions to go further :

+ 2 close- by chalets in Corsica
+ Another accommeodation type © hotel, pension in

Corgica.
+ A 15 person country cottage m another region in —
France. 4

Figure 1: Example 1.

nents: dedicated cooperative rules possibly using
knowledge extracted from web pages, relaxation
strategies and the domain ontology. The know-
how component also allows for the dynamic deter-
mination of those text fragments to be defined as
hypertext links, from which the user can get more
information. This allows the user to control navi-
gation within the response hyperlink network and,
therefore, the general planning of the response.

2.2.1 A Few Examples

To better characterise our problem, we collected
a corpus of question answer pairs in French that re-
flects different cooperative behaviours. The three
examples below are extracted from this corpus.
For the sake of readability, they are translated into
English.

- Example 1 : Suppose one wishes to rent a
15 person country cottage in Corsica and (1) that
observations made on the related web pages or (2)
that a constraint or a regulation, indicate that the
maximum capacity of a country cottage in Corsica
is 10 persons (figure 1).

The first part of the response relates the detec-
tion of a false presupposition or the violation of
an integrity constraint for respectively cases (1)
and (2) above. Case (2) entails the production of
the following message, generated by a process that
evaluates the question logical formula against the
knowledge base: A chalet capacity is less than 10
persons in Corsica.

In a second step, the know-how of the cooper-

Tour quesfion : When are the flights from Paris to AThi
Fesponse : Thete is no commercial aitport in Albi
Flexible solutions fo go further :

Here are the nearby airports served from Pans, by

increasing distance from Alhi -

» Carcassonne
» Toulouse
+ Monipellier j

Figure 2: Example 2

ative system generates a set of flexible solutions
as shown in figure 1, since the first part of the
response is informative but not really productive
for the user. The three flexible solutions proposed
emerge from know-how cooperative rules based
on minimal relaxation procedures. The first flex-
ible solution is based on a cardinality relaxation,
while in the last two solutions relaxation oper-
ates gradually on concepts such as the type of
accommodation (hotel or pension) or the region,
via the domain model and the ontology. Dynam-
ically created links are underlined. The user can
then, at will, get more precise information, dynam-
ically generated from the data base of indexed web
pages.

- Example 2 : In the second example, the user
asks for flights from Paris to Albi. The user’s
false presupposition is detected and a coopera-
tive response is first generated by indicating that
there is no commercial airport in Albi (figure 2).
The know-how component goes further by pro-
viding responses using first relaxation procedures
and then scalar implicature to rank the nearests
airports served from Paris, by increasing distance
from Albi. The airports names are generated as
dynamic links in order to get flight information.

- Example 3 : Another type of cooperativity is a
flexible interpretation of fuzzy terms in questions
(Figure 3). Suppose the user asks for : a coun-
try cottage not too close to the sea in Cote d’Azur.
Since this question does not contain any false pre-
supposition, the know how component produces
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Figure 3: Example 3

a direct response. It is elaborated using, in our
case, techniques based on geometrical considera-
tions which compute the distance from each coun-
try cottage to the sea and group cottages accord-
ing to dynamically determined distance intervals.
When the user clicks on an interval, since there are
many responses, the intentional component pro-
duces a synthesis of responses according, for ex-
ample, to the localisation of country cottages such
as mountain, country side, river bank which are at
the same conceptual level as sea side.

3 Reasoning Procedures for Content
Determination

3.1 Detection of Misconceptions

Misconceptions include, among others, a variety
of false presuppositions. A false presupposition
occurs when a user presupposes the existence of an
entity that does not exist or presupposes a relation
between entities (or entity type) that is inconsistent
with the knowledge base. The detection of these
phenomena in a question implies the generation
of an explicative response that reports the conflict
between that question and the knowledge base.

Formally, presuppositions in a logic conjunctive
query, written in a variable substituted form (Gal,
88), are all formulas derived from the original
query by removing one or several literals. Mean-
ingful presuppositions are those which are con-
ceptually and logically coherent expressions. The
meaningful subsets of presuppositions are struc-
tured as a partial order using the generalisation re-
lation as an order relation.

One of the most studied techniques in the lit-
erature for the detection of false presuppositions
(Gaasterland et al, 96), is the merge compatibil-
ity between the query and the integrity constraints
of the knowledge base. The merging process pro-
duces residues which allow for semantic informa-
tion to be added to the query without changing its
denotation. If the residue contains an incoherence,
then a false presupposition is detected (table 1).

The Knowledge Base

Rule : cottage(x) — chalet(x)

Constraint : Fail < cottage(x) N capacity(x,nb)
Anb > 10.

Interpreted User Question

Chalet in Corsica for 15 persons?
(Entity, x : chalet,in(place, x, Corsica)
capacity(z, 15))

Deduction Process

Question variable substituted form :
chalet(z) A in(place, z,y) A capacity(z,nb)A
nb =15 Ay = Corsica.
Merging the rule and the constraint produces:
Fail <= chalet(x) A capacity(z,nb) A nb > 10
Merging the question and the new constraint produces :
the incoherence : nb = 15 A nb < 10
Generated Logical Response
chalet(z) A capacity(xz,nb) Anb < 10
-Table 1-

In table 1, the knowledge base is first aug-
mented with a new integrity constraint by merging
a rule with an existing integrity constraint. Then
merge compatibility can optimally be used involv-
ing the query and that new constraint. After detec-
tion of an incoherence, the following natural lan-
guage response is produced: a chalet capacity is
less than 10 persons in Corsica.

Another kind of incoherence is detected from
the failure of a search in the extensional database.
This is illustrated in the question : A flight from
Paris to Albi? of example 2 where airport( Albi)
is not a fact of the knowledge base.

If more than 2 integrity constraints are violated,
the system has to manage possible redundant ex-
planations and to organize independent explana-
tions. For that purpose, (Gal, 88) proposes heuris-
tics to produce synthetic responses.



3.2 Content Determination in the Know How
Component

The cooperative know how component aims at
providing flexible solutions to go further (1) when
there is a misconception as above, (2) when the
set of extensional responses is too large or empty,
or (3) simply when the response needs an elabora-
tion to be useful. This component is based on in-
tentional description techniques (not treated here)
and on intelligent relaxation procedures going be-
yond classical generalization methods. This com-
ponent also includes additional dedicated cooper-
ative rules that make a thorough use of the domain
ontology and general knowledge. This component
has potentially a large number of capabilities. We
focus here on a basic, but frequently used reason-
ing schema: the proximity relation that pairs accu-
rate relaxation techniques with ontological knowl-
edge. We first present the reasoning aspects (for
content determination) and then the main natural
language generation aspects.

Very roughly, a relaxation is a process that
rewrites a query in some way to extend its deno-
tation. (Gaasterland et al, 92) define three types
of relaxation techniques : a rewrite of a predi-
cate, the broadening of the domain of a variable
or breaking a join dependency. In our approach,
the notion of answer in the neighbourhood of a
question requires that the data base must include a
representation of the most salient object properties
and their possible interactions. We present in this
paper a relaxation technique based on a generic
proximity relation that uses inherent properties
of objects, a conceptual ontology and lexical se-
mantics relations. This proximity relation applies
to different ontological or technical domains such
as : distance (example 2), fares, capacity (example
1), type of transportation... The proximity relation
is associated with constraints (e.g. minimal re-
laxations, conceptually graded relaxations, which
are relevant for the intentional component as well)
to produce information useful and relevant for the
user. It is one of the most productive know-how
rule. It is an iterative process running till a flexi-
ble solution is found that leads to a non-empty and
coherent solution.

Similarly to the merge compatibility, the prox-
imity relation is a rewriting rule that operates on a

formula. We now present its main logical features.

In the next paragraphs, we assume that the ques-
tion is written in its variable substituted form (ta-
ble 1). Let T be the set of variables at stake in the
residue. Let X be the set of variables that appear
in the predicates where an element of T occurs,
and Var=T' U X. Then, let F(X,T) be the set of
predicates in the query where at least one of the
variables in Var occurs, and R the remainder of
the query. The general rewriting rule is:
proximity(F(Var),T) AN R — NewFormula,
where NewFormula realises several generic op-
erations, among which:

1. considering several objects of the same type,
instead of just one, till the constraint is satisfied.
F(X,T) is duplicated to introduce several instances
of the same object T till the desired quantity of T
is reached (example 1),

2. proposing the same kind of resource but with
a ranked set of values close to the initial value at
the origin of the failure (example 2),

3. relaxing on the resource via the minimal gen-
eralisation that makes consistent the previously in-
consistent user constraint, e.g. via the least upper
bound in the generalizations lattice (example 1).

The notion of proximity is implemented by the
predicate near(CD,V,Y, Result) where CD is a
type in a conceptual domain, Y is a resource re-
sulting from the relaxation, of the same type than
V. V is the resource on which relaxation operates.
Result contains the sorted set of results according
to the criteria associated with the conceptual cate-
gory. W.r.t. the three operations described above,
NewFormula has the following forms:

. F(X1,T1) A F(X2,T2) A X1 # X2 A
near(CD, X1,X2, Result) N R N (T1 +
T2 > T)(T1, T2 and T contain a single vari-
able).

2. F(X,T)A
near(CD,T : Type,Y : Type, Result) A
T #Y AR.TandY are of the same type.

3. near(typeof(V),V : Type,Y, Result) A
F'(X,V)AR.
F(X,V)is F(X,V) without the predicates typ-
ing X. V belongs to X.



The instantiation of these formulas can respec-
tively be illustrated by the following examples :

1. For example 1 in figure 1, the rewrite of the
question formula is :
chalet(z) A in(place,z,z) A capacity(z,nbl) A
chalet(y) Nin(place, y, z) A capacity(y,nb2) Az #
yAnear(place, z,y,result) Az = Corsica\(nbl+
nb2) > 15,
which proposes in result a set of two nearby
cottages x and y instead of one.

2. The query :
flight(z, paris,T) N T = albi,
in example 2, figure 2, is relaxed into
flight(z,paris,T) AN T = albi A
near(place, T, z,result) NT # z,
which computes the nearests airports from
Albi served from Paris.

3. The logical formula of example 1:
chalet(z) N in(place, z,y)
Acapacity(z,nb) Anb = 15 Ay = corsica
is rewritten into :
near(typeof(zx),x, v, result) A in(place, v,y)
Ncapacity(v,nb) Anb =15 Ay = corsica
according to the domain ontology and the
minimal generalization strategy. This allows
us to propose objects v of a type close to X,
e.g.: hotels or pensions (listed in the variable
result) that can accommodate more than 15
persons in Corsica.

In the know-how component, a response
is often composed of an ordered sequence
of proximity rule applications, starting with
those responses which are the closests to the
initial query. A priori, rules 1 to 3 above are
organized by increasing generalizations.

4 Dynamic Surface Generation of
Cooperative Responses

Our aim is to maximize over the hyperlinks net-
work (Dale et al, 98) the cognitive as well as the
communicative coherence of responses provided
to the user. At our level, the main advantages are:
(1) to leave up to the user the high-level planning
tasks inherent to NLG and (2) to improve readabil-
ity and information access. Each search may result

ultimately in the display of a series of web pages
related to the initial query.

4.1 Generating Misconception Reports

Generating misconception reports is relatively
simple from a linguistic and NLG point of view
when a single false presupposition or integrity
constraint violation is detected. The main difficul-
ties are: (1) the generation of expressions in the
scope of a negation and (2) lexicalisation. Con-
cerning negation, our strategy in the production
of cooperative responses is to keep the scope of
negation operators minimal, avoiding thus ambi-
guities. In that case, either generation is based on
the equivalent contraposed form of the negated ex-
pression (e.g. not cheaper becomes more expen-
sive) or, when impossible, a negation is generated.
In this latter case, it often has the form there is no,
it is not possible to, etc.. About lexicalisation, our
strategy is to keep track of the terms used in the
related query and to use them as much as possi-
ble. A particular case of lexicalization is the lack
of a predicate corresponding to a verb in the for-
mula. Our strategy is then to search for a predica-
tive noun corresponding to a deverbal predicate (or
a synonym) with the largest set of arguments pos-
sible (to guarantee its central relational role) and
to lexicalise it as a verb. For example, cout(x,y) is
lexicalized as the verb coiiter (cost).

Organizing reports with more than one violation
is more subtle and requires e.g. redundancy elim-
ination (Gal, 88), ordering with adequate connec-
tors, and pronominalization. Concerning explana-
tion ordering, we are exploring heuristics where
the formula which has the largest ratio "'number of
free variables / number of predicates’ is prefered
because of its generality. Interestingly, this tech-
nique is the opposite of query optimization in data
bases.

Let us now consider a simple example, the
NLG of example 1 in figure 1 : chalet(x) A
capacity(x, N) AN N < 10. Generation pro-
ceeds roughly as follows: aggregation of capac-
ity(x,N) with chalet(x), where capacity(x,N) is the
head noun since it is relational, i.e.: la capaci#é
d’un chalet. Then comes the VP represented by
N < 10, N is a reference to the subject, while 10
is the object. < lexicalises as est inférieure a. The



whole sentence is then: la capacité d’un chalet est
inférieure a 10. (A chalet capacity is less than 10).

4.2 Generating Cooperative Know-How
Statements

Let us now explain how cooperative know-how
statements are generated. Let us concentrate on
the proximity rewriting rules given in section 3.
An important feature is that the generation of a
statement is based on instantiations of the general
schemas of this rewriting rule. The NLG process
is based on (1) a few predetermined sentence frag-
ments and (2) on the assembling of underspecified
fragments which are instantiated from the types of
the objects at stake in the formula being treated
and from references to lexicalised nodes in the
domain ontology. A statement is generated only
when the formula produced by the proximity rela-
tion rewriting rule has a solution in the knowledge
base. Hypertext links range over generalized con-
cepts (usually NPs) or on any term which is a part
of the response that corresponds to a non-terminal
concept in the ontology. In a response, concepts
underlined as hypertext links are a priori in differ-
ent branches in the ontology. The choice of hyper
text links is also guided by the underlying inten-
tions of the response. We give below the three
generation schemas and briefly show their appli-
cation on an example:

1. F(X1,T1) A F(X2,T2) AN X1 # X2 A

near(CD, X1, X2, Result) N R N (T1 +
T2>T).
The duplication (possibly more than 2) of the
formula F entails the generation of the de-
terminer deux (two), then the abstract form
F(X,V) is treated. Near(—,—, —, —) is lexi-
calised e.g. as proches (depending on the on-
tological type of CD) and then the constraints
in R are generated (this is close to their for-
mulation in the query). Since no explicit list
of chalets is given, the first NP is underlined
as an hypertext link, pointing to a list which
can be produced upon request. For exam-
ple 1, we get: Deux chalets proches en Corse
(two close-by chalets in Corsica).

2. F(X,T)A
near(CD, T : Type,Y : Type, Result) N

T#Y AR.

F(X, T) is first generated, using the princi-
ples shown in section 4.1. For example 2,
where F(X, T) = flight(id, paris, C'ity), the
following NL fragment is produced: les vols
de Paris (Flights from Paris), the destination
(City) is not lexicalised since it is a variable.
Next, the predicate near() is treated, the on-
tological domain being localization in exam-
ple 2, a preposition like vers is generated, ex-
pressing a notion of destination deduced from
the thematic role of the argument Y, which is
then lexicalised. This lexicalization is an hy-
pertext link if no explicit list is given. Then,
near() is lexicalised as proche de and then we
have the proper noun of the original query
Albi (in T). The sentence ends by an under-
specified text fragment realized as: par dis-
tance croissante d’Albi, sont: (by increasing
distance from Albi are:). The full sentence is:
Les vols de Paris vers des aéroports proches
de Albi, par distance croissante de Albi sont:
(Flights to airports near Albi, by increasing
distance from Albi are:). Then follows the list
of city/airport names underlined as hypertext
links (instead of the lexicalization of Y which
is more general).

3. near(typeof(V),V : Type,Y, Result) A
F'(X,V)AR.
where F’ keeps track of the constraint. The
predicate near is here realized as: nous vous
proposons le/les followed by the lexicalisa-
tion of Type, followed by the generation of
the constraint(s) in F’ as given in the origi-
nal query. For example 1, we get: Nous vous
proposons les logements touristiques suiv-
ants pour 15 personnes: (we propose you
the following tourist accommodations for 15
persons) followed by a list of tourist accom-
modations Y elaborated in Result, and under-
lined as hyperlinks. This constitutes a simple
intentional response.

5 Conclusion

We presented an approach to the generation of co-
operative NL responses in WEBCOOQOP, a system
that provides intelligent responses in French to



natural language queries on the Web. We focused
in this paper on formal aspects of content determi-
nation and on the surface generation of coopera-
tive responses. The content determination process
is organized in two steps: production of explana-
tions that report user misconceptions and then pro-
duction of flexible solutions that reflect the coop-
erative know how of the system in order to provide
help to the user. The know how component is actu-
ally based on intelligent relaxation techniques us-
ing a generic proximity relation, which goes be-
yond classical generalization methods. This com-
ponent also allows for the dynamic determination
of the responses to be defined as hypertext links.

The WEBCOOP project is in an early stage
of development and its implementation is under-
way. Reasoning and language generation proce-
dures are implemented in Prolog (with constraint
interpreters), while the external aspects are devel-
oped in Java.

This project has obviously has several future di-
rections among which we plan to :

e Develop new cooperative know-how strate-
gies and their related logical expressions and
implementations (e.g. for fuzzy terms),

e Analyse how NLG argumentation techniques
(Horacek, 99) can be used, particularly when
a misconception is based on the interaction of
several integrity constraints.

e Specify different strategies for generating in-
tentional responses in the know how compo-
nent, for example when the number of direct
responses is very large.

e Study the external display of textual frag-
ments extracted from web pages, in particu-
lar for queries requiring narrative responses
such as procedures or regulations.

A thorough evaluation of the results is crucial
in this project at two levels: the quality of the
services offered to a user and the re-usability to
other domains identifying where are the difficul-
ties, what are the costs, what is domain specific
and, finally, what can be shared.
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Abstract important units

as paragraphs or orthographlc sentences. paragraphs or orthographic sentences. This repre-

I the contextof the non-hierarchical sentation is miiepeniient from discourse/rhetorical

all the information {i.e., rhetorical asser- oration relations. The DS’s leaves are four text-
tions) that has to be conveyed. phrases grouped into two text (i.e.,orthographic)

8 B Sd . s arm-

1 Introduction ple shows that the RS and DS need not be ho-

THUTHUT PG Ot GUtOl Lo, THOOUU, tiv ST oAty O o

_ Seou and D in the RS is Iost in the DS. This non ho-
used Rhetorical Structure Theory or RST (Man.n momorphism is due to the linearisation constraints
and Thompson, 1987) successfully as the basis (i.e. how (o divide the message into svntactic and

for their plan IEPIESEI“HUOH I hierarchical plan-— 4 cyment units) which are applied to the message

g (Moore and Paris, 1994), RST relations have o non senerating a text._and is-especially likelyas
been translated into plan operators whose defini-
tion specifies which relations or propositions can
realise their arguments. In non-hierarchical plan-
ning (Marcu, 1997a; Mellish et al., 1998a), a valid

tween RS and DS the version [1] of the message
could not be generated.

text plan is built from a set of rhetorical assertions [1] Ciproxin may cause a problem with your kidneys”

using a general principle of strong composition- called crystalluria® which results in tiny crystals form-
4. 4 e 4 s 5 . . R . ing in the urine™”., I'hese crystals cannol be seen 5\/ the

ality, also called the nuclearity principie, and de- naked ove D Cinrovin tablote 2 S0ma natice

fined as follows: “a relation R holds between two

spans of a text plan if it holds between the most Power et al (in press) show how DSs with some
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abolishes homomorphism altogether and presents  and the number of soft violations increases too, the

from a set ol rhetorical assertions similar to The DSs thus produced can be felicitous in the
Marcu(1997a) and builds valid DSs using a set of  senge that the original message can be recovered.
locally applied rhetorically motivated constraints  However, they are not necessarily homomorphic

on the DS constituents. These constraints are of  yith their corresponding input RS. What has been
two types: hard and soft. Constraints concernin it i ;

the syntactic relations between the constituents are  the document grammar (i.e., grammar for deriving
hard and thus cannot be violated. For example,  document structures) and the lexical realisation of

adjacent document constituents, say in two text-
sentences, the lincarly second of the two clauses

° per is how to ensure that the document structures

is illustrated in the example below, where [2a] vi- - . .
p ’ L2a] produced express all the information (i.e., rhetor-
olates this constraint (i.e., B is not a main clause) ., . = . N la oo

- 8 ical-assertions)-that-has—to-be-conveyed—No-as
and conveys the wrong message, whilst [2b] satis-
fies the constraint.

ical input. Since we do not impose a homomor-
phism between the document and the rhetorical
structures, we cannot use the nuclearity principle

concession(sat:C,nuc:B)
explanation(sat:B,nuc:A)

|2a] #John 1s a good student™. Nevertheless, because he
failed his exam®, he looks very upset?.

[2b] John is a good student™. Nevertheless, he failed his

B o still be restricted following some basic principles
exam”. As a result, he looks very upset”

(section 2). The document structurer implicitly en-
On the other hand, constraints concerning the  forces those constraints whilst permitting the con-
non-syntactic structural relations between the con-  struction of non-homomorphic DSs, thus allowing

ents of the DS are soft and can be olated

The main constraint of this kind 1s the one that re- (section 3). This confirms that document structure

stituents reflect rhetorical groupings. Its violation  tion (section 4).
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ing rietorical structuring, the appropriate
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- . I — asserfions 18 selected that forms a vaiid KS. Bach

used in NLG projects such as TLE (Melllsh et

L 190g; { cotld-bederived £ o text expresses all the propos1t10ns in the input.
tions in the input are expressed in the output is not
sufficient. For example, given an input with four
propositions A, B, C, D, we may select the two
assertions Rl(sat:A nuc:B) and R2(sat:C,nuc:D)
ropositions but are not con-

illustrating the realization of a possible structural HEC o ] I : .

configuration: .
g pressed in the final document structure respects a
e [la]is the original text and expresses R3and  couple of basic principles. We represent the initial

The following input [1] is an illustrative example
It was introduced by Mann and Thompson (1987)
and analysed in terms of rhetorical assertions fol-

R2: set of rhetorical assertions as a graph as in figure 2
th the followi oo

e [Ib] expresses R4 (the marker with is taken
to give an interpretation of justification) and  Labeled. The relations and propositions are rep-

: I| tos finked—bvcdeesfabetted
e [lc] expresses R1 and R3; relation to be the argument of another rela-

tion.

e [ld] expresses R1 and R2;

e [lc] expresses R1 and R4 Connected. The input must be built into a sin-

gle connected graph This is a s1mphfy1ng

R2: concession (sat:B,nuc:C)
R3: elaboration(sat:B,nuc:A)

aranhe A se finac
(=} £

[la] The next music day is scheduled for July 21 (Saturday),

. . A 5 - B H
Aoon m*dﬂ.*gm —Hipost-more detail ] A valid subset of assertions corresponas to a

is a good time to rescrve the place on your calendar

[16] With the next music day scheduled for July 21 (Sat-
urday), noon-midnight®, I'll post more details later”.

where a rhetorical circuit is a closed path of suc-
cessive rhetorical assertions. Given these restric-
your calendar®. tions, there are five subgraphs (figure 3) that can
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valid text

entire text.

dition to consider non-connected graphs, consider
all the possible subgraphs of the graph in figure 2.

¢ subgraph:
cuits, that is, multiple relations over the same pair
of propositions as discussed in (Webber et al.,,

the one below, which expresses R1, R2 and R4:

[Lf] With the next music day scheduled for July 21 (Satur-
day), noon-midnight*:
- I"11 post more details later®.

calendar® .

eiauon o

nectedness 18 enforced between the rhetorical

appens because the non-hierarchical document
structurer will only combine two (sub-)document
structures together if each contains a proposition

I < & A3
to realise. Also, uniqueness is enforced because
once a pair of sub-DSs has been used to realise
an assertion, it cannot be re-used to realise

For example, given the following rhetorical input

3.1 RST Properties

Tt . an RST sir o .
tree. They are (Mann and Thompson, 1987) :

Connectedness: except for the root, each text
span in the analysis is either a minimal unit

that satisfies our graph requirement:

(sat:A, nuc:
(sat:C,nuc:
R3(sat:E, nuc:
{sat:E, nuc:
(sat:F,nuc:

W a"ow

or a constituent of another schema applica-
tion of the analysis.
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There are 6!=720 possible linear orderings for
this rhetorical input, some of which are altogether
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3
ICTIL.

12] You should continue taking the tablets for as long
as your doctor has asked®, unless you develop any

put structure and a document structure output, we
avoid the difficulties associated with the definition
of RST as a theory of text analysis, where the hi-

problems?, in which case, consult your doctor®.

erarchical structure of the surface text is intermin-
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means_that document structuring is not dependent

into a tree because RST, given the uniqueness prin-
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Abstract

Natural Language Generation has made
great strides towards multilingual gen-
eration from large-scale knowledge
sources. Meanwhile, current research in
revision has vastly improved the qual-
ity of text that NLG systems produce.
However, to-date there has been no at-
tempt at combining revision and mul-
tilingual NLG. This paper presents re-
search in multilingual revision, the last
major pipelined NLG component to be
studied from a multilingual perspective.
We describe the linguistic difficulties
in achieving multilingual revision, re-
view recent work, and present an imple-
mented framework for multilingual revi-
sion rules.

1 Introduction

The quality of initial, unimproved text produced
by explanation generation systems has been no-
toriously poor (Lester and Porter, 1997). Recent
work in revision (Dalianis and Hovy, 1993; Robin,
1994; Callaway and Lester, 1997; Harvey and Car-
berry, 1998; Shaw, 1998) has shown substantial
progress towards qualitative and quantitative im-
provements in the text that explanation genera-
tors produce. By necessity, revision systems oper-
ate over deep linguistic structures rather than text
strings from template generators. Indeed, the in-
crease in variability and flexibility that deep gen-
eration systems provide is often touted as a major

advantage over simpler, more easily implemented
template generators (Reiter, 1995).

Multilinguality from deep linguistic representa-
tions (Paris et al., 1995; Stede, 1996; Bateman and
Sharoff, 1998; Scott, 1999; Kruijff et al., 2000)
is generally considered to be one of the advan-
tages that deep generation systems possess over
templates (although this depends heavily on the
definitions of deep and template methods, such as
in (Deemter et al., 1999)). By applying multilin-
gual lexica and grammars to a single initial knowl-
edge base, multilingual generators hope to lever-
age reusable components to produce texts in mul-
tiple languages with substantially less work than
implementing an equivalent number of monolin-
gual template or deep generators. But to be used
effectively and efficiently in a multilingual gener-
ation system, these reusable components must be
designed from the start for that purpose. Similarly,
one of the main motivations for multilingual revi-
sion is efficiency: A single formalism for revision
rules can greatly increase the amount of resource
sharing in a manner analogous to that of gram-
mars.

Just as in monolingual explanation generation,
unrevised multilingual text is in general quite un-
desirable. And while multilingual components
have been created for sentence planning (Bateman
and Sharoff, 1998), surface realization (Netzer and
Elhadad, 1999) and lexical choice (Stede, 1996),
no attempt has been made to combine research in
revision and multilingual NLG.

This paper presents research in multilingual re-
vision, the last major pipelined NLG component
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to be studied from a multilingual perspective. We
first present linguistic reasons for the difficulty
of discovering “revision rules” in both monolin-
gual and multilingual contexts. Next, we describe
recent work in revision and then analyze the el-
ements of revision rules to determine how each
element affects the revision process from both
a monolingual and multilingual perspective. Fi-
nally, we synthesize a revision rule model that per-
forms multilingual revisions under a common for-
malism in an implemented NLG system.

2 “Unrevising” a Corpus

Text generation systems are notorious for produc-
ing correct but low quality text. In contrast, human
writers directly produce fluent text even in initial
drafts. Because of this, it is very difficult to find
a version of a naturally occurring text similar to
the types of protosentences produced by systems
today. (Meteer, 1990) initially explored this prob-
lem by having writers of scientific articles gen-
erate paraphrases in order to create a corpus for
studying revision rules. The lack of such corpora
is a disadvantage to implementers of revision sys-
tems because they lack the original source materi-
als with which to create revision rules that would
then allow them to achieve results comparable to
the original, polished texts.

For example, consider the four text fragments
in Figure 1, where (a) represents an excerpt from
an original passage in Spanish, (b) represents its
“unrevised” version, (c) represents the translation
of (a) into English, and (d) is the “unrevision” of
(c). While (a) and (c) are easily found in avail-
able corpora, the sentence structures in (b) and (d)
cannot be found in either existing corpora or au-
thors’ drafts. And yet these are precisely the types
of texts needed to discover how simple “protosen-
tences” are combined into larger clause structures.

Thus, one of the tasks that creators of revi-
sion systems must do is to collect example cor-
pora from their generation domain and “unrevise”
them to determine what types of revisions were
performed by the original authors of the domain
texts. The unrevised sentences should correspond
to the types of protosentences produced by the ini-
tial discourse and sentence planners. The result of
gathering examples from a set of corpora is a set of
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revision rules applicable to that particular domain
which can then be used by a revision component
to refine and polish the final text produced by a
generation system.

In a multilingual context, this corpus analysis
must be repeated for each language, because dif-
ferent languages typically have different revision
rules (even when the content is the same, as in the
translations in Figure 1 (a) and (c), a revision sys-
tem may end up reorganizing the text in a differ-
ent manner because different languages and cul-
tures may have different modes of presentation).
Thus a system for multilingual revision must be
able to handle disparate sets of revision rules as
needed, or else resort to having multiple revision
components, with the corresponding decrease in
efficiency and increase in effort that such an archi-
tecture would bring.

A more efficient architectural approach would
be to make different multilingual revision deci-
sions for a set of languages by only replacing
sets of revision rules. To be effective, the revi-
sion module must be orchestrated in such a way
that all of the decision-making information can
be determined by the revision rules themselves.
Thus, a detailed feature analysis is necessary to
determine the structure and variability of typical
revision rules. In addition, all of the informa-
tion necessary to choose between different revi-
sion rules must be closely tied to the incoming
rhetorical structure and protosentences that com-
prise the sentence plan.

3 Aspects of Revision Operations

Although much research has described the archi-
tectural and linguistic aspects of revision, rela-
tively little has been done to describe a feature-
based model of revision upon which revision deci-
sions can be based. However, most research de-
scribing implemented revision systems provides
insight into the high-level features that were found
necessary for particular projects or domains.

Dalianis’ work (Dalianis and Hovy, 1993) con-
centrated on the effect that a rule would have on
the text in terms of carrying it out procedurally.
His revision rules were the result of evaluating
human revisions on a set of standardized textual
propositions.



Pasé por alto el comentario. Me daba un poco de
vergilienza explicar que hacia todo esto porque
habia conocido una vez a una chica pelirroja.
Después le dije que si, que pensaba aprender teatro.
En realidad yo aborrecia a los actores. Eran
demasiado extravertidos para mi gusto, y me
impresionaban como gente que siempre se estaba
saludando y abrazando y eran amigos de todo el
mundo. No soporto a la gente que es amiga de todo
el mundo, como los animadores de television.

(a)

Q)
2

A3)

4)
)
(6)
(M

Pasé por alto el comentario.
Me daba un poco de vergiienza explicar que
hacia todo esto. ( "porque")
Habia conocido una vez a una chica pelirroja.
( "después" )
Le dije que si, que pensaba aprender teatro.
En realidad, yo aborrecia a los actores.
Eran demasiado extravertidos para mi gusto. ("y")
Me impresionaban como gente que siempre
se estaba saludando ("y")
(8) Se estaba abrazando ("y")
(9) Eran amigos de todo el mundo.
(10) No soporto a la gente ("que")
(11) La gente es amiga de todo el mundo. ("como"
(12) Los animadores de television ["son amigas..."]

(b)

I skipped over her comment. I was a bit ashamed
to explain that I had done all this because I had
once met a redheaded girl. Later I told her that
yes, I was thinking about studying theater, although
in fact, I hated actors. They were too extroverted
for my taste, and seemed like people who were
always greeting and hugging each other as if

they were friends with the whole world. 1T don't

put up with someone who is friends with the

whole world, like one of those television hosts.

(c)

(1) Iskipped over her comment.

(2) T was a bit ashamed to explain I had done all this.
("because")

(3) I'had once met a red-headed girl. ("later")

(4) Ttold her that yes, I was thinking about studying theater.

("although™)
(5) In fact, I hated actors.
(6) They were too extroverted for my taste. ("and")
(7) They seemed like people who were always
greeting each other. ("and")
(8) They were always hugging each other. ("asif")
(9) They were friends with the whole world.
(10) I don't put up with someone. ("who")
(11) The person is friends with the whole world. ("like")
(12) One of those television hosts ["is friends with..."]

(d)

Figure 1: “Unrevised” Spanish

Aggregation: Operators which merge two
previously separate clauses into one.

e Ordering: Operators that reverse the external
ordering of clauses (migration) or their inter-
nal ordering (linear precedence).

e Casting: Operators that alter or enforce the
regularity of syntactic structures over multi-
ple clauses.

e Parsimony: Operators that prefer fewer over-
all words in a clause or other numeric quan-
tities such as depth of prepositional phrase or
relative clause embeddings.

Shaw’s CASPER system of revision operators
(Shaw, 1998) focuses on the syntactic dependency
notion of hypotactic vs. paratactic operators.
CASPER functions in the domain of medical report
generation where Shaw noted that clause aggrega-
tions could frequently be classified on the basis of

dependency. In both cases, the redundant element
is deleted from one of the clauses.

e Hypotactic: Operators which take two sen-
tences, a base and a modifier, convert the
modifier into a dependent clause, and then at-
tach it to the base sentence.

e Paratactic: Operators which attach two sen-
tences at the same dependency level, such as
with and or or coordination.

By far the most explicitly organized and clas-
sified set of revision operators is described in the
work on STREAK (Robin, 1994, Appendix A), a
system for writing summary descriptions of bas-
ketball games in English. Motivated by (but not
implemented using) a Tree Adjoining Grammar
approach, Robin makes the following classifica-
tions of revision operators:

e Monotonic: Operators which leave the base
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syntactic structure intact and result only in
the attachment of a new phrase or clause to
an unmodified existing structure. Examples
include Adjoin, Absorb, Conjoin, and Ap-
pend operators.

e Nonmonotonic: QOperators which break up
the base syntactic structure in various ways
before attaching a new phrase or clause.
Examples include Recast, Adjunctization,
Nominalization, Demotion, and Promotion
operators.

e Side Transformations: Operators that reduce
redundant lexemes left over from previous re-
vision operations. Examples include Refer-
ence Adjustment, Argument Control, El-
lipsis, Scope Marking, Ordering Adjust-
ment, and Lexical Adjustment operators.

Robin lists 18 distinct types of adjoin operators
alone, organized according to the syntactic type of
the phrase to be adjoined and the syntactic type
and position of its attachment location. To illus-
trate, two of these subclasses of the adjoin opera-
tor are shown here:

e Adjoin Relative Clause to Bottom-Level
Nominal: Attaches a relative clause to an im-
mediately preceding noun phrase as in “to
power them to a win over [(the Cavs), (who
lost again)]”.

e Adjoin Relative Clause to Top-Level Nomi-
nal: Attaches a relative clause to a preced-
ing noun phrase which already has postmod-
ifiers as in “to power them to [(a win over the
Cavs), (that extended their streak)]”.

However, there are a number of other classifi-
cations of revision operators not covered by these
three approaches. In addition, these systems are
not multilingual in nature and their corpora analy-
ses covered only revisions in the English language.
In order to fully understand the revision process
both linguistically and computationally, as well
as to ensure that this understanding is consistent
across languages, it is important to discover and
classify as many aspects of revision operators as
possible. Some of the additional aspects we have
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found in our efforts to build a multilingual revision
component are as follows:

® Rhetorical Type: Most revision systems as-
sume some underlying theory of discourse
structure, such as RST (Mann and Thomp-
son, 1987). These theories define particular
rhetorical types such as greeting or persuade
which are used by revision systems to pro-
vide additional constraints when selecting re-
vision operators. How these constraints are
affected by multilingual text is unknown.

e Perspective: While revision systems seem
identical in purpose, there are actually great
differences in what they expect to accom-
plish. For example, Dalianis and Hovy’s
rules attempt to mimic human revision pro-
cesses, Robin’s STREAK system attempts
to build a single sentence, Shaw’s CASPER
system focuses on eliminating redundancy,
while other systems try to increase syntactic
variety.

e Syntactic structure: Most revision systems
start from sequences of protosentences and
change a subset of those protosentences into
different clauses or phrases. However, a com-
plete set of target syntactic structures (espe-
cially identifying which of those structures
overlap with the syntactic structures of other
languages) has not yet been identified.

e Attachment position: When protosentences
are converted into dependent circumstantial
clauses (e.g., when-clauses), a revision oper-
ator must choose to place it in front or at the
end of a sentence. These operators must take
into account whether a previous revision has
already occupied one of those slots as well as
whether a particular language allows a simi-
lar range of syntactic possibilities.

e Depth of representation: Robin’s STREAK
system explicitly represented multiple levels
of syntax, semantics, and pragmatics. More
recent systems have shied away from this ap-
proach and favored shallower representations
to increase efficiency.



e Scope: Revision operators can be very local
and examine only adjacent protosentences or,
at the expense of efficiency, examine proto-
sentences slightly farther away (either to ac-
tually use them in aggregating or merely for
additional context when making a more local
decision).

e New lexicalizations: Most sentence planners
do not produce many of the discourse-level
elements found in polished texts because they
are not needed when generating protosen-
tences. For instance, discourse markers (Van-
der Linden and Martin, 1995; Grote, 1998)
are frequently used to show the relationships
between individual clauses. If appropriate in-
formation were available, it would be pos-
sible for revision operators to add discourse
markers as they perform clause aggregation.

These factors are important when building a re-
vision system that is scalable in terms of size,
genre and language.

4 Motivation vs. Action

Analyzing the structure of revision operators in
this manner does not imply that any particular
architecture is preferred over another. However,
much like the STRIPS architecture (Fikes and Nils-
son, 1972), our analysis of revision rules in a mul-
tilingual environment has shown that every revi-
sion operator can be broken down into two parts
describing when a rule should be fired (motivation,
expressed as triggering rules), and if it is fired,
what are the effects of that rule on the original pro-
tosentences (action, expressed as a target syntactic
modification).

e Motivations: The parts of a revision rule
which deal with whether the rule is applica-
ble and which differentiate it with respect to
other rules. Aspects which are helpful in de-
ciding applicability include rhetorical type,
perspective, syntactic structure, depth of rep-
resentation, scope, and if discourse markers
are expected to be added, those features of
the input which are salient.

e Actions: The parts of a revision rule that al-
ter either the internal syntactic structure of

clauses as they are aggregated or the rhetori-
cal relationship(s) between multiple clauses.
Aspects which are useful include monotonic-
ity, dependency, effect, perspective, syntactic
structure, and attachment position.

This division is apparent despite the language
of the text being revised. For example, because
languages have syntactic structure and at the low-
est level revisions affect that syntactic structure,
the decision to alter that structure implies that the
revision rule knows which syntactic category it
is going to change it to. However, the particu-
lar syntactic category might be different given a
different language. Given exactly similar circum-
stances, an English revision rule might prefer to
change a protosentence into a prepositional phrase
while a Spanish revision rule might prefer a rel-
ative clause. In addition, some syntactic options
are available in certain languages but not in others
(Netzer and Elhadad, 1999).

There are frequent similarities between lan-
guages, however. For example, our corpora analy-
ses have shown that coordination with “and” usu-
ally occurs in similar situations. Also, the revi-
sion rules we have devised for English and Span-
ish in our domain almost always share identical
motivations even if they differ in their actions.
Given the overall structural similarity of revision
rules despite their differences in details, the goal
of designing a system capable of efficient multi-
lingual revision is then to devise a single architec-
tural component capable of carrying out revision
operations by swapping out sets of revision rules
rather than creating a separate revision component
for each distinct language.

In our experience, different languages have sim-
ilar sets of motivations for when to apply revision
rules and similar sets of actions that carry them
out. However, since the mapping from the set of
initial structures (which drive the analysis of the
motivation components of the revision rules) pro-
vided by the sentence planner to the set of actions
which produce the final structures is language-
specific, it is appropriate to apply a functional

"While revisions do ultimately alter morphological struc-
ture, they do so only indirectly. No revision rule to our knowl-

edge either considers or implements decisions based on mor-
phological information.
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Figure 2: Revision Functions

model. Such a model (Figure 2) provides a sep-
arate function for each language which creates a
set of revision rules by mapping from a set of mo-
tivations to a set of actions.

A multilingual revision architecture then could
have a single set of language-neutral motivation
criteria, a single set of language-neutral action ef-
fects, and a mapping function for each language
desired (Figure 3). When the system is directed
to switch from generating text for one language
to another, the revision component needs only to
switch in a new mapping function rather than us-
ing an entirely new revision component designed
solely for the new language. Another benefit is
that once sets of motivations and actions are en-
coded, it is relatively easy to adjust the effects of
the revision module for different genres and styles.

S Implementation

We started with an existing pipelined, multi-
paragraph multilingual NLG system, STORY-
Book (Callaway, 2000; Callaway and Lester,
2002), that takes protosentences and revises them
into text. While the major pipelined modules (dis-
course planner, sentence planner and surface real-
izer) were already capable of multilingual genera-
tion, the revision component, REVISOR (Callaway
and Lester, 1997) only worked for English.

Our first step was to reorganize the English re-
vision component following the architecture pre-
viously described. After analyzing the existing re-
vision rules, we came up with a common set of 54
motivational triggers, 16 syntactic transformation
actions, and a mapping between them that simu-
lated the existing revision rule set. We then re-
structured the rule determination and application
mechanisms before verifying that indeed the new
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Figure 3: Abstract Revision Architecture

revision component made substantially the same
revisions to the text as had the original revision
component.

Next, we analyzed our translated Spanish cor-
pus using the “unrevising” strategy described in
Section 2. This yielded an additional 7 motiva-
tional triggers and 2 syntactic transformation ac-
tions for the Spanish corpus that were not ac-
counted for in the original set of English revision
rules. Afterwards, we created a mapping function
from the appropriate motivational triggers found
in both the English and Spanish set to the syntactic
actions which we had found in the Spanish corpus.

For example, consider the sentences in Fig-
ure 4. REVISOR was initially capable of gener-
ating these simple protosentences in both English
and Spanish, although initially only the English
version worked well with revision, as it was keyed
to look for specific information only present in the
English output. We rewrote the English revision
rules instead to look for more generic tags from
the sentence planner indicating a particular pro-
tosentence had an intention such as IDENTITY



I don’t put up with a person.

The person is friends with the whole world.

[+animate-relative-clause =

"who" ]

[+comparison = "like"]

Television hosts are friends with the whole world.

I don’'t put up with a person who is friends with the whole world,

like television hosts.

No soporto a la gente.

La gente es amiga de todo el mundo.

[+animate-relative-clause =

n que n ]

[+comparison = "como"]

Los animadores del televisio’n son amigas de todo el mundo.

No soporto a la gente que es amiga de todo el mundo,

animadores del televisio’n.

como los

Figure 4: An example

or DESCRIPTION. We then extracted the syntac-
tic aggregation operations, such as rules for gen-
erating relative clauses, from the various revision
rules. Next, we wrote the mappings which com-
bined the two (Figure 2), and checked to ensure
that the original paragraph was regenerated. Fi-
nally, by substituting the appropriate mapping, we
were able to also generate the revised Spanish ver-
sion (Figure 4).

The result was an efficient revision system (exe-
cution time measured in tens of milliseconds) that
produced the same or very similar revised para-
graphs as the original English revision component
as well as performing appropriate revisions to the
Spanish text. This resulted in a substantial im-
provement in the amount of time required to create
a traditional, standalone revision component for
Spanish from scratch.

6 Conclusions

Efficient multilingual revision is possible within
a single framework given a detailed analysis not
only of a domain and its corpus and the types of re-
vision operations conducted in each language, but
by specifying the substructures of revision rules
themselves. By isolating the differences in revi-
sion rules inherent in particular languages, we can
increase the extent of language-neutral architec-
tures and decrease the amount of work required
to implement multilinguality in formerly monolin-
gual systems.

A significant amount of the work involved in
creating a multilingual revision system lies in con-
ducting corpora analyses. One of the many prob-
lems faced by creaters of revision systems is that a
large amount of text must be examined before one
can be confident that a sufficient number of revi-
sion rules has been uncovered. And because NLG
systems to date are not capable of generating large
scale texts, it is extremely difficult to test theories
of revision rules. Having modular revision sys-
tems that can be easily altered for new languages,
styles and genres will improve the quality of texts
produced by NLG systems.
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Abstract

This paper presents a machine learning
approach to discourse planning in natu-
ral language generation. More specifi-
cally, we address the problem of
learning the most natural ordering of
facts in discourse plans for a specific
domain. We discuss our methodology
and how it was instantiated using two
different machine learning algorithms.
A quantitative evaluation performed in
the domain of museum exhibit descrip-
tions indicates that our approach per-
forms  significantly  better  than
manually constructed ordering rules.
Being retrainable, the resulting plan-
ners can be ported easily to other simi-
lar  domains, without requiring
language technology expertise.

1 Introduction

Along the lines of Reiter and Dale (2000), we
view natural language generation (NLG) as
consisting of six tasks: content determination,
discourse planning, aggregation, lexicalization,
referring expression generation, and linguistic
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Department of Informatics
Athens University of Economics &
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Patission 76, 10434, Athens, Greece
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realization. This paper is concerned with the
second task, i.e., discourse planning. Dis-
course planning determines the ordering and
rhetorical relations of the logical messages,
hereafter called facts, that the generated docu-
ment is intended to convey. Most existing ap-
proaches to discourse planning are based on
either rhetorical structure theory (RST) (Mann
and Thompson, 1988; Hovy, 1993) or sche-
mata (McKeown, 1985). In both cases, the
rules that determine the order and the rhetori-
cal relations are typically written by hand. This
is a time-consuming process, which requires
domain and linguistic expertise, and has to be
repeated whenever the system is ported to a
new domain; see also Rambow (1990).

This paper presents a machine learning
(ML) approach to the subtask of discourse
planning that attempts to find the most natural
ordering of facts in each generated document.
Our approach was motivated by experience
obtained from the M-PIRO project (Androut-
sopoulos et al., 2001). Building upon ILEX
(O'Donnell et al., 2001), M-PIRO is develop-
ing technology that allows personalized de-
scriptions of museum exhibits to be generated
in several languages, starting from symbolic,
language-independent information stored in a
database, and small fragments of text (Isard et
al., 2003). One of M-PIRO’s most ambitious
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goals is to develop authoring tools that will
allow domain experts, e.g., museum curators,
with no language technology expertise to con-
figure the system for new application domains.
While this goal has largely been achieved for
resources such as the domain-dependent parts
of the ontology, or domain-dependent settings
that affect content selection, lexicalization, and
referring expression generation (Androut-
sopoulos et al., 2002), designing tools that will
allow domain experts to edit discourse plan-
ning rules has proven difficult. In contrast,
domain experts, in our case museum curators,
were happy to reorder the clauses of sample
generated texts, thus indicating the preferred
orderings of the facts in the corresponding dis-
course plans. We have, therefore, opted for a
machine learning approach that allows fact-
ordering rules to be captured automatically
from sets of manually reordered facts. We
view this approach as a first step towards
learning richer discourse plans, which apart
from ordering information will also include
rhetorical relations, although the experience
from M-PIRO indicates that even just ordering
the facts in a natural way can lead to quite ac-
ceptable texts. Being automatically retrainable,
the planners that our approach produces can be
easily ported to other similar domains, e.g.,
descriptions of products for e-commerce cata-
logues, provided that samples of ideal fact or-
derings can be made available.

Our method introduces a new representation
of the fact-ordering task, and employs super-
vised learning algorithms. It is assumed that
the number of facts to be conveyed by each
generated document, in effect the desired
length of the generated texts, has been fixed to
a particular value; i.e., all the documents con-
tain the same number of facts. In ILEX and M-
PIRO, this number is provided by the user
model. Furthermore, it is assumed that a con-
tent determination module is available, which
selects the particular facts to be conveyed by
each document. Our method consists of a se-
quence of stages, the number of stages being
equal to the number of facts to be conveyed by
each document. Each stage is responsible for
the selection of the fact to be placed at the
corresponding position in the resulting
document. In our experiments, we set the
number of facts per document to six, which
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per document to six, which seems to be an ap-
propriate value for our particular domain and
an average adult user, but this number could
vary depending on the application and user
type. Two learning algorithms, decision trees
(Quinlan, 1993) and instance-based learning
(Aha and Kibler, 1991), were explored. The
results are compared against two baselines: a
simple hand-crafted planner, which always
assigns a predefined order, and the majority
scheme. The latter selects, among the facts that
are available at each position, the fact that oc-
curred most frequently at that position in the
training data. Overall, the results indicate that
with either of the two learning algorithms our
method significantly outperforms both of the
baselines, and that there is no significant dif-
ference in the performance of the two learning
algorithms.

The remainder of this paper is organized as
follows. Section 2 presents previous learning
approaches to NLG, and discusses their rele-
vance to the work presented here. Section 3
describes our learning approach, including is-
sues such as data representation and system
architecture. Section 4 discusses our experi-
ments and their results. Section 5 concludes
and highlights plans for future work.

2 Previous work

In recent years, ML approaches have been
introduced to NLG to address problems such
as the construction and maintenance of domain
and language resources, which is a time-
consuming process in systems that use hand-
crafted rules.' To the best of our knowledge,
only two of these approaches (Duboue and
McKeown, 2001; Duboue and McKeown,
2002) consider discourse planning.

Duboue and McKeown (2001) present an
unsupervised ML algorithm based on pattern
matching and clustering, which is used to learn
ordering constraints among facts. The same
authors have also used evolutionary algorithms
to learn the tree representation of a planner
(Duboue and McKeown, 2002). These works
are similar to ours in that we also address the
problem of ordering facts. However, Duboue

! For an extensive bibliography on statistical and machine learning ap-
proaches to NLG, see:
http://www.iit.demokritos.gr/~adimit/bibliography.html.



and McKeown follow the lines of schema-
based planning, where content determination is
not an independent stage, but is interleaved
with discourse planning. This means that the
discourse planner has the overall control of
content determination, and cannot handle in-
puts from an independent content determina-
tion module. In contrast, our method can be
used with any content determination mecha-
nism that returns a fixed number of facts. This
has the benefit that alternative content deter-
mination modules can be used without affect-
ing the discourse planner. Moreover, while
Duboue and McKeown (2002) learn a tree
structure representing the best sequence of
facts, our method directly manipulates facts.

Mellish et al. (1998) also experiment with
genetic algorithms to find the optimal RST
tree, which is then mapped to the correspond-
ing sequence of facts. Karamanis and Manu-
rung (2002) use a similar approach that
employs constraints from Centering Theory in
the genetic search. However, these approaches
do not involve any learning: the genetic search
is repeated every time the text planner is in-
voked, i.e., for each new document. In con-
trast, our method induces a single discourse
planner from the training data, which is then
used to order any set of facts provided by the
content determinator.

ML approaches to NLG have also been used
in syntactic and lexical realization (Langkilde
and Knight, 1998; Bangalore and Rambow,
2000; Ratnaparkhi, 2000; Varges and Mellish,
2001; Shaw and Hatzivassiloglou, 1999; Ma-
louf 2000), as well as in sentence planning
tasks (Walker et al., 2001; Poesio et al., 2000).
In the context of spoken dialogue systems,
learning techniques have been used to select
among different templates (Oh and Rudnicky,
2000; Walker, 2000). These approaches, how-
ever, are not directly relevant to discourse
planning.

The problem of ordering semantic units has
also been addressed in the context of summari-
zation. Kan and McKeown (2002) use an n-
gram model to infer ordering constraints be-
tween facts, while Barzilay et al. (2002) manu-

ally identify constraints on ordering, using a
corpus of ordering preferences among subjects
and clustering techniques that identify com-
monalities among these preferences. The ap-
proach presented here, instead of identifying
ordering constraints, “learns” the overall order-
ing of the input facts.

3 Learning to order facts

In our approach, the discourse planner is
trained on manually ordered sequences of facts
of a fixed length. Once trained, it is able to
determine what it considers to be the most
natural ordering of any set of facts, as output
by a content determination module, provided
that the cardinality of the set is the same as the
length of the training sequences. This section
describes our approach in more detail, starting
from the required data and the pre-processing
that they undergo.

3.1 Data and pre-processing

Our data was derived from the database of M-
PIRO. This database currently contains infor-
mation about 50 museum exhibits, each of
which is associated with a large number of
facts. For example, the left column of Table 1
shows the database facts associated with the
entity exhibit9. Each generated document is
intended to describe a museum exhibit. As al-
ready mentioned, in our experiments the num-
ber of facts to be conveyed by each document
was set to six. That is, when asked to describe
exhibit9, the content determination module
would choose six of the facts in the left column
of Table 1, possibly depending on user model-
ing information, such as the interests and
backgrounds of the users, or information indi-
cating which facts have already been conveyed
to the users. We did not use a particular con-
tent determination module, because we wanted
the discourse planner to be independent from
the content determination process. Our goal
was to be able to order any set of six facts that
could be provided as input by an arbitrary con-
tent determination module.
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Database facts

Selected facts (input to discourse planner)

subclass(EXHIBIT9,RHYTON)
current-location(EXHIBIT9,MUS-DU-PETIT-PALAIS)
original-location(EXHIBIT9,ATTICA)
potter-is(EXHIBIT9,SOTADES)
exhibit-characteristics(EXHIBIT9,ENTITY-1796)
painted-by(EXHIBIT9,PAINTER-OF-SOTADES)
creation-time(EXHIBIT9,DATE-1767)
creation-period(EXHIBIT9,CLASSICAL-PERIOD)
painting-technique-used(EXHIBIT9,RED-FIG-TECHN)
exhibit-depicts(EXHIBIT9,ENTITY-1786)

person-information(SOTADES,ENTITY-2739)
museum-country(MUS-DU-PETIT-PALAIS,FRANCE)

opposite-technique(RED-FIG-TECHN,BLACK-FIG-TEC)
technique-description(RED-FIG-TECHN,ENTITY-2474)

period-story(CLASSICAL-PERIOD,STORY-NODE4019)

: subclass(EXHIBIT9,RHYTON)

: current-location(EXHIBIT9,MUS-DUPETITPALAIS)
: original-location(EXHIBIT9,ATTICA)

: painted-by(EXHIBIT9,PAINTER-OF-SOTADES)

: creation-time(EXHIBIT9,DATE-1767)

: creation-period(EXHIBIT9,CLASSICAL-PERIOD)

Table 1: Database facts and facts selected as input to the discourse planner
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Figure 1: Architecture diagram

In order to create the dataset of our experi-
ments, we used a program that yields all the
possible combinations of six facts for each ex-
hibit. The right column of Table 1 shows an
example set of six facts, which can be used as
input to the discourse planner. Many combina-
tions, however, looked unreasonable in our
domain; e.g., combinations that do not include
the subclass fact (descriptions in the museum
domain must always inform the reader about
the type of the exhibit), or combinations that
include facts providing background informa-
tion about an entity that is not present in the
discourse (for instance, combinations that in-
clude opposite-technique but not painting-
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technique-used in Table 1). A refinement op-
eration was performed manually to discard
such combinations. We note that in real-life
applications, the combinations would be ob-
tained by calling several times a content de-
termination module; hence, no refinement
operation would be necessary, as the content
determination module would, presumably,
never return unreasonable combinations of
facts.

After the refinement operation, 880 combi-
nations of 6 facts were left. The facts of each
set were manually assigned an order, to reflect
what a domain expert considered to be the
most natural ordering of the corresponding



clauses in the generated texts. Each one of the
880 sets was then used as an instance in the
learning algorithms, as will be explained in the
following section.

3.2 Instance representation and plan-
ner architecture

Figure 1 shows the discourse planning archi-
tecture that our approach adopts, along with an
example of inputs and outputs at each stage.
We decompose the fact-ordering task into six
multi-class classification problems. Each of the
six classifiers selects the fact to be placed at
the corresponding position. Each input set of
six facts is represented as a vector in a multi-
dimensional space, where dimensions corre-
spond to values of attributes. 42 binary attrib-
utes, representing the fact types of the domain,
were used. The vector at the top left corner of
Figure 1 represents the set of six facts of the
right column of Table 1. Each attribute shows
whether a particular fact type exists in the in-
put (e.g., creation-period:1) or not (e.g., paint-
ing-technique-used:0). Classifiers 2-6 have
additional attributes representing the fact types
that have already been selected for positions 1—
5. More specifically, as shown in Figure 1, the
attribute /"-fact is added from the 2™ classifier
onwards, the attribute 2"-fact is added from
the 3™ classifier onwards, and so forth. There-
fore, the classifiers make their decisions based
on the fact types that are present in their inputs
(set of remaining facts to be ordered) and the
fact types that have been selected at the previ-
ous positions. We assume that it is not possible
to have more than one fact of the same type in
the input set of facts because this is the case in
the M-PIRO domain (e.g., we cannot have two
facts of type creation-period) as well as in
other similar domains. In a more general case,
however, one could differentiate between facts
of the same type, by enriching, for instance,
the attributes, so as to represent information
about the entities related with each fact, or by
adding new attributes.

The output of each classifier is the class
value representing the fact type that has been
selected for the corresponding position. In the
example of Figure 1, the classifiers select the
following order: subclass, creation-period,

creation-time, painted-by, original-location,
current-location. As shown in Figure 1, the
sixth classifier has no substantial role, since
there is only one fact left in the input, and,
consequently, this fact will be placed at the
sixth position.

In a similar manner, a sequence of n classi-
fiers can be used when each document is to
convey n, rather than 6, facts. A limitation of
this approach is that it cannot be used when n
varies across the documents. However, this is
not a problem in M-PIRO, where n, in effect
the length of the documents, is fixed for each
user type: if there are ¢ user types, we train ¢
different document planners, one for each user
type; each planner is a sequence of n; classifi-
ers, where n; is the value of n for the corre-
sponding user type (i = 1, ..., t).

4 Experiments and results

In order to evaluate our approach, we per-
formed four experiments. The first experiment
was conducted using the majority scheme,
where each classifier selects among the avail-
able classes (i.e., among the facts that are pre-
sent in the input set and have not been selected
by the previous classifiers) the class (i.e., fact)
that was most frequent in its training data.
However, this scheme is too primitive, and
could not be seen as a safe benchmark for our
experiments. For this reason, we constructed a
simple planner, hereafter base planner, which
always assigns a predefined fixed order de-
fined in collaboration with a museum expert;
e.g., subclass should always be placed before
creation-period, creation-period should al-
ways be placed before creation-time, etc. The
base planner was used as a second baseline. In
this way, we had a safer benchmark for the
performance of the learning schemes. In the
two remaining experiments we used instance-
based and decision-tree learning. More specifi-
cally, we experimented with the k-nearest
neighbour algorithm (Aha and Kibler, 1991),
with £ = 1, and the C4.5 algorithm (Quinlan,
1993). All the experiments were performed
using the machine learning software of WEKA
(Witten and Frank, 1999).

Figure 2 presents the accuracy scores of
each of the six classifiers, for each learning

27



scheme. The results were obtained using /0-
fold cross-validation. That is, the dataset (880
vectors) was divided into ten disjoint parts
(folds), and each experiment was repeated 10
times. Each time, a different part was used for
testing, and the remaining 9 parts were used
for training. The dataset was stratified, i.e. the
class distribution in each fold was approxi-
mately the same as in the full dataset. The re-
ported scores are averaged over the 10
iterations. Accuracy measures the percentage
of correct selections at each classifier (posi-
tion) compared to the selections made by the
human annotator. All schemes have 100% ac-
curacy at the selection of the 1% and 6™ fact.
This happens because the first classifier always
selects the fact subclass, which is always the
first fact in our domain, while the sixth classi-
fier has no alternative choice, since only one
fact has been left in the input. At the other po-
sitions, both C4.5 and 1-NN perform better
than the two baselines; C4.5 seems to have a
slightly better performance than 1-NN. Paired
two-tailed #-tests at p = 0.005 indicate that the
observed differences in accuracy between
baselines and ML schemes are statistically sig-
nificant; the only exception is the selection of
the 2™ fact, where there is no significant dif-
ference between the base planner and 1-NN.

does not cause problems to the understandabil-
ity or readability of the text. Figure 4 shows
the text that corresponds to the ordering of the
human annotator. The two texts differ in the
placement of the fact made-of, which is ex-
pressed as “it is made of marble”; C4.5 places
this fact at the fourth position instead of the
second, which is the right position according to
the human annotator. The word “but” in the
human text of Figure 4 implies the use of a
rhetorical relation; the presence of this relation
suggests a possible explanation of why the
human text is ordered differently than the one
produced by the system. The misplaced fact is
penalized three times when computing the ac-
curacy scores of the six classifiers: at the sec-
ond classifier, where the fact exhibit-portrays
is selected instead of made-of, at the third clas-
sifier, where creation-period is selected in-
stead of exhibit-portrays, and at the fourth
classifier, where made-of'is selected instead of
creation-period. This implies that the accuracy
scores that were presented above are a very
strict measure of the performance of our
method, and, in fact, our method may actually
be performing even better than what the scores
indicate.

Accuracy %

istfact 2ndfact 3rdfact 4thfact 5thfact 6thfact

Positon

- <~ - -Base Planner
—{}—C4.5

— -® — Majority
— -A— -1-nn

This exhibit is a portrait. It portrays Alexander the Great
and was created during the Hellenistic period. It is made
of marble. What we see in the picture is a roman copy.
Today it is located at the archaeological museum of Thas-
SOS.

Figure 3: Ordering of facts produced using C4.5

This exhibit is a portrait. It is made of marble and por-
trays Alexander the Great. It was created during the Hel-
lenistic period, but what we see in the picture is a roman
copy. Today it is located in the archaeological museum of
Thassos.

Figure 2: Accuracy scores at each classification
stage

Figure 3 shows a text corresponding to the
ordering produced by C4.5. The surface text,
including aggregation and referring expression
generation, was generated by hand, though we
plan to automate this process using the corre-
sponding modules of M-PIRO. The ordering of
the facts, which are realized as natural lan-
guage clauses, looks quite reasonable. The
flow of information is not the optimal one, but
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Figure 4: Ordering of facts as specified by the
human annotator

We are currently trying to devise evaluation
measures that are better suited to discourse
planning, and to NLG in general. More spe-
cifically, we plan to apply metrics that assign
different penalties depending on the impor-
tance of an error, based on the edit distance
between the output of the discourse planner
and the reference corpus. We also plan to cor-
relate these metrics with human evaluation as
proposed by Reiter and Sripada (2002).




5 Conclusions and future work

This paper has presented a machine learning
approach to the fact-ordering subtask of dis-
course planning. We have decomposed the
problem into a sequence of multi-class classi-
fication stages, where each stage selects the
fact to be placed at the corresponding position.
Experiments performed using the C4.5 and k-
NN learning algorithms indicate that our
method performs significantly better than both
a sequence of simple majority classifiers and a
set of manually constructed ordering rules.

Our method can be used with any content
determination module that selects a fixed
number of facts per document and user type,
and gives rise to planners that can be easily
retrained for other similar application domains,
where sample manually ordered sequences of
facts can be obtained. Compared to approaches
that employ manually constructed rules, our
method has the advantage that it does not re-
quire language technology expertise, and,
hence, can be used to construct authoring tools
that will allow domain experts to control the
order of the facts in the generated documents.
Furthermore, unlike previous machine learning
approaches, our method does not interleave
fact ordering with content determination.

As already mentioned, we plan to move to-
wards learning richer discourse plans, which
apart from ordering information will also in-
clude rhetorical relations, although our experi-
ence so far indicates that even just ordering the
facts in a natural way can lead to quite accept-
able texts. We are currently investigating a
more flexible representation that will not be
limited by a fixed number of facts per page
and, apart from the absolute order of facts, will
take into account the relative ordering between
facts (e.g., by using n-grams). Further work is
planned in order to devise better evaluation
measures, and improve the performance of our
planners by considering other learning algo-
rithms.
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Abstract

There is a general interest in corpora of
human authored texts as a source for ac-
quiring domain knowledge useful for a
natural language generation (NLG) sys-
tem. It is less clear, however, how this
can be done in a systematic way. We
propose a principled approach towards
acquiring domain knowledge through
corpus analysis and illustrate its appli-
cation in the domain of route descrip-
tions. More specifically, we identify
different types of knowledge needed in
the NLG process and describe a proce-
dure for systematically analyzing a cor-
pus text and for inventorizing these dif-
ferent types of knowledge. We discuss
how these procedures fit into a global
approach to corpus analysis and into the
natural language generation system de-
velopment cycle.

1 Introduction

1.1 Knowledge requirements for NLG

The process of automatically generating natural
language text from non-linguistic input data has
been characterized in very general terms by Re-
iter and Dale (2000) as consisting of three major
phases: document planning, micro-planning and
surface realization. The simplest architecture to
realize this model is a pipeline, where each of the
major processes consumes and/or produces an in-

termediate representation: from a non-textual in-
put over a document plan and a text specification
to an output text (see Figure 1). An important ar-
gument for considering three phases (rather than
only a planning and a realization one) is related
to the type of knowledge used in each of these
phases.

Document planning consists of transforming a
set of non-textual input data into a document plan
(i.e. a structured set of messages). At this point
only high-level decisions are being made with re-
spect to the contents of the messages and the text
structure.

At the other end of the overall NLG process, the
surface realization phase receives a detailed text
specification ready to be transformed into a final
textual form.

As Reiter and Dale note, the phase of document
planning — directly related to the non-textual in-
put data — is highly determined by domain specific
knowledge, whereas linguistic realization requires
mostly linguistic knowledge. However, the gap
between the document plan and the text specifica-
tion requires a number of processing steps involv-
ing a combination of linguistic and domain knowl-
edge. These processes are grouped under the term
‘micro-planning’.

Hence it appears that the development of an
NLG system, entails the acquisition of domain
specific knowledge, especially to assist the first
two phases of the process.

Reiter et al. (2000) describe a variety of tech-
niques for acquiring knowledge for use in NLG
systems. One specific technique is the analy-
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Figure 1: General architecture for NLG system (Reiter and Dale, 2000)

sis of human authored corpora. Reiter and Sri-
pada (2002) note that there is a growing interest
in this technique. They describe issues involved
in interpreting information extracted from a cor-
pus, warn against the exclusive reliance on cor-
pora for knowledge acquisition and argue for us-
ing a good quality corpus rather than a large one.
In this paper we investigate which different types
of domain-specific knowledge are required (2.1),
assuming the general architecture proposed by Re-
iter and Dale. We propose concrete steps towards
analysing a corpus in view of acquiring these types
of knowledge (2.2 and 2.3). Finally we describe
how the acquired knowledge is integrated in the
NLG development cycle (3).

1.2 The domain of route descriptions

The corpora used in this paper as an illustration be-
long to the domain of route descriptions: textual
explanations of a procedure for reaching a spe-
cific destination from a particular point of depar-
ture. The issues involved in describing a route are
distinct from those concerned with calculating the
path sequence underlying the route. Systems pro-
viding route descriptions on demand via the web
(see for example http://www.whereis.com.au) de-
liver a route description in both cartographic and
textual form. The latter generally consists of a
more or less straightforward mapping of the calcu-
lated route data (paths to follow and turns to take)
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Figure 2: An
ated route  description
http://www/whereis.com.au)

automatically
(obtained

gener-
from

Leave the house and drive towards the Midway
shops, at the end of the street turn right and then
left at the roundabout. Drive along North road
and take the third right turn, just after the first
hump in the road. Go to the end of that road and
then go straight ahead at the roundabout, there’s
a church on your left. Now go straight along Her-
ring road for quite a way until you hit the main
road (Epping Rd), go straight across at the lights
and continue on until you get to the next set of
lights. Turn right here into the university.

Figure 3: A human generated route description for
the route in Figure 2



to text templates or even to a table, as shown in
the example of Figure 2. In the CORAL project,
we aim at building an NLG system for produc-
ing route descriptions that approximate the nat-
uralness of those produced by humans (see Fig-
ure 3) while using input data available in GIS sys-
tems that calculate the path. Our approach, de-
scribed in more detail in Dale et al.(2003), is dif-
ferent from other route description generation sys-
tems which assume the availability of rich percep-
tual (e.g. (MaaB, 1995; Raubal and Winter, 2002))
or semantic information (Pattabhiraman and Cer-
cone, 1990; Moulin and Kettani, 1999). An ex-
tensive overview of the field of route description
generation systems may be found in the latter pa-
per.

Quite a few studies of route descriptions are
based on the analysis of a corpus of human gen-
erated directions, often in view of a very specific
aspect of this type of discourse. For instance,
Klein (1982) illustrated his model for local deixis
through examples of route descriptions. Fraczak
et al. (1998) used corpus analysis to determine
which information in a subway route description
is optional or obligatory. Wunderlich and Reinelt
(1982) derived from a corpus of route descriptions
a model of the interlocutors’ interactions. Only
Denis (1997) describes a systematic approach to
corpus analysis. His aim is to establish mea-
sures for qualitative variability among route de-
scriptions. His analysis starts from an assumption
of what are essential components in route descrip-
tions. We start from the text, working out what are
the building blocks so that an NLG program can
approximate it. The corpus used as an illustration
in this paper consist of 20 written directions within
the urban road network: 9 subjects were asked to
describe the route from their homes to the univer-
sity to a visitor and to a neighbour, and from the
university to a fixed, known destination.

2 Corpus analysis approach for NLG

2.1 Domain specific knowledge sources

Assuming the general NLG architecture proposed
by Reiter and Dale (2000), we now examine which
types of knowledge might be acquired from cor-
pora to support the most domain-sensitive NLG

processes.

Document planning decomposes into a process
of content determination and one of text structur-
ing. These processes use the following domain
specific knowledge sources respectively.

Message types In many NLG systems, mes-
sages are created by instantiating message types
with data received from another application. Thus
the set of possible message types is a knowledge
source for the content determination task. A mes-
sage can generally be characterized as a predicate-
argument structure: the predicate asserts a prop-
erty of an argument or a relationship between ar-
guments and is generally realized as a verb; the ar-
gument(s) consist(s) of the main domain entity/ies
to which the predicate applies. For example, in
our domain, a message might communicate an in-
struction to follow (predicate) a path (argument).
It is not the task of the NLG system to compute
this information but rather to determine what con-
figuration of information is appropriate to be com-
municated as a message.

Text structure patterns The subprocess of
text structuring makes explicit the relationship be-
tween successive messages in a text. Text structure
usually takes the form of a hierarchical structure:
a text is composed of different parts, which in turn
consist of successive messages in a particular dis-
course relationship with each other.

In the micro-planning phase, three knowledge
sources are used in the refinement of a structured
set of messages (the document plan) into a text
specification:

Lexemes for message predicates Lexicaliza-
tion mainly consists in choosing a lexeme to re-
alize each message predicate. Thus, a list of oc-
curring lexemes for each message type predicate
is a knowledge source for this process.

RE types for message arguments While the
message type specifies which arguments to realize
linguistically, the way these domain entities are re-
ferred to is still undecided. A list of types of refer-
ring expressions for each message type argument
constitutes a knowledge source for this process.

Aggregation patterns Finally, human authors
tend to combine several messages to form a sen-
tence. Knowledge about which message can be
aggregated in which syntactic constructs is needed
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in order to implement this process.

The following subsections describe major
steps in eliciting the above identified knowledge
sources.

2.2 Inventorize text planning knowledge

2.2.1 Message types

Analysing a corpus starts by identifying the ba-
sic message types occurring in the text. These
are to corpus text analysis what objects are to
domain modelling: key conceptual elements re-
sulting from segmenting a space into manageable
units. Thus the first step in corpus analysis con-
sists in segmenting the text in meaningful units,
the next step will be to classify these units into
message types. These two analysis processes usu-
ally interact, as shown in the procedure described
in Figure 5. In this procedure, a key question is
what counts as a message. A pragmatic approach
is to try to identify the message predicates first (see
procedure in Figure 5) and then to further refine
the obtained message types on the basis of occur-
ring arguments (see procedure in Figure 6). We
will illustrate these procedures with the corpus ex-
tract shown in Figure 4.

A first pass segmentation takes the full stops as
a boundary (5.1). Then, examining each sentence,
we look for re-occurring predicates: what is
being communicated? A quite straightforward
hypothesis is that route descriptions consist of in-
structions (hence our hypothesized segmentation
criterion, 5.2), more specifically to TURN (in a
direction) and to FOLLOW a path. As shown in
Figure 4, quite a few sentences occur in between
instructions, which we can not label as FOLLOWs
or TURNs (5.3). A refinement of our message
type list is necessary (5.4). Here the analysis of
message arguments (as described in Figure 6)
proves useful. A TURN typically takes a dir as
argument (e.g. ‘left’ in 251-8-2), while a FOLLOW
specifies a path (‘Burns Bay Rd’ in 251-7-3) (6.1).
However, we notice that both TURNs and FOL-
LOWSs can take a point (i.e. location where a path
ends and where a turn is to be taken) as argument
too (6.2b), e.g. ‘after the second one’ in 251-7-2
and ‘right till the end’ in 251-8-1). This leads to
the refinement of the TURN and FOLLOW mes-
sage types into TURN(DIR), TURN(POINT,DIR)
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5.1 Segment the corpus text into sentences;
5.2 List possible message types (on the basis of predicates);

5.3 Identify textual units according to the list of messages
identified in the previous step (this may involve taking
sentences together or further segmenting them);

5.4 Refine the list of possible message types (on the basis
of message arguments (see procedure in Figure 6);

5.5 Go back to step 3 unless

a. all textual units are labelled according to a coher-
ent list of message types and

b. syntactico-semantic criteria are defined for mes-
sage boundaries.

Figure 5: Procedure for segmenting text and iden-
tifying message predicates

6.1 List for every message type, the set of occurring argu-
ments;

6.2 Check whether each message type selects a disjunct list
of arguments,

a. If yes: done
b. If no: goto 6.3

6.3 Add a new message sub-type for each frequently oc-
curring combination of predicate and arguments;

Figure 6: Procedure for identifying message-
arguments

and FOLLOW(PATH), FOLLOW(PATH,POINT)
respectively. Moreover, both the point and path
arguments occur in non-instructive clauses,
as elaborations in between instructions (e.g.
251-10 and 251-7-3). After a few iterations,
our analysis results in the following list of
message types: TURN(DIR), TURN(POINT,DIR),
FOLLOW(PATH), FOLLOW (PATH, POINT),
STATE(POINT), STATE(PATH) and the notion of
an instruction remains the syntactico-semantic
criterion for determining the message boundary.

2.2.2 Text structure patterns

Both the global structure of a text and the re-
lationship among subsequent messages usually af-



Message ID | Text 4.5b 4.2 44 7.3 Text
Segm. Pred. Arg. RE type Struct.
251-7-1 You’ll go over two bridges DESCR STATE (path) path-Im
251-7-2 and after the 2nd one veer to the right INSTR TURN (point,dir) point-deic,dir
251-7-3 and you’ll be on Burns Bay Rd. DESCR STATE (path) path-name
251-8-1 Stick on this right till the end, whichis | INSTR | FOLLOW | (path,point) path-deic,
at Epping Road, point-type-name
251-8-2 which you’ll want to turn left onto INSTR TURN (dir) dir-deic
251-9-1 Epping Road will take you right near DESCR STATE (path,point) path-name, META
the uni, point-lm
251-9-2 but don’t get onto the M2 mistake. INSTR TURN (dir) dir-name META
251-10-1 A couple of kms after the M2 turn off | DESCR STATE (point) point-name-descr
is Herring Road, at the top of a hill.

Figure 4: Extract from our analysed corpus

fects other decisions along the NLG process (in
our domain the message type selection in the first
place). It is therefore useful to investigate whether
a document typically consists of different parts
and how these can be delimited. A well estab-
lished structure analysis proposed by Wunderlich
and Reinelt (1982) distinguishes among the ini-
tial route, intermediate routes and the final route.
The initial route is defined as the part of the route
that can be seen from the departure point. The fi-
nal route starts where the destination comes within
sight of the route taker. We can delimit these
parts (DEP, INT, ARR) in our corpus on the ba-
sis of message types occurring in these parts of
the route descriptions. For instance, nearly all
departure messages imply some notion of direc-
tion ((TURN(POINT,DIR)), INSTR(POINT)!, FOL-
LOW(PATH,DIR)).

The relationship between successive interme-
diate route messages is quite specific, consist-
ing mainly of an alternation between FOLLOW
and TURN messages. However, we already men-
tioned that elaborations on point or path argu-
ments may be included to further clarify an ele-
ment deemed important in the navigation process.
These elaborations relate to the instructional mes-
sages as satellites to nuclei according to Rhetorical
Structure Theory (Mann and Thompson, 1988).

'"This new message sub-type accounts for a frequently
occurring type of instructions: Leave the house (221-1-1),
which is neither a TURN, nor a FOLLOW instruction, but
rather makes explicit the point of departure in the form of
an instruction.

There may also be sporadically occurring ‘other’
messages, which don’t follow the just identified
rhetorical relationships. In the case of route de-
scriptions, we noted a number of clauses express-
ing meta information about the route (e.g. 251-
9-1) We categorize also negative instructions as
META (e.g. 251-9-2).

Thus, our corpus analysis revealed as canoni-
cal text structure: three major parts (which se-
lect particular message types) and the relationship
within the middle part consisting of sequences of
nuclei (TURN and FOLLOW messages) with pos-
sible elaborations on arguments (points or paths).
This knowledge can be formalized as a rewrite
grammar.

2.3 Inventorize micro-planning knowledge

2.3.1 Lexemes for predicates

Once the set of message types are determined
and the corpus is completely annotated, it is quite
straightforward to order the messages by type and
to inventorize the lexemes that are representative
of each of the message type classes. Table 1 pro-
vides an overview of the lexicalization options en-
countered in our corpus. Lexemes in italics face
are possible though not encountered in the corpus.
The lexicalization patterns also determine how ar-
guments are realized, the ones between brackets
are optional. With a few exceptions, lexicaliza-
tion options are identical across the message sub-
types and we have the choice among at least two
lexemes for each message (sub)type, e.g. ‘follow’
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[ Message type | Sub-type Lexicalization

[ Sub-type Lexicalization |

follow < pathnp >
continue along < pathnp >
stay on < pathyp >

keep going on < pathyp >
go down < pathnp >

TURN TURN(DIR) TURN(POINT,DIR)
turn/veer <dirapv p > (onto/into <streety p >) (at < point nyp >)turn/veer <dirapy p > (at < pointnp >)
take <diry p > (at < pointyp >)take <diryp > (at < pointyp >)
go <dirapyp > (at < pointnyp >)go <dirapvp > (at < pointnp >)
FOLLOW FOLLOW(PATH) FOLLOW (PATH,POINT)

follow < pathnp > until < pointnp >
continue along < pathnyp > until < pointnp >
stay on < pathpyp >until < pointnyp >

keep going on < pathnp > until < pointyp >
godown < pathyp > until < pointyp >

go to the end

go straight until < pointyp >

Table 1: Overview of lexicalisation options in route descriptions

7.1 Determine the domain entities for which a referring ex-
pression generation strategy is needed;

7.2 Determine the analysis parameters that may interact
with the RE strategy;

7.3 ldentify types of RE for each entity;

7.4 Inventorize REs for the entities identified in 7.1, ac-
cording to the RE types obtained from 7.3, taking into
account the parameters identified in 7.2.

7.5 Go back to 7.3 unless the current list of RE types al-
lows to annotate the domain instances.

Figure 7. Procedure for inventorizing referring ex-
pressions

and ‘continue along’ for FOLLOW messages, ‘turn’
and ‘take’ for TURN messages.

2.3.2 Types of referring expressions

The procedure for inventorizing types of refer-
ring expressions (RE) is similar to the one for lex-
icalization options but now applies to the argu-
ments of messages instead of the predicates (see
Figure 7). In general, the list of arguments iden-
tified as part of the message types are the domain
entities for which an RE strategy is needed. Thus,
in our domain, we inventorized RE types for path,
point and dir entities (7.1).

Next, we need to find out whether some as-
pects of the context in which they appear may
have an impact on the choice of a referring ex-
pression. We call these analysis parameters. Obvi-
ously, the message type is one such parameter. For
instance a deictic reference for a point occurs only
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in message type TURN(POINT,DIR). Furthermore,
we noticed that in our corpus, an entity might be
referred to by a single expression (e.g. ‘Burns
Bay Rd. for path in 251-7-3) or by a combina-
tion of expressions (e.g. ‘Herring Rd’ and ‘at the
top of a hill’ for point in 251-10) (7.2). Analy-
sis shows that points can be referred to through
the name of the intersecting street (point-name),
the type of intersection (point-type, as in ‘the end’
for a T-junction in 251-8-1), a landmark that oc-
curs at that point (point-lm, as ‘the uni’ in 251-9-
1) or a reference to an earlier mention of that point
(point-deictic, as ‘the second one’ in 251-7-2). It
has to be noted that people use world and percep-
tual knowledge that is not readily available to the
NLG system, such as about the topology of the
environment (‘at the top of a hill’ in 251-10). We
have grouped REs for which the underlying infor-
mation is not available under the common denom-
inator descriptive (7.3).

An inventory of the RE types for point shows
that mentioning the type of intersection is the only
type of RE that occurs across all message types
and that it is the most or second most frequently
used expression in each message type. It is fol-
lowed closely (in frequency) by the use of the
name of the intersecting street. In contrast to many
route descriptions studies (e.g. (Denis, 1997)),
which emphasize the importance of landmarks,
these don’t occur more frequently than the previ-
ous types. However, given that they are often used
as a single RE, it is still an important RE type.

2.3.3 Aggregation patterns

As for the preceding procedures, we need to de-
termine a set of aggregation patterns for the com-



Aggregation | # cases | # messages | % of total
type messages
0 132 133 48

1 57 116 42

2 4 8 3

3 9 18 6

1+ 2 2 1
Total 277 messages

Table 2: Occurrence of aggregation patterns in the
corpus

bination of messages in sentences and the analy-
sis parameters that might affect their occurrence.
Following Reiter and Dale (2000), we distinguish
among simple conjunctions (type 1), aggregation
with shared constituents or structure (type 2) and
syntactic embedding (type 3). Aggregation type 2
occurs only rarely in our corpus. Not surprisingly,
since instructive sentences, have no linguistically
realized subject (to share). Also the object of a
FOLLOW and a TURN message are, by definition,
different. Examples of the other two patterns of
aggregation do occur frequently: 251-7-1/3 exem-
plifies the coordination of three messages in one
sentence (type 1) and 251-8-1/2 illustrates how a
TURN message is syntactically embedded in the
preceding FOLLOW message. Furthermore, we la-
belled the messages which are realized by one sen-
tence (or more) as type 0.

Since we are interested in finding out how mes-
sages are combined into sentences, the message
type is an obvious analysis parameter, but also the
position in the sentence (does this message occur
in the first or second position in a conjunction or
as main or subordinate clause in the syntactic em-
bedding?). Table 2 shows that most messages are
either mapped onto a single sentence (type 0) or
simply coordinated (type 1).

As to the relationship between the aggregation
type and the message type, further analysis of type
1 aggregation shows that a TURN(POINT-DIR)
message is most likely to be coordinated, espe-
cially in first position (27/57). In fact, half of these
coordinated TURN(POINT,DIR) messages (13/25)
are followed by a FOLLOW message. Thus, we
might consider TURN(POINT,DIR) and FOLLOW
(see 251-7-2/3) to be a likely candidate for an ag-

gregation pattern.

3 Integration in NLG development cycle

As described so far, the knowledge sources con-
sist of inventories of constructions occurring in the
corpus. They provide a range of choice options
for every step in the generation process. We have
built and NLG system for route descriptions by
combining each of the above knowledge sources
with generic NLG processes. The 6 elicited mes-
sage types (predicates and arguments) constitute
the backbone of our system, lexicalisation is kept
fairly straightforward and we have implemented
an RE strategy for point based on the 4 elicited
RE types (see details in Dale et al. (2003)). Given
input information for a particular route, the sys-
tem realizes the first choice option for each step
in the generation process and, using the mecha-
nism of backtracking, it can realize every possible
combination of choice options. The following two
fragments (for the route presented in Figure 2) il-
lustrate the range of variation resulting from mul-
tiple choice options w.r.t. message type selection
and REG.

Follow Richmond Street for 146m.
Turn right onto Lovell Road.

Follow Lovell Road for 37m. until you
reach North Road.

Turn left.

Follow Richmond Street until you reach
the end.

Turn right. Follow Lovell Road for 37m.
At the roundabout, turn left onto North
Road.

Additional control knowledge is needed to reduce
the number of generated alternatives and to de-
termine which constructs to apply in a given sit-
uation. Elicitation of control knowledge requires
to take into account the context, both linguistic
(which message precedes, follows, in which part
of the text does this message appear?) and non-
linguistic context (i.e. application dependent fea-
tures of the instances which form the arguments of
the messages). This is a multi-dimensional prob-
lem, again highly domain dependent, which is the
object of our on-going work.
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4 Conclusion

As pointed out by Reiter et al.(Reiter et al., 2000),
the evaluation of the knowledge acquisition pro-
cess is very costly and yields only suggestive out-
comes. This holds also for our domain, where the
effectiveness of descriptions depends on many ex-
tra linguistic factors, such as user preferences and
physical properties of the environment. At this
stage in the development, we consider the capabil-
ity of generating a range of possible formulations
(as cited in Section 3), occurring in a corpus of hu-
man generated descriptions to be an important step
towards more natural route descriptions (compare
these with Figure 2 and 3). We plan however small
scale informal evaluations of the system including
control knowledge.

While the examples cited are from one corpus,
the approach has been used in other corpora be-
longing to a different sub-domain: directions for
navigation by foot on two different campuses. In-
terestingly, comparing these analyses with the one
presented here sheds a light on the differences be-
tween these sub-domains and allows us to term
these in concrete figures, e.g. about the distribu-
tion of message types, RE types and aggregation
patterns. Corpus analysis in view of NLG thus
contributes to the understanding of the domain.

More importantly, this work is part of an ongo-
ing endeavour to formalize and clearly distinguish
NLG knowledge that is generic (hence reusable)
from domain specific knowledge which has to be
acquired for every new application domain. A sys-
tematic approach to corpus analysis contributes to
the bottom-up elicitation of these distinctions.
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Abstract

Handling the dependencies among
alternatives in composing expressions
in an efficient and qualitatively accurate
manner is a fundamental problem of
NLG. To pursue this goal effectively,
simplifications are put forward in
practical approaches, but also ambitious
control regimes are tried out occasion-
ally. However, neither of these is able to
operate adequately on larger and
involved structures. Approaching this
issue in a methodological way, we
present a case study from the area of
mathematical proofs that illustrates the
rhetorically motivated reorganization of

machine-generated case analyses.

Ingredients of this investigation are the
design of optimization operations,
effect-minimizing orderings on groups
of operations, and tentative applications
of local operations to test the effects of
crucial dependencies. Our approach
conceives NLG as a standard pipe-line
architecture putting emphasis on
orderings, with local revisions as a
minor extension. This is particularly
effective when text planning is orga-
nized as an optimization rather than as
a construction process, such as for the
presentation of mathematical proofs.

1 Introduction

Handling the dependencies among alternatives
in composing expressions in an efficient and
qualitatively accurate manner is a fundamental
problem of NLG. To pursue this goal effect-
ively, simplifications are typically put forward
in practical approaches, following the standard,
pipe-line architecture (Reiter, 1994). In order
to handle dependencies in a more profound
manner, some ambitious control regimes have
been tried out to compute the best combination
of alternatives within a local task that satisfies
the constraints imposed by these dependencies.
Tasks addressed include lexicalization (Beale,
1997) and referring expression generation
(Gardent, 2002), which transfer the problem,
making it accessible to a general and fast
search procedure (on the lines of (Germann et
al. 2001) for machine translation). However,
neither of these approaches is able to operate
adequately on larger and involved structures.
Approaching this issue in a methodological
way, we present a case study from the area of
mathematical proofs, that illustrates the rheto-
rically motivated reorganization of machine-
generated case analyses. In order to adapt the
structure of machine-generated proofs better
on human needs, we have analyzed differences
between internal proof representations and
some structural properties underlying textbook
proofs, focusing on case analyses. The differ-

39



ences observed inspired us in defining a set of
restructuring operations for proof graph repre-
sentations whose contextually motivated appli-
cation enables expressing these reasoning
structures in a rhetorically adequate manner.
Ingredients of this investigation are the design
of optimization operations, effect-minimizing
orderings on groups of operations, and tenta-
tive applications of local operations to test the
effects of crucial dependencies. Our approach
conceives NLG as a standard pipe-line archi-
tecture putting emphasis on orderings, with
local revisions as a minor extension. This is
particularly effective when text planning is
organized as an optimization rather than as a
construction process, such as for the presen-
tation of mathematical proofs.

This paper is organized as follows. We exam-
ine the role of case analysis in book presen-
tations. We formalize a set of reorganization
operations, and describe their contextually
motivated application. We illustrate the effect
of these operations by reorganizing a moder-
ately complex proof for NL presentation.
Finally, we discuss impacts of our approach.

2 Motivation — Needs of the Domain

Representations of results of automatically
found proofs differ from rhetorically adequate
natural language (NL) presentations of these
proofs not only in their format and
conventions but more fundamentally in their
content and structure. While the adequacy of a
presentation's content has been addressed by a
number of transformation and abstraction
techniques, a proof's structure is typically
preserved by today's proof presentation
systems. This is hardly surprising — preserving
given structures in specifications is also what
NL generation systems typically do.

If either a or b is O, then both labl and lallbl are equal to O.
Ifa>0and b > 0, then ab > 0 so that labl = ab = lallbl.
Ifa>0and b <0, then ab < 0 so that labl = -ab = a(-b) =
lallbl. The other two cases are treated similarly.

Figure 1. The proof of the lemma labl = lallbl
in an analysis textbook (Bartle, Sherbert, 1991)
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Case analysis is a common reasoning structure
in several areas of mathematics. It is applied to
solve subproblems which require distinct infer-
encing in dependency of the values that some
expression can take. The simplest and rather
common distinction is truth or falsity of a
logical expression. Another common situation
is the distinction of values of a numerical
expression when broken down into intervals.
As an example, consider a proof of the ele-
mentary lemma labl = lallbl. In an introduc-
tory book on analysis (Bartle, Sherbert, 1991),
it runs as indicated in Figure 1. A verbalization
in the style of the proof presentation system
P.rex (Fiedler, 2001) is given in Figure 2. In
contrast to the stereotype machine-generated
text, the textbook version is better for two main
reasons: (1) each case conveys a reasoning
chain distinct from other cases, and (2) concise
conditional clauses are formulated instead of
overloaded textual markings of underlying
case structures. Further effective presentation
means used in the textbook are leaving out
easily inferable intermediate steps (1051, 1aOl,
01b1, lal0 in the machine-generated version),
referring to analogy, thereby trusting the
addressee to be able to make use of it, and
extraposing crucial justifications (ab < 0, ab >
0). In order to present case analyses of auto-
matically found proofs in a similar manner,
making adequate use of these presentation
means is required. The inference issue, that is

To prove the lemma, let us consider the cases where a = 0,
a >0, and a < 0, respectively.
Case 1: a = 0. Then labl = 105l = 0 = 01l = lallbl.
Case 2: a > 0. Let us consider the cases where b =0, b > 0,
and b < 0, respectively.
Case 2.1: b = 0. Then labl = 1a0l = 0 = 1al0 = lallbl.
Case 2.2: b > 0. Then labl = ab = lallbl.
Case 2.3: b < 0. Then labl = -ab = a(-b) = lallbl.
Case 3: a < 0. Let us consider the cases where b =0, b > 0,
and b < 0, respectively.
Case 3.1: b = 0. Then labl = 1a0l = 0 = 1al0 = lallbl.
Case 3.2: b > 0. Then labl = -ab = (-a)b = lallbl.
Case 3.3: b < 0. Then labl = ab = (-a)(-b) = lallbl.

Figure 2. The proof of the lemma labl = lallbl
in the style of the system P.rex (Fiedler, 2001)



crucial for many machine-found proofs, can
be handled reasonably well (Horacek, 1999).
Therefore, we can concentrate our effort on
transducing case analysis structures underlying
machine-found proofs into structures that
mimic those found in textbooks. For this
purpose, we have analyzed presentations of
comparably simple proofs in two textbooks: a
book on analysis (Bartle, Sherbert, 1991) and
another one on algebra (Lamprecht, 1981).
The proofs examined are likely to be subject to
explanations or to exercises in tutorial sessions.

The central issue is to characterize situations
for the use of implicit forms of expressing case
analyses, in terms simple enough for estimating
them on the level of the proof graph. Implicit
forms may be sequences of conditional clauses,
followed by stating that the conclusion is inde-
pendent of the conditions, or preceding a
critical case, introduced by “it remains to show
that this also holds for <condition>". There-
fore, we have looked at complexities of the
inference chains and expressions involved. For
the formal account, we have approximated
these properties in terms of the number of
clauses (a series of equations was counted as a
single clause). We found out that case analyses
are expressed explicitly only if the presentation
of two or more individual cases requires a
certain degree of complexity. Therefore, we
consider the length of the second largest
branch a crucial parameter (P;, default value 2)
according to the results in Table 1 (26
examples found in the two books). Short case
analyses marked explicitly contain untypically
large expressions (we neglect this because of
the low frequency), or they combine several
cases (e.g., by the union of intervals).

Further characterizations gained from the
textbook proofs are as follows: The case anal-
yses contain mostly two, rarely more than three

length of inference chain per case non-largest cases
1 2345>512345>5
860000

350322

number of clauses
frequencies implicit forms 121231 1 1

frequencies explicit forms 1 9 52 4 4

Table 1. Textual forms of expressing case
analyses and number of clauses

cases. Therefore, we limit the number of cases
by P, (with default 5), for case analyses built
by reorganization. Moreover, case expressions
found are not more complex than a disjunction
of two relations of compatible type (as in
Figure 1). We take this into account by using a
parameter for the maximum number of oper-
ators in case expressions, P; (with default 3).
Furthermore, all case expressions with an equi-
valence treated as a conjunction of two impli-
cations with opposite directions were marked
explicitly, which is easy to obey as a qualitative
criterion. Finally, we encountered only one
nested case analysis (a longer induction proof),
although it is clear from the literature that this
occurs more frequently in advanced proofs.
The estimated parameter values guide
pursuing the requirements for a rhetorically
adequate presentation of case analyses:

* Be economic by keeping the number of
cases small.

e Produce structures that enable the use of
implicit textual forms.

* Avoid nested case analyses, values of P, and
P; permitting.

In order to fulfill these requirements, some
measures are applied, including the reduction
of inference chains within individual cases,
aggregation of nearly identical cases, and the
linearization of nested case analyses. The
structures obtained can be explored in a
human-oriented way by focusing on crucial
distinctions, and they can be expressed more
naturally and concisely by NL texts.

3 Restructuring Operations

As the texts in Figures 1 and 2 demonstrate,
automatically generated proofs typically meet
these requirements to an insufficient degree
only. Since there are several logically equi-
valent forms of a proof, building alternative
representations can be pursued that are prefer-
able in rhetorical terms. This is done by
condensing a proof, to meet the constraints just
elaborated. Three operations aim at this goal,
through reducing case analyses in terms of
their length, number of cases, and depth:

41



42

Operation 1. The length of the reasoning
line within a single case can be reduced if a
subsequence heading this inference line is
independent of the case assumption. This
subsequence can be lifted out of the scope
of the case analysis, and precede the case
analysis in the presentation. This operation
may be applicable several times, to multiple
branches within the same case analysis.
Lifting out subsequences is then delicate due
to coherence matters, since reasoning chains
that are originally sequential would become
interleaved. Therefore, if several cases can be
reduced by this operation, it is only applied
to the one leading to the largest reduction,
provided the second largest branch gets
reduced enough so that its length falls below
threshold P; (see the example in Section 5).

Operation 2. The number of cases can be
reduced if the reasoning lines in some of the
cases are identical but for references to the
corresponding case assumptions. Such cases
can be aggregated by building a disjunction

of their assumptions, and by substituting this

expression for the references to the original
assumptions, provided that case expression is
less complex than P3; allows. Remaining
within complexity limits may be possible by
simplifications (e.g., union of overlapping or

adjacent intervals). If not only some cases,
but all cases can be aggregated this way, the
entire case analysis collapses into a single
inference chain. This can occur frequently
in connection with calls to external systems,
such as computer algebra systems — a case
analysis has to be carried out for each value

separately, but it turns out that the inference

lines differ only in these values. We encount-

ered such a situation for categorizing residue
classes (Meier, Pollet, and Sorge, 2002). In
our current context, operation 2 is applicable
to cases 2.1 and 3.1 in the proof in Figure 2,

provided these cases are lifted from the
embedding case analyses (through operation

3). Operation 2 would also be applicable to
any of these cases and case 1, provided the
intermediate expressions (la0], lalO, 10bl,
01bl) are left out — this illustrates the impor-

tance of handling the inferability issue.

Operation 3. The depth of a case analysis
with further embedded case analyses can be
reduced by lifting an embedded case anal-
ysis to the level of the embedding one. This
is done by moving copies of the inferences
of the embedding case that precede the
embedded case analysis into that structure,
and by merging the case assumption asso-
ciated with the embedding case with each of
the case assumptions associated with the
embedded structure. Requirements for this
operation are that the types of relations in
the merged case assumptions are compatible,
that the resulting expression is less complex
than P, and P; allow, and that the original
structures would be expressed explicitly;
otherwise, nested structures are maintained.
Moreover, if a length increase is the result of
copying inference sequences, subsequent
applications of operation 2 to cases from
different levels in the original structure must
yield reductions compensating that increase.

These operations are formally defined in
Figure 3, using generalized case schemata with
an arbitrary number of cases n:

[Fil

AlLvE; A Fil-G CASE

i=1,n

A represents a set of assumptions, and F, G, and
H (with or without indexes) are metavariables
representing expressions. The case schema
represents the conclusion that G is derivable
from the assumptions A (A |- G), on the basis of
two premises: 1) there is a case split, that is, one
of the cases F; holds, given the assumptions A
(A |- vF;) for 1<i<n, and 2) asssuming an
arbitrary one of these cases ([F;]) enables the
derivation of G from the assumptions A and
the case assumption F; (A, F;I- G).

In operation 1, the derivation Ay |- Fy, is
lifted out of the scope of the embedding case
analysis, since it is independent of the case
assumption [Fi]. In operation 2, the two cases
[F;] and [F] are aggregated into a single case
[F; v F], provided the associated derivation
trees (tree(A, F; I- G) and tree(A, Fi I- G),
respectively), are identical but for the appear-
ances of F; and Fy, so that substituting F; v Fy



Operation Original case schema Modified case schema Constraints
[Fi] [Fiz] Aol Fp [Fil [Fiz]
i=tn Aol Fo A Fyl-Aj i=1,n A {F} - A
1) AL vF; Fo.M V-G AFiul-Gcase = ALVF, ALFg-G A Fiul-G CASE AD Ay
Al-G Al-G
i=l,n [Fj] [Fk] [Fizj k] i=ln  [Fj VFr]l [Fizkl tree(4, Fjl- G) [FjIFj v F]

2) ALVFiAFil-GA FilGA Fizjil-G casE = AlLVFi A Fiv Fil-GA Fizixl- G cASE =

Al-G Al-G tree(4, Fi - G) [FilFj v Fi]
[Fi] [Fiz=] i=1,n (izk): Hi= Fi
@MQ J=1,m [Gj] [H]] i=n+1,n+m: Hi= FrV Gia
i=l,n VG Go. Gj. Fi - Fo i=1n+m (i2k) tree(A, H; - G) =
3) ALvF;, A FG A Fiz |-G case = AlLVvH; A Hjl-G case Adjoin(tree(Ag - Go),
Al-G Al-G tree(Gi, Go, Fx |- Fo, A - G))

Figure 3. Proof reorganizing operations that reduce case analyses in terms of length (1), number
of cases (2), and depth (3)

for each of them leads to identical derivation
trees. Finally, operation 3 merges the cases [ Gj]
with the embedding case [F], which replaces
case Fy by m new cases in the embedding case
analysis. The new case assumptions are Fy v
Gi.», and the derivation trees (tree(Ao |- Go)
from Fy, and tree(Gy, Gj, Fi I- Fo, A |- G) from
each G;) are composed through adjoinment.

4 Organizing the Reorganization

Judging the adequacy of individual operation
applications in context is delicate since it is not
locally clear whether or not a case analysis can
ultimately be expressed by a concise sentence
pattern. There are two reasons for this diffi-
culty, which are typical for processes in NL
generation and organizing their specifications:

External dependencies, which appear in
terms of how inference chains within a case
analysis are verbalized. This is determined
by decisions about the content (building
abstractions due to the inferability issue)
and about form, the verbalization proper.

Internal dependencies, since reductions are
usually brought about by the composition
of several operation applications.

In order to handle external dependencies, the
content-related processes (here: the abstraction
process as defined in (Horacek, 1999)) are

carried out prior to dealing with reorgani-
zation, since this usually leads to significant
length reductions that are unforeseeable other-
wise. Doing this independently of case analysis
reorganizations is also possible, because the
inferability addresses sequences of inferences
rather than tree-like structures. Conversely,
effects of proper verbalization have to be anti-
cipated, because interleaving them with reorga-
nization would be very expensive — verbalizing
some substructures several times would be
required, since the reorganization process uses
local backtracking (see below). Therefore,
length estimates are required for the resulting
structures. We obtain them by simply counting
the number of inference steps, adding one
point for required structural markings. The
numbers obtained this way are comparable to
the threshold parameters estimated on the basis
of the empirical analysis.

Concerning internal dependencies, deter-
mining the local suitability is only difficult for
operation 1. In theory, multiple applications to
the same case may be possible and required to
be tested; in practice, it is mostly a single appli-
cation. However, testing multiple applications
in an efficient manner is not trivial. It is done
by traversing the proof subgraphs of each case
separately, starting from the leaf nodes, until a
use of the case assumption is encountered; the
size of the remaining portion of the proof
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[P(c.d)] a1

[P(d.b)] a1 (20)
=P(a,b), Transitive(P) mT
~P(a,d) v_-P(d,b). P(d,b) DE
—P(a.d), Transitive(P) mp —P(a.d), Alternate(P.Q) pE
aP(a.c) v_aP(c,d). P(c,d) DE
—P(a,c), Alternate(P.Q) pg

Q(a.c). Commutative(Q) mp

aP(d,b), Alternate(P,Q) pE
Q(d,b), Commutative(Q) mp
Q(b,d), Q(c,b), Transitive(Q) mp

(19 [=P(c.d)] a1 (1)
[-P(d.,b)] a1  (2f) _=P(c,d). Alternate(P.Q) DE

[Qe.0)] a1 (31) [=Q(c.b)] a1 (3)

=Q(¢,b). Alternate(P,Q) pe =P(d,b). Transitive(P) Mt

P(c,b), =P(d,c) v_=P(c,b) DE

—P(d,c). Alternate(P,Q) pg
Q(d,c). Commutative(Q) mp

Q(c,a), Transitive(Q), Qa.d) mp (3) Q(c.b) v.=Q(c,b)).  Qlc,d), Q(c,d) CASE
(2) Pb)v-PdDb). Qlcd Q(c,d) cASE
(1) Ped) v—Pcd) Q(cd), Q(c.d) casE

Q(e.d)

Figure 5.

Initial representation of the proof, abstracted to applications of commutativity,

transitivity, and alternativity axioms

subgraph is then compared with P;. That leaves
the dependencies among these operation to be
dealt with. Within a full proof, this is done by
traversing the entire proof graph starting from
its leaf nodes. If a case analysis is encountered,
operation 2 is tried first, for all pairs of cases
(quadratic complexity). Next, operation 1 is
tested for each branch, and the suitability can
be decided due to the prior application of
operation 2. Finally, linearization with eventu-
ally embedded case analyses is treated. If this
application of operation 3 leads to a number of
cases larger than P, it is applied tentatively,
testing the effect of operation 2 for the combi-
nations of cases not yet considered (one from
each of the case analyses combined tentati-
vely). If this leads to a sufficient reduction, the
process is resumed with the structures built
tentatively; otherwise, with those built before.

S A Moderately Complex Example

In this section, we illustrate the capablities of
our method by a proof to the problem speci-
fied in Figure 4. The abstracted proof repre-
sentation is given in Figure 5, with abbre-
viations for the use of axioms: the predicates

Let Q be a transitive and symmetric relation and P a
transitive relation. Let P and Q hold 'alternatively’, i.e.,
P(x,y) v Q(x,y) for all x and y. Let also =P(a,b) for some
arbitrary a and b.

Then Q(c,d) holds for arbitrary ¢ and d.

Figure 4. Problem definition
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transitive, commutative, and alternate (of P or
Q) stand for the instantiated forms of these
axioms in the specific proof line. Moreover,
MP, MT, DE, Al, and CASE stand for modus
ponens, modus tollens, disjunction elimination,
assumption introduction, and case analysis,
respectively. This form is obtained from the
machine-oriented proof by abstracting to the
partial assertion representation level according
to (Horacek, 1999), that is, applications of
axioms, unless their use is considered cogniti-
vely difficult (e.g., modus tollens, as motivated
in (Johnson-Laird, Byrne, 1990)).

The proof contains three case analyses,
discriminating according to the truth values of
P(c,d) (1), P(d,b) (2), and Q(c,b) (3), with true
(t) and false (f), labeled accordingly in Figure
5. Due to their nestings, a completely explicit
verbalization of this structure would result in a

[=P(c.d)] a1 [P(c.d)] A1

[P(d.b)] A1 [=P(d.D)] A1
—P(d,b). Alternate(P,Q) pE
Q(d,b). Commutative(Q) mp
Qb.d)
[Q(e.D)] A1 [Q(c.D)] A1
Q(b.d). Q(c,b). Transitive(Q) mp

Qle.b) v =Q(c,b). Qle.d). Qlc.d) cASE

P(d.b) v =P(d,b)). Q(c,d) Q(c.d) cASE
Plc.d) v =P(c,d). Q(c.d). Q(c,d) cASE

Q(c.d)

Figure 6. Final representation of the proof,
focusing on modified parts



rather cumbersome text. Since operation 2 is
not applicable to any substructure here, we
focus on the other operations. Starting with the
most embedded case analysis, (3), the applic-
ability of operation 1 is tested for both of its
branches. In (3t), the first three inference steps
are independent of Q(c,b), while it is only the
first one in (3f) for =Q(c,b). Since the structure
resulting from lifting the longer inference
subsequence (of (3t)) out of the scope of (3)
remains within the limits P> and P3, operation 1
is applied within (3t). Moving on to the
embedding case analysis, (2), operation 1 is
only applicable to the first inference step in
(2t), but with an insufficient reduction. Oper-
ation 3 is not applied because of the expect-
ation that the embedded case analysis can be
expressed in an implicit form. Conversely, this
operation is also not applied in (1), because
this expectation holds for the embedding case
analysis. Figure 6 illustrates the structural
changes imposed on the proof graph in Figure
5, and the later reordering of (1). Figure 7
gives a possible verbalization. It is based on the
assumption that axiom uses, unless being in
modus tollens direction, are inferable and can
be omitted, and that facts used in inferences
need to be reintroduced after not being menti-
oned for some time (see the model in P.rex).
Altogether, the example demonstrates that only
a few of all possible operator applications are

If =P(c¢,d) holds, Q(c,d) follows. Hence, it remains to

show, that Q(c,d) also holds if P(c,d). To prove that, let

us consider the cases where P(d,b) and —P(d,b) hold,
respectively.

1. P(d,b) holds. Then —P(a,b) implies —P(a,d) v -P(d,b)
due to transitivity, which implies —P(a,d) and further
Q(a,d). -P(a,d) implies —P(a,c) v =P(c,d) due to
transitivity, and further —P(a,c) due to P(c,d). This
implies Q(a,c) and further Q(c,a). Then Q(a,d) implies
Q(c,d).

2. —=P(d,b) holds. This implies Q(d,b) and further Q(b,d).
If Q(¢,b) holds, then Q(c,d) is valid. If =Q(c,b) holds,
then P(c,b). -P(d,b) implies =P(d,c) v —P(c,b) due to
transitivity. This implies —P(d,c) and further Q(c,d).

Hence Q(c,d) irrespective of the truth of P(d,b).

Figure 7. A possible verbalization of the proof
sketched in Figure 6

truly effective, guided by anticipations about
options available in subsequent processing.

6 Discussion

Proof presentation systems, as NLG systems in
general, tend to express all specifications expli-

citly and in a form widely corresponding to
these specifications. Text planning, notably
approaches based on Rhetorical Structure
Theory (RST) (Mann, Thompson, 1983)
address the choice of connectives and clause
structures, such as subordinates versus
embedding. Exceptions deal with differences
between intentional and ideational structures
(Maier, 1985) and elaborations on sequences
(Horacek, 1998). The latter measure is also
incorporated into skillful presentations of the
specific form of series of inequations, for
remarks on individual steps in such a series
(Fehrer, Horacek, 1997). Altogether, no
approach to proof presentation or to NLG in
general is able to deal with structures of a case
analysis in a rhetorically adequate manner.

The task of proof presentation in natural
language can be considered a special form of
NLG with restricted language and embedding
of formulas, where the machine-generated
proof is interpreted as a complete and correct,
but rhetorically inadequate text plan. Conse-
quently, reorganizations are essential contri-
butions for making machine-generated
solutions (here, proofs) better accessible for
tutorial purposes (Melis, Horacek, 2000). The
modified proofs indicate more adequately
which distinctions to make and what cases to
consider first — these are essential aids for
supporting humans when searching for a proof
in a tutorial environment.

The use of reorganization operations can
be considered a first step towards a new
approach to text planning. It is conceptualized
as an optimization process to some externally
given highly structured specification, rather
than a homogeneous process (Marcu, 1997)
that is applied to sets of facts and relations.
Many choices are motivated by soft, size-
related criteria, as opposed to the more usual
qualitative rhetorical preferences. Text
planning is broken into a sequence of
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subphases, so that the most intertwined depen-

dencies can be dealt within the same subphase
in a computationally reasonable manner. The
position of a subphase is determined by
assessing whether results from other subphases
should be available, or estimating them is suffi-

cient for well-motivated choices. Hence, we
would incorporate lemmatization into our
present model between the inferability and the
case analysis task. The deletions obtained by
the inferability task are the most crucial infor-

mation, while the effects of lemmatization are
more global than those of handling case anal-

yses. This process organization mediates
between opportunistic application of operators
and a systematic procedure (as (Dalianis, 1999)
and (Shaw, 1998) for aggregation, respect-

ively). It constitutes a compromise between
potentially considering all possible combi-

nations and a strict pipe-line.

7 Conclusion

In this paper, we have addressed dependencies
among alternatives in composing expressions,
for larger and involved structures. We have
presented a case study from the area of mathe-

matical proofs that illustrates the rhetorically
motivated reorganization of machine-gener-

ated case analyses. A set of restructuring oper-

ations is defined on the proof graph whose
contextually motivated application enables
expressing these reasoning structures in a
rhetorically adequate manner. Operations
include shortening inference chains within
individual cases, aggregation of nearly iden-

tical cases, and the linearization of nested case
analyses. We will soon integrate the stand-alone
process into the system P.rex. Our approach
shows a new kind of handling dependencies in
text planning, and it contributes to expressing
mathematical proofs for didactic purposes.
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A New Model for Generating Multimodal Referring Expressions
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Abstract

We present a new algorithm for the gen-
eration of multimodal referring expres-
sions (combining language and deictic
gestures).! The approach differs from
earlier work in that we allow for various
gradations of preciseness in pointing,
ranging from unambiguous to vague
pointing gestures. The model predicts
that linguistic properties realized in the
generated expression are co-dependent
on the kind of pointing gesture included.
The decision to point is based on a trade-
off between the costs of pointing and the
costs of linguistic properties, where both
kinds of costs are computed in empir-
ically motivated ways. The model has
been implemented using a graph-based
generation algorithm.

1 Introduction

The generation of referring expressions is a cen-
tral task in Natural Language Generation (NLG),
and various useful algorithms which automatically
produce referring expressions have been devel-
oped (recent examples are van Deemter 2002, Gar-
dent 2002 and Krahmer et al. 2003). A typical al-
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to Sebastiaan van Erk, Fons Maes, Paul Piwek and André
Verleg. Krahmer’s work was done within the context of the
TUNA project, funded by Engineering and Physical Sciences
Research Council (EPSRC) in the UK, under grant reference
GR/S13330/01.

Ielka van der Sluis
Computational Linguistics and Al
Tilburg University
I.F.vdrSluis@uvt.nl

gorithm takes as input a single object v (the tar-
get object) and a set of objects (the distractors)
from which the target object needs to be distin-
guished (borrowing terminology from Dale and
Reiter 1995). The task of the algorithm is to de-
termine which set of properties is needed to single
out the target object from the distractors. This is
known as the content determination problem for
referring expressions. On the basis of this set of
properties a distinguishing description in natu-
ral language can be generated; a description which
applies to v but not to any of the distractors.

We describe a new algorithm which aims at pro-
ducing multimodal referring expressions: natural
language referring expressions which may include
deictic pointing gestures. There are at least two
motivations for such an extension. First, in vari-
ous situations a purely linguistic description may
simply be too complex, e.g., because the domain
contains many highly similar objects. In those
cases, including a deictic pointing gesture may be
the most efficient way to single out the intended
referent. Second, if we look at human commu-
nication it soon becomes apparent that referring
expressions which include pointing gestures are
rather common (Beun and Cremers 1998). Various
algorithms for the generation of multimodal re-
ferring expressions have been proposed (e.g., Co-
hen 1984, Claassen 1992, Huls et al. 1995, André
and Rist 1996, Lester et al. 1999, van der Sluis
and Krahmer 2001).2 Most of these are based

These algorithms all operate on domains which are in the
direct visual field of both speaker and hearer. Throughout this
paper we will make this assumption as well.
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on the assumption that a pointing gesture is pre-
cise and unambiguous. As soon as a pointing
gesture is included, it directly eliminates the dis-
tractors and singles out the intended referent. As
a consequence, the generated expressions tend to
be relatively simple and usually contain no more
than a head noun (this block) in combination with
a pointing gesture. Moreover, most algorithms
tend to be based on relatively simple, context-
independent criteria for the decision whether a
pointing gesture should be included or not. For
instance, Claassen 1992 only generates a pointing
gesture when referring to an object for which no
distinguishing linguistic description can be pro-
duced. Lester et al. 1999 generate pointing ges-
tures for all objects which cannot be referred to
with a pronoun. Van der Sluis and Krahmer (2001)
use pointing if the object is close or when a purely
linguistic description is too complex, where both
closeness and complexity are measured with re-
spect to a predefined threshold.

The approach described in this paper differs
from these earlier proposals in a number of ways.
We do not assume that pointing is always pre-
cise and unambiguous. Rather we allow for var-
ious gradations of preciseness in pointing, rang-
ing from unambiguous to vague pointing gestures.
Precise pointing has a high precision. Its scope
is restricted to the target object, and this directly
rules out the distractors. But, arguably, precise
pointing is ‘expensive’; the speaker has to make
sure she points precisely to the target object in
such a way that the hearer will be able to unam-
biguously interpret the referring expression. Im-
precise pointing, on the other hand, has a lower
precision —it generally includes some distractors
in its scope— but is intuitively less ‘expensive’.’

The model for pointing we propose may be
likened to a flashlight.* If one holds a flashlight
just above a surface, it will cover only a small area
(the target object). Moving the flashlight away

3This intuition is in line with the alleged existence of neu-
rological differences between precise and imprecise pointing.
The former is argued to be monitored by a slow and con-
scious feedback control system, while the latter is governed
by a faster and non-conscious control system located in the
center and lower-back parts of the brain (see e.g., Smyth and
Wing 1984, Bizzi and Mussa-Ivaldi 1990).

“This analogy was suggested by Mariét Theune (p.c.)
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will enlarge the cone of light (shining on the tar-
get object but probably also on one or more dis-
tractors). A direct consequence of this “Flash-
light model for pointing” is that we predict that the
amount of linguistic properties required to gener-
ate a distinguishing multimodal referring expres-
sion is dependent on the kind of pointing gesture.
Imprecise pointing will require more additional
linguistic properties to single out the intended ref-
erent than precise pointing.

In our proposal, the decision to point is based
on a trade-off between the costs of pointing and
the costs of a linguistic description. The latter are
determined by summing over the costs of the indi-
vidual linguistic properties used in the description.
Arguably, the costs of precise pointing are deter-
mined by two factors: the size of the target object
(a big object is easier to point at than a small ob-
jects) and the distance between the target object
and the pointing device (objects which are near
are easier to point to than objects that are further
away). As we shall see, Fitts’ law —a fundamental
empirical law about the human motor-system due
to Fitts (1954)— can be used to model the costs of
precise pointing. In addition, we shall argue that
Fitts’ law allows us to capture the intuition that im-
precise pointing is cheaper than precise pointing.

The algorithm we describe in this paper is a
variant of the graph-based generation algorithm
described in Krahmer et al. (2003). It models
scenes as labelled directed graphs, in which ob-
jects are represented as vertices (or nodes) and the
properties and relations of these objects are rep-
resented as edges (or arcs). Cost functions are
used to assign weights to edges. The problem
of finding a referring expression for an object is
treated as finding the cheapest subgraph of the
scene graph which uniquely characterizes the in-
tended referent. For the generation of multimodal
referring expressions, the scene graph is enriched
with edges representing the various kinds of point-
ing gestures. Since the algorithm looks for the
cheapest subgraph, pointing edges will only be se-
lected when linguistic edges are relatively expen-
sive or when pointing is relatively cheap.

The rest of this paper is organized as follows. In
section 2 we describe the ingredients of the mul-
timodal graph-based approach to the generation
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Figure 1: An example scene.

of referring expressions. Section 3 is devoted to
determining the costs of linguistic properties and
gestures. Section 4 describes the algorithm, and
illustrates it with a worked example. In section 5,
we summarize and discuss some of the properties
and predictions of the model.

2 Generating multimodal referring
expressions

2.1 Scene graphs Consider the visual scene de-
picted in Figure 1, consisting of a set of objects
with various properties and relations. In this par-
ticular scene M = {ds,...,dg} is the set of enti-
ties, Prop = { small, large, black, white, block
} is the set of properties of these objects and Rel =
{ left-of, right-of } the set of relations. We repre-
sent a scene as a labelled directed graph. Let
L = Prop U Rel be the set of labels with Prop
and Rel disjoint, then G = (Viz, E¢) is a labelled
directed graph, where Vi C M is the set of ver-
tices and E C Vi x L x Vg is the set of la-
belled directed edges.’ Two other notions that we
use in this paper are graph union and graph exten-
sion. The union of graphs F' = (Vp, EF) and
G = (Vg,Eq) is the graph F UG = (Vp U
Vo, Erp U Eg). If G = (V,E) is a graph and
e = (v,l,w) is an edge between vertices v and w
and with label [ € L, then the extension of GG with
e (notated G + e) is the graph (V U {v, w}, EUe).
Figure 2 contains a graph representation of the
scene depicted in Figure 1.° Notice that proper-
ties are represented as loops, while relations are
modelled as edges between different vertices.

2.2 Referring graphs Suppose we want to gen-
erate a distinguishing description referring to dj.
Then we have to determine which properties

SHere and elsewhere subscripts are omitted when this can
be done without creating confusion.

®We only model the direct spatial relations under the as-
sumption that a distinguishing description would not use a
distant object as a relatum when a closer one can be selected.

Figure 2: Example scene as a graph.

and/or relations are required to single out d4 from
its distractors This is done by creating referring
graphs, which at least include a vertex represent-
ing the target object. Informally, a vertex v (the
target object) in a referring graph H refers to a
given entity in the scene graph G iff the graph H
can be “placed” over the scene graph G in such
a way that v can be placed over the vertex of the
given entity in GG and each edge from H with label
[ can be “placed over” a corresponding edge in G
with the same label. Furthermore, a vertex-graph
pair is distinguishing iff it refers to exactly one
vertex in the scene graph.’

Consider Figure 3, containing a number of po-
tential referring graphs for dy4, each time with a
circle around the intended referent. The first one,
H; has all the properties of d4 and hence can refer
to dy4. It is not distinguishing, however: it fails to
rule out dy (the other large black block). Graph
H, is distinguishing. Here, the circled vertex can
only be “placed over” the intended referent dy in
the scene graph. A straightforward linguistic re-
alization (expressing properties as adjectives and
relations as prepositional phrases) would be some-
thing like “the large black block to the left of a
small white block and to the right of another small

"The informal notion of one graph being “placed over”
another corresponds with a well-known mathematical con-
struction on graphs, namely subgraph isomorphism. H =
(Va, Eg) can be “placed over” G = (Vig, E¢) iff there ex-
ists a subgraph G’ of G such that H is isomorphic to G'. H
is isomorphic to G’ iff there exists a bijection 7 : Vg — Vi,
such that for all vertices v,w € Vg and alll € L:

(v,l,w) € Eg & (nv,l,m.w) € Egr

Given a graph H and a vertex v in H, and a graph G and a
vertex w in G, we define that the pair (v, H) refers to the pair
(w, G) iff H is connected and H is mapped to a subgraph of
G by an isomorphism 7 and 7.0 = w.
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Figure 3: Three potential referring graphs for dy.

white block”.® Generally there is more than one
distinguishing graph referring to an object. In fact,
Hy is not the smallest distinguishing graph refer-
ring to d4. This is Hs. It might be realized as “the
large black block to the right of a white block™.
This is a distinguishing description but not a par-
ticular natural one; it is complex and arguably dif-
ficult for the hearer to interpret. In such cases, hav-
ing the possibility to simply point to the intended
referent would be very useful.

2.3 Gesture graphs Suppose we want to point
to d4. Clearly this can be done from various
distances and under various angles. The various
hands in Figure 4 illustrate three levels of deic-
tic pointing gestures, all under the same angle but
each with different distances to the target object:
precise pointing (P), imprecise pointing (IP) and
very imprecise pointing (VIP). We shall limit the
presentation here to these three levels of precision
and a fixed angle, although nothing hinges on this.
Naturally, the respective positions of the speaker
and the target object co-determine the angle un-
der which the pointing gesture occurs; this in turn
fixes the ‘scope’ of the pointing gesture and thus
which objects are ruled out by it.° If these respec-

8A somewhat more involved lexicalization module (us-
ing aggregation) might realize this graph as “The large black
block in between the two small white blocks™.

Here, for the sake of simplicity, we assume that an object
falls inside the scope of a pointing gesture if the ‘cone’ shines
on part of it. A more fine-grained approach might distinguish
between objects in the center (where the light shines brightly)
and objects in the periphery (where the light is more blurred).
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Figure 4: Pointing into the scene

tive positions are known, computing the scope of a
pointing gesture is straightforward, but the actual
mathematics falls outside the scope of this paper.

Just as properties and relations of objects can
be expressed in a graph, so can various pointing
gestures to these objects. All objects in the scope
of a potential pointing gesture (with a certain de-
gree of precision) are associated with an edge la-
belled with an indexed pointing gesture. Selecting
this edge implies that all objects which fall out-
side the scope of the gesture are ruled out. We
represent this information using a gesture graph.
Let PG, = {P,,IP,,VIP,} be the set of point-
ing gestures to a target object v. Then, given a
scene graph G = (Vi E;), a gesture graph D,, =
(Vi, Ep) is a labelled directed graph, where Vi
is the set of vertices from the scene graph and
Ep = Vg x PG, x Vg the set of pointing edges.
Figure 5 displays a graph modelling the various
pointing gestures in Figure 4. Notice that there is
one gesture edge which is only associated with dy,
the one representing precise pointing to the target
object (modelled by edge P4). No other pointing
gesture eliminates all distractors.

2.4 Multimodal graphs Now the generation of
multimodal referring graphs is based on the union
of the scene graph G (which is relatively fixed)
with the deictic gesture graph D (which varies
with the target object). Figure 6 shows three dis-
tinguishing multimodal referring graphs for our
target object d4. Hj is the smallest, only consist-
ing of an edge modelling a precise pointing ges-



d8

d1 d2 d3 d4 ds dé d7

Figure 5: Deictic gesture graph

ture. It might be realized as “this one” combined
with a precise pointing gesture. Ho incorporates
an imprecise pointing gesture (of the kind shown
in Figure 4). Since this imprecise pointing ges-
ture does not eliminate the distractors d3 and ds,
a further edge is required, expressing that dy is
black. This graph could be realized as “this black
one” combined with an imprecise pointing ges-
ture. Finally, H3 is a distinguishing graph which
incorporates a very imprecise pointing gesture. In-
cluding such an edge only rules out the distractors
di, d7 and dg. At least two additional edges are
required for the construction of a distinguishing
graph, expressing that dy is both large and black.
The resulting graph might be realized as “this large
black one” in combination with a very imprecise
pointing gesture. Arguably, in the scene of inter-
est these multimodal referring expressions seem
preferable to the linguistic expression from section
2 (the large black block to the right of a white one).

3 Cost functions

We now have many ways to generate a distinguish-
ing referring expression for an object. Cost func-
tions are used to give preference to some solutions
over others. Costs are associated with subgraphs
H of the scene graph GG. We require the cost func-
tion to be monotonic. This implies that extending
a graph H with an edge e can never result in a
graph which is cheaper than H.!° We assume that
if H is a subgraph of G, the costs of H (notated
cost(H)) can be determined by summing over the
costs associated with the edges of H.

3.1 The costs of properties The idea that cer-
tain linguistic properties are ‘cheaper’ than others

YFormally, VH C G Ve € Eg : cost(H) < cost(H +¢).

Figure 6: Three distinguishing multimodal refer-
ring graphs for dj.

is already implicit in the notion of preferred at-
tributes in the incremental algorithm of Dale and
Reiter (1995), and is based on psycholinguistic ev-
idence. If someone wants to describe an object,
(s)he will first describe the “type” (what kind of
object it is; a block, an animal or whatever). If
that does not suffice, first absolute properties like
color may be used, followed by relative ones such
as size. In terms of costs, we assume that type
properties (block) are for free. Other properties
are more expensive. Absolute properties (colors
such as black and white) are cheaper than relative
ones (representing size, such as small or large).
There is little empirical work on the costs of rela-
tions, but it seems safe to assume that for our ex-
ample scene atomic relations are more expensive
than atomic properties. First, relations are compa-
rable to relative properties (they can not be verified
on the basis of the intended referent alone). In ad-
dition, using a relation implies that a second object
(the relatum) needs to be described as well and
describing two objects generally requires more ef-
fort than describing a single object.

3.2 The costs of pointing Arguably, at least two
factors co-determine the costs of pointing: (i) the
size S of the target object (the bigger the object,
the easier, and hence cheaper, the reference), and
(i) the distance D which the pointing device (in
our case the hand) has to travel in the direction of
the target object (a short distance is cheaper than a
long one).!! Interestingly, the pioneering work of
Fitts (1954) captures these two factors in the In-
dex of Difficulty, which states that the difficulty to
reach a target is a function of the size of and the
distance to a target: ID = logg(%). Thus with
each doubling of distance and with each halving

" A third factor which seems to be relevant is the salience

of the target. For a detailed discussion of this aspect we refer
to van der Sluis and Krahmer (2001). See also Section 5.
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of size the index of difficulty increases with 1 bit.
The addition of the factor 2 in the numerator is
unmotivated; Fitts added it to make sure that in his
experimental conditions the /D was always posi-
tive. He performed three experiments (a tapping,
a disk transfer and a pin transfer task) and in all
three found a high correlation between the time
subjects required to perform the task and the index
of difficulty. In recent years various alternatives
for the original /D have been proposed. MacKen-
zie’s (1991) alternative removes the unmotivated
2 from the numerator and starts counting from 1
assuring that the ID is always positive.

ID = logg(g +1)

MacKenzie shows that this version of the ID fits
the experimental data slightly better. Below we
derive the costs of pointing from this index of dif-
ficulty. As argued, it seems a reasonable assump-
tion that imprecise pointing is cheaper than precise
pointing; it rules out fewer distractors, but also re-
quires less motoric precision and effort from the
speaker. The index of difficulty allows us to cap-
ture this intuition. We do not interpret the distance
D as the distance from the neutral, current position
of the hand to the target object, but rather as the
distance from the current position of the hand to
the target position of the hand. For the imprecise
variants of pointing this distance will be smaller
and hence the index of difficulty will be lower.

4 Sketch of the algorithm

In this section we describe an algorithm which
outputs the cheapest distinguishing graph for a
target object, and illustrate it with an example.
Whether this cheapest graph will include pointing
edges, and if so, of what level of precision, is de-
termined by a trade-off between the costs of the
linguistic edges representing properties and rela-
tions of the target object and the costs of pointing.
The algorithm is a multimodal extension of the
algorithm described in Krahmer et al. (2003), to
which paper we refer for more details about com-
plexity, motivation and implementation.

Suppose we want to generate a description for
dy from the scene graph G in Figure 2. Before we
illustrate the workings of this function we need to
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makeReferringExpression(v, G) {
construct D,;

M := D, UG;
bestGraph = L;
H = ({v},0);

return findGraph(v, bestGraph, H, M); }

findGraph(v, bestGraph, H, M) {
if [bestGraph # L and cost(bestGraph) < cost(H)]
then return bestGraph;
distr:={n#v|n € Vu A (v,H) refers to (n, M)};
if distr = () then return H;
for each adjacent edge e do
I := findGraph(v, bestGraph, H + e, M );
if [bestGraph = L or cost(I) < cost(bestGraph)]
then bestGraph := I;
return bestGraph; }

Figure 7: Sketch of the algorithm.

specify a cost function. Let us assume that dy is
a cube with sides of 1 inch, and that 31 inches is
the distance from the current neutral position of
the hand to the target position required for pre-
cise pointing, 15 inches for imprecise pointing and
7 inches for very imprecise pointing. Some easy
calculations will show that the index of difficulty
in the three cases is 5 bits, 4 bits and 3 bits re-
spectively. Thus, precise pointing (P) costs 5.00
points, imprecise pointing (IP) 4.00 and very im-
precise pointing (VIP) 3.00. The preferred order
for attributes in the current domain is (1) type, (2)
color, (3) size and (4) relations. In terms of costs,
let us assume for the sake of illustration that type
edges (block) are for free, color edges cost 0.75,
size edges cost 1.50 and relational edges 2.25.

We call the function makeReferringExpres-
sion (dy4, G), outlined in figure 7. First of all the
deictic gesture graph Dy ,, adding pointing edges
of various levels of precision to dy, is constructed
(see Figure 4), and merged with G. This gives us
a multi-modal graph M. The variable bestGraph,
for the cheapest solution found so far, is initialized
as the undefined graph | (no solution was found
yet), and the referring graph under construction H
is initialized as the graph only consisting of the
vertex dy. We call the function findGraph with as
parameters the target object dy, the best graph so



far (), the graph under construction H and the
multi-modal graph M. Now the algorithm sys-
tematically tries all relevant subgraphs H of M.
It starts from the graph which only contains the
vertex d4 and the algorithm recursively tries to ex-
tend this graph by adding adjacent edges (that is
edges which start in d4 or possibly in any of the
other vertices added later on to the H under con-
struction). For each graph H it checks to which
objects in M (different from dy) the vertex-graph
pair (d4, H) may refer; these are the distractors.
As soon as this set is empty we have found a distin-
guishing graph referring to d4. This graph is stored
in the variable bestGraph for the cheapest distin-
guishing graph found so far. In the end the al-
gorithm returns the cheapest distinguishing graph
which refers to the target object, if one exists, oth-
erwise it returns the undefined null graph L. In the
current set up the latter possibility will never arise
due to the presence of unambiguous pointing ges-
tures (expensive though they may be). Which re-
ferring graph is the first to be found depends on the
order in which the edges are tried (clearly this is a
place where heuristics are helpful, e.g., it will gen-
erally be beneficial to try cheap edges before ex-
pensive ones). Let us say, for the sake of argument,
that the first distinguishing graph which the algo-
rithm finds is Hs from Figure 3. This graph costs
5.25. At this point, graphs which are as expensive
as this graph can be discarded (since due to the
monotonicity constraint they will never end up be-
ing cheaper than the best solution found so far). In
the current situation, the cheapest solution is Hy
from Figure 6, which costs a mere 4.75.' The re-
sulting graph could be realized as “this black one”
combined with an imprecise pointing gesture.

5 Discussion

We have described a new model for the genera-
tion of multimodal referring expressions. The ap-
proach is based on only a few, independently mo-

2Note that if pointing would have been cheaper (because
the distance between the current position of the hand and the
required position for precise pointing was, say, 3 inches), the
algorithm would output “this one” plus a precise pointing
edge (i.e., Hi from Figure 6, for 2.00). If pointing would
be more expensive (because even for very imprecise point-
ing the distance would be substantial), the algorithm would
output Hs from Figure 3, for 5.25.

tivated assumptions. The starting point is a graph-
based algorithm which tries to find the cheapest
referring expression for a particular target object
(Krahmer et al. 2003). We assume that linguis-
tic properties have certain costs (c.f., the preferred
attributes from Dale & Reiter 1995). And, finally,
we propose a “flashlight” model of pointing allow-
ing for different gradations of pointing precision,
ranging from precise and unambiguous to impre-
cise and ambiguous. The costs of these various
pointing gestures are derived from an empirically
motivated adaptation of Fitts’ (1954) law.

The model has a number of nice consequences.
We have described two in detail: (1) we do not
need an a priori criterion to decide when to in-
clude a pointing gesture in a distinguishing de-
scription. Rather the decision to point is based
on a trade-off between the costs of pointing and
the costs of a linguistic description. And (2)
we predict that the amount of linguistic proper-
ties required to generate a distinguishing multi-
modal referring expression is dependent on the
kind of pointing gesture. One further neat conse-
quence of the model is that an isolated object does
not require precise pointing; there will always
be a graph containing a less precise (and hence
cheaper) pointing edge which has the same ob-
jects in its scope as the more precise pointing act.
Notice also that the algorithm will never output
a graph with multiple pointing edges, since there
would always be a cheaper graph which omits the
less precise one. In most situations, it will also
not happen that a distinguishing graph will include
both an imprecise pointing gesture and a relational
edge. Under most cost functions it will be more
‘cost effective’ to include a precise pointing edge
than an imprecise pointing edge plus a relational
edge plus the edges associated with the relatum.

The algorithm we have described has been im-
plemented in Java 2 (J2SE, version 1.4). The com-
putation described in section 4 requires 110 ms.
on a PC with a 900 mHz AMD Athlon Processor
and 128 Mb RAM. Due to the presence of precise
pointing edges it will always be possible to single
out one object from the others. As a side effect
of this we obtain a polynomial upperbound for the
theoretical complexity.!® Tt has been argued that

We know the costs of at least one distinguishing graph
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some notion of focus of attention could be used to
tackle the computational complexity. We may as-
sume that objects which are currently in the focus
of attention are more salient than objects which are
not in focus. Now the distractor set for a target ob-
ject need not include all objects in the domain, but
only those that are at least as salient as the target
object. A distinguishing description only needs to
rule out those objects. There are two interesting
connections between focus of attention and multi-
modality. First, pointing gestures typically serve
to demarcate the focus of attention. Second, the
model described in this paper predicts that a distin-
guishing description for an object which is salient
is less likely to contain a pointing gesture. If an
object is salient, this generally implies that its dis-
tractor set is relatively small (typically, only a few
objects are somehow salient). This in turn implies
that fewer (or less expensive) edges are required to
rule out the distractors, hence there is less need for
deictic pointing gestures.

It is interesting to observe that, even though we
borrow the idea of preferred attributes from the
Incremental Algorithm (arguably the most influ-
ential algorithm for the generation of referring ex-
pressions), an incremental approach to multimodal
descriptions does not seem to be straightforward.
One might consider extending the list of preferred
attributes with VIP, IP and P (in that preference
order, modelling the increase in costs). On this
approach, we would first select a number of lin-
guistic edges (independent of the kind of pointing
gesture) followed by one or more pointing edges.
But that would not work, since the lack of back-
tracking (which is inherent to incrementality) en-
tails that all selected properties will be realized.
This seems to suggest that the model outlined in
this paper is inherently non-incremental.

We are currently running an experimental eval-
uation of the model, particularly addressing the

for our target object; the graph consisting of only a vertex
for the target object and a precise pointing edge. This means
that we do not have to inspect all subgraphs of the merged
multimodal graph M, but only those subgraphs which do not
cost more than the precise pointing graph. Thus, we only
need to inspect graphs with less than K edges (for some K
depending on the costs of precise pointing), which requires
in the worst case O(n**), with n the number of edges in the
graph M. It should be added that this worst case complexity
is computationally rather unattractive for larger values of K.
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vague pointing gestures and their interaction with
linguistic realization. We hope to present the re-
sults of this evaluation in a sequel to this paper.
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Abstract

Evaluation is an important part of NLG
projects, however NLG system evalua-
tion often consists of usability or static
text quality assessment. This paper
presents an NLG system, FlexyCAT,
and experiments that enabled us to eval-
uate the degree of knowledge re-use
and the task-specific value of generated
texts.

1 Introduction

Many applied natural language generation (NLG)
systems have been created recently producing var-
ious kinds of texts for different applications. How-
ever, only a few of these systems have been for-
mally evaluated, and the evaluation performed
have focused on the grammaticality and fluency
of the output text, rather that on its effectiveness
(Colineau et al., 2002). Issues such as knowledge
re-use were largely ignored in these projects.

This paper describes the evaluation of an
NLG system Flexible Computer-Aided Technical
Writer (FlexyCAT) focusing on the assessment of
the task-specific quality of generated texts and
knowledge re-use when the system is used for
the description of different devices. This work
has shown, firstly, that the task-oriented quality
of generated texts can be comparable to that of
human-crafted texts; and secondly, how knowl-
edge re-use allows us to extend the applicability
of an NLG system for the description of different

technical systems and to reduce time taken to cre-
ate a document.

2 Existing practise of NLG System
Evaluation

Recently, it had become widely accepted that work
in NLG should pay closer attention to the evalua-
tion of results. The aspects of an NLG system to
evaluate and the metrics to use for this are defined
by the goals of the NLG system. The most com-
mon advantages of using NLG comparable with,
e.g., Machine Translation (MT) are considered the
following (Reiter and Dale, 2000):

e High quality output text that is generated
based on machine data and does not require
post-processing

e Simultaneous production of text versions in
different languages

e Consistency of text between the versions and
with a domain model

e Lower cost and time of text revision (e.g.,
when domain changes)

e Dynamic text generation upon user query
e Potentially good knowledge re-use

Unfortunately, most NLG systems evaluation
carried out to date did not cover all these as-
pects. Usually NLG evaluation deals with 1) Sys-
tem quality; 2) Text quality.

System quality evaluation consists of measur-
ing characteristics like usability, generation speed
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and system robustness. Such evaluation follows
common patterns of software systems evaluation,
see e.g., (Newman and Lamming, 1995). NLG-
specific principles and metrics of system evalua-
tion are described in (Mellish and Dale, 1998) and
(EAGLES, 1995).

One of the most thorough usability evaluation
of an NLG system has been carried out in the
AGILE project; the course of experiments and
their results are presented in (Hartley et al., 2000).

Assessing the quality of a generated text (based
on (Mellish and Dale, 1998) and (Hartley et al.,
2000)) includes rating of the text against such cri-
teria as Accuracy, Fluency (including Acceptabil-
ity and Grammaticality) and Lexico-grammar cov-
erage.

Methods of evaluation appropriate to these cri-
teria can be grouped into three classes, as sug-
gested in (Bangalore et al., 1998):

Intrinsic that typically consists in asking human
judges to rate the quality of generated texts.
Intrinsic evaluation is most common, and was
carried out e.g., in AGILE (Hartley et al.,
2000) and MIRADOR (Eddy and Cawsey,
2002); it is fairly simple and straightforward,
however depends a great deal on the evalua-
tors’ expertise and personal preferences.

Extrinsic or task evaluation, where the user’s
ability to perform some task using a gener-
ated text or the impact of the text on the user
behaviour is assessed. Extrinsic evaluation is
less common because experiments are more
difficult to carry out. However, it allows us
to estimate the task-oriented worth of a doc-
ument. This kind of evaluation was used in
Isolde (Colineau et al., 2002), STOP (Reiter
et al., 2001), and other NLG projects.

Comparative where the objective is to directly
compare the performance of different gener-
ation systems and formalisms. Comparative
evaluation is not often used because of its
complexity. An example of this kind of trial
for the XTAG project is described in (Banga-
lore et al., 1998).
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Other aspects of NLG, such as knowledge re-
use, time of document creation or system flexibil-
ity have not received enough attention so far. Al-
though there were some reports on task-oriented
evaluation, these experiments are not common and
many of those did not include the comparison of
the user performance on human-crafted and gen-
erated manuals, like in IDAS (Levine and Mellish,
1995).

During FlexyCAT evaluation, we paid extra at-
tention to task-oriented text quality, knowledge re-
use and the benefits the author obtains by using a
flexible planning technique.

3 FlexyCAT: System Description

FlexyCAT is an NLG system for producing manu-
als for technical devices, mainly home appliances,
e.g., TVs, VCRs, cameras, etc. Manuals consist
of texts divided up into sections, each of which
describes an individual procedure, consisting of a
sequence of steps that the user is to perform to at-
tain his/her goal. No generation of explanatory or
warning information is included; generated texts
are purely instructional and are thus like the ‘min-
imalist instructions’ described in (Colineau et al.,
2002).

Texts are generated in two languages (English
and Russian) given a domain model. The domain
model represents an object-oriented description of
a device being documented. Such a representa-
tion contains a description of all device elementary
constituents and their functioning. The descrip-
tion of the functioning of elementary objects in-
cludes events (user actions) and object functions,
that have preconditions and actions. Both precon-
ditions and actions are described in terms of el-
ementary object properties. Objects, events and
actions are represented using linguistic classes. A
generation system uses both linguistic classes and
domain knowledge for the production of a gram-
matical manual text in two languages. The out-
put of FlexyCAT is a ready to use manual for the
device. FlexyCAT’s GUI provides the user with
facilities for creating and editing a domain model
and dictionaries of linguistic classes. It also allows
the user to easily assign linguistic values to the ele-
ments of the domain model. For more information
see (Miliaev et al., 2002).



Two main advantages of FlexyCAT compared
with other NLG systems are:

e FlexyCAT is an integrated tool allowing ex-
tensive editing of both linguistic and domain
knowledge. This, and an object-oriented de-
sign of the knowledge, enables, firstly, good
knowledge re-use, and, secondly, the produc-
tion of manuals for a variety of different tech-
nical devices using a single NLG tool.

e FlexyCAT offers a flexible approach to text
planning. The planner produces a candidate
text plan automatically, based on the domain
model. When there is a necessity to obtain a
better quality text, the user edits this plan us-
ing an interactive planning utility. A text is
generated based on the text plan. For auto-
matically generated plan it is of a draft qual-
ity, while a better quality text is obtained
from an edited plan. The automatic feature
facilitates the work of the technical author by
producing a text draft quickly and at fairly lit-
tle cost.

An example original text from the corpus is
given below; it contains a considerable proportion
of explanatory and causative information:

How to play a CD

1. Press the PLAY/PAUSE button
The CD will begin to play and
the track number will be shown
in the display

2. To pause the CD press the
PLAY/PAUSE button

The CD will stop and the PAUSE
INDICATOR will flash in the
display

An automatically generated corresponding text
looks like this:

CD

PLAY/PAUSE button to
playback

PLAY/PAUSE button to

Playback
1. Press
start CD
2. Press
pause CD

After the plan refinement, we get the following
text, with richer rhetorical structure (the rhetori-
cal relation in the first sentence is changed from

‘motivation’ to ‘means’; in the second sentence
the sequence of the nucleus and satellite clauses
changed) and, we believe, a better quality:

Playback CD

1. Start CD playback by pressing
PLAY/PAUSE button

2. To pause CD, press PLAY/PAUSE
button

Below we will describe our experience and re-
sults of the evaluation of the FlexyCAT NLG sys-
tem.

4 FlexyCAT Evaluation

The evaluation of FlexyCAT is ongoing. This
section describes evaluation experiments that have
been carried out to date and their results.

So far, three stages of the evaluation have been
performed. These are:

e Experiments on knowledge re-use and text
production for different devices

e Subjective assessment of text quality
e Task-oriented text quality evaluation

4.1 Knowledge Re-use and Resource
Management

This experiment was targeted, firstly, to assess the
appropriateness and effectiveness of the chosen
domain description structure and the domain en-
gineering tool for documenting different technical
devices. The second goal was to assess the degree
of knowledge (both linguistic and domain) re-use.

The experiment was set up as follows. Man-
ual texts, each about 3 pages long, were selected
for three different pieces of hardware. All texts
contained sections, subsections and paragraphs.
FlexyCAT was used to build a domain model for
the pertinent subset of each of these devices and
manual texts were generated in both English and
Russian. The interactive planning utility was used
to obtain text as close to the original manual as
possible, in terms of wording and word order, see
the description of the metrics for generation accu-
racy and their importance in (Hartley et al., 2000).
In many cases the generated texts were identical to
the original ones. The time taken to complete the
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entire process of document creation was measured
and the number of knowledge base (KB) elements
re-used was estimated for each task.

The course of the experiment was as follows.
A domain model and a manual for the first VCR
(VCR1) was created. Then the manual for a simi-
lar device, VCR2 was created. Both manuals con-
tained similar set of functions (however the con-
trols and operation were different in some cases).
During the creation of the manual for VCR2 both
linguistic and domain resources created during the
production of the manual for VCR1 were available
and were re-used.

The second phase of the experiment consisted in
the creation of a manual for a fairly distant device,
a combined CD-Radio-Cassette (Combine). That
device contained parts similar to that of a VCR,
namely a tape recorder and a CD player; and a
part different from any known in a VCR, a radio
tuner. The manual for Combine was created twice
— once from scratch without using any of the exist-
ing resources, and a second time making use of the
resources created for VCR1. The role of a techni-
cal author was played by the system author, who
knows the system very well and had created man-
uals for these and similar devices number of times
in the course of the system development and eval-
uation. Thus, the learning effect that may have af-
fected time of subsequent document creation may
be largely ignored.

FlexyCAT uses three classes of linguistic primi-
tives: nominal expressions (consisting of up to two
nouns), verbs and adverbials. Adverbials were not
considered in the evaluation experiments. There
exist two versions of each nominal expression and
verb, one for English and one for Russian. Com-
plex classes, that encapsulate the references to
both versions, are called Nominals and Verbals re-
spectively. Nominals denote nominal expressions
that could be used to name a domain entry. Ver-
bals are used to specify events and actions in a do-
main model. A Domain object represents a single
elementary constituent of a device; an object’s de-
scription may include a number of references to
nominals and verbals.

Figures 1, 2 and 3 show the results of knowl-
edge re-use which occurred in the course of the
experiment.
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KB element Reused Total Percentage
Nominals 30 84 36%
Nominals* 12 84 14%
English nouns 41 83 49%
Russian nouns 52 87 60%
Verbals 32 46 70%
English verbs 31 38 82%
Russian verbs 33 35 94%
Domain objects 23 38 61%

Figure 1: Knowledge re-use for VCR2

In Figures 1, 2 and 3 Nominals* denote nomi-
nals that were amended slightly for the description
of new objects in a new device.

Domain objects almost always underwent
change to conform the description of a new de-
vice. ‘Re-used’ objects, hence, are those that were
amended only slightly.

KB element Reused Total Percentage
Nominals 12 24 50%
Nominals* 5 24 21%
English nouns 23 30 77%
Russian nouns 23 27 85%
Verbals 19 24 79%
English verbs 18 18 100%
Russian verbs 20 21 95%
Domain objects 10 15 67%

Figure 2: Knowledge re-use for CD: Tape recorder
sub-set

KB element Reused Total Percentage
Nominals 13 51 25%
Nominals* 8 51 16%
English nouns 28 58 48%
Russian nouns 30 59 51%
Verbals 22 31 71%
English verbs 23 31 74%
Russian verbs 23 34 68%
Domain objects 15 28 54%

Figure 3: Knowledge re-use for CD: whole device

As can be seen from Figures 1 - 3, the percent-
age of knowledge re-use is fairly high. By that,
the percentage is higher between similar devices
and increases for simpler elements; nouns and



verbs, show the best degree of re-use, with verbs
in some cases being re-used by 100%. This could
be explained by the fact that the way controls
operate are fairly persistent across many devices.
Nominals are re-used a little less. That is caused
mainly by the difference in control names in
different devices.

For the comparison of time taken to produce
documents using FlexyCAT it can be assumed that
manuals for VCR1 and VCR2 are pretty much
identical in size and labour-intensity to produce.
The manual for Combine is slightly shorter. That
explains the necessity of producing it from scratch
first — we needed it to assess the initial time re-
quired to compare it with that when re-using exist-
ing resources. Figure 4 shows the time measures
for each experiment.

Experiment Time

VCRI1, no resource exists 580 mins
VCR2, VCRI1 resource used 340 mins
Combine, no resource used 430 mins

Combine, VCRI1 resource used 270 mins

Figure 4: Time of manual creation in FlexyCAT

As can be seen, the time to create a manual is
being reduced significantly when re-using existing
resources. This suggests good knowledge re-use
and effort reduction when making use of existing
resources, even for a fairly different device.

4.2 Subjective Assessment of Text Quality

An experiment on subjective assessment of text
quality was conceived as a pilot study for the
task-oriented text quality evaluation. However, it
has yielded some interesting results, especially in
comparison with the latter, so we will refer to both.

The experiment was set up as follows. We used
a within subject design. A group of nine native
speakers of English were offered a set of nine text
excerpts each. Text excerpts were short instruc-
tions up to half a page long. Texts were given in
three different versions: original manual text; au-
tomatically generated draft; and a text generated
after plan editing (further regarded as ‘original’,
‘generated’ and ‘edited’ respectively). See text ex-
amples in section 3. Each set contained only one

version of each text (either original, automatically
generated or generated after plan editing). Text
versions were evenly distributed across different
sets and the evaluators did not know which ver-
sion of each text excerpt s/he got. Illustrations
from original manuals were included in all ver-
sions, where applicable. Text layout was the same
in all versions.

The evaluators were asked to assess quality and
understandability of each text on the scale from 1
to 5 (1 is bad, 5 is excellent).

The average scores and standard deviation
across different document versions were as fol-
lows, see Figure 5.

Text quality

Original 4.07(0.92)
Generated 4.19(0.79)
Generated+edited 4.00(0.68)
Text understandability

Original 3.85(1.03)
Generated 3.93(1.04)
Generated+edited 3.81(1.08)

Figure 5: Mean(standard deviation) of subjective
scores of text quality

This figure shows that different text versions
were ranked quite closely, which lets us conclude
that all text versions are similar from the reader’s
point of view. This is similar to the results ob-
tained in the AGILE evaluation.

Surprisingly, automatically generated text
drafts (having no diverse sentence structures and
lacking rhetorical markers) have been preferred
over other text versions. However, a t-test has
shown that the difference in user preference is
not significant. The results of the t-test at df=57
are: (=-0.408, p=0.685 between original and
generated; t=0.272, p=0.7866 between original
and edited; and t=-0.680, p=0.4993 between
generated and edited texts.

After this pilot study, a larger scale task-
oriented experiment was run.
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4.3 Task-oriented text quality evaluation

This time the user had to carry out real tasks with
actual pieces of hardware, instead of subjectively
assessing text qualities. There were three sets of
hardware: VCR1+TV, VCR2 and a CD player.

The tasks included: 1) Assemble all compo-
nents of VCR1+TYV; start, stop and eject the video-
tape; 2) Program VCRI1 to automatically record a
certain program; 3) Set clock of VCR2 to a certain
time; 4) Power a CD player, load a CD, start play-
back and program the CD player to play certain
tracks.

As in the pilot study, sets of manuals were pre-
pared, produced according the same principles;
the only difference was that this time the manu-
als were longer— up to 3 pages. There were 21
evaluators — seven for each set of manuals.

The users were encouraged to use the manual as
much as possible, but they were free to use their
prior knowledge as well. However, because of the
complexity of the tasks the users had to use man-
uals for almost all tasks.

The user performance of each task was timed.
At the end of each task, the users were asked to
assess the following: “Task difficulty”, “How use-
ful was manual to cope with the task” and “Quality
of the manual text”. The scale was 1 to 5 (1 is an
easy task or useless manual or bad text quality; 5 is
a difficult task, helpful manual or good text quality
respectively). Also the users were encouraged to
give their informal comments about tasks and used
manuals at the end of the experimental session.

Figure 6 shows average time taken to perform
tasks given different sets of manuals and standard
deviation of the task accomplishment time. As can
be seen, the time of task completion varied greatly
between different tasks and users.

Task.No Orig Gen Edit

1 3:37(0:58) 3:19(0:47) 2:58(0:31)
2 6:02(1:26) 5:53(1:21) 4:38(1:11)
3 3:59(1:17) 2:43(0:58) 4:20(2:26)
4 4:29(1:44) 3:48(0:50) 2:57(0:37)

Figure 6: Mean(standard deviation) of task ac-
complishment time

While performing the first task the users often

60

did not resort to the manual, so we discard the re-
sults of this test from the further discussion as not
being reliable. After normalising experiment time
(mean time(deviation) is 1.10(0.22), 0.96(0.29)
and 0.98(0.48) for original, generated and edited
texts respectively), a t-test has been done to esti-
mate the difference in user performance depend-
ing on the text version used.

The results of the t-test indicate that users per-
formed faster on generated versions of the man-
uals; however the difference in the user perfor-
mance on different text versions is not significant,
only approaching the level of significance between
original and generated texts. The results at df=40
are: t=1.731, p=0.0912 between original and gen-
erated; t=1.032, p=0.3083; and t=0.152, p=0.880
between edited and generated text versions.

The small dependency of the task accom-
plishment time on the text version may suggest
that users seldom pay much attention to the text
detail, preferring to quickly skim through the text
looking for the pertinent information or use the
diagrams. Any attempts to improve text quality
(adding rhetorical markers, etc.) in our case made
little difference to the user performance.

The results of user assessment of the text qual-
ity/usefulness after performing their tasks are pre-
sented in Figure 7. This figure shows average
score of text quality and usefulness for completing
the task and standard deviation of these scores.

Text quality

Original 3.45(0.80)
Generated 2.75(1.36)
Generated+edited 3.25(1.62)
Text usefulness

Original 3.90(0.92)
Generated 3.25(1.18)

Generated+edited 3.90(1.64)

Figure 7: Mean(standard deviation) of text qual-
ity/usefulness results

As is the case with the time of task accomplish-
ment, scores varied a lot between different users.

The results of a t-test of text quality at df=40
are: t=1.936, p=0.06 between original and gen-



erated; t=0.481, p=0.633 between original and
edited; and t=1.030, p=0.3092 between edited and
generated texts.

The results of a t-test of text usefulness at df=40
are: t=1.898, p=0.065 between original and gener-
ated; t=0, p=1 between original and edited; and
t=1.403, p=0.168 between edited and generated
texts.

These results show that on average the users re-
garded the quality and usefulness of the original
texts being equal or slightly better than these of
the generated or edited texts. However the differ-
ence is not significant.

The comparison of data in Figures 6 and 7 gives
rise to an interesting paradox. The users have as-
sessed the quality and usefulness of original man-
uals slightly higher than of their generated coun-
terparts. Nonetheless, they performed slightly bet-
ter on the generated versions. This shows that the
subjective judgement of text quality may not reli-
ably represent its task-oriented worth. A similar
opinion was expressed by the participants of the
AGILE evaluation that ‘it is difficult to evaluate
the acceptability of a technical instruction text per
se, without real knowledge of the ...system it de-
scribes’.

Another discrepancy is that in the pilot study
the users preferred generated texts over other ver-
sions, whereas in the main experiment original
texts were favourites. We do not have other ex-
planation than either users’ subjectivity or a low
number of participants that played role. The first
premise indicates the insufficiency of subjective
methods of text quality evaluation; the second one
entails us to re-do the experiments with greater
number of participants.

However, any differences in user performance
and text quality scores described above were in-
significant, which means that both subjective and
task-specific quality of all manual versions was
pretty much equal.

5 Evaluation Results

The results obtained in the course of evaluation of
FlexyCAT have confirmed again the advantages of
NLG systems and emphasised the aspects which
had previously received less attention.

Firstly, FlexyCAT has proved a versatile tool

allowing us to create manuals for different de-
vices. The extent of knowledge re-use (both lin-
guistic and domain) is very promising not only
across similar devices, but even between fairly dis-
tant ones.

Re-using existing knowledge also allows the
user to save valuable time in the production of sub-
sequent documents. We have found that the time
of manual creation in two languages, when re-
using existing linguistic and domain resources, is
comparable to that of manual document creation.
These results suggest that NLG could become a
promising competitor to other ways of multilin-
gual document creation in terms of time and effort
saving.

Secondly, the users did not show any significant
preference of any text version over others, not did
they perform significantly better on a certain ver-
sion of text. This is a very promising result sug-
gesting that the quality of generated texts was as
good as that of manually-crafted ones.

Thirdly, time of task completion varies a great
deal between different users, but generally de-
pends little on the manual text quality. An attempt
to improve text quality by enriching its rhetorical
structure made little difference to the user perfor-
mance. This also indicates that text fluency mat-
ters little for accomplishing user task. Sometimes
users subjectively assessed a manual as having
poor quality, nonetheless finding it useful for com-
pleting their task — ‘Bad manual is better than no
manual’.

Fourthly, a subjective evaluation of text quality
may not be a true indication of manual worth
with regard to performing a task. Task-oriented
evaluation is a more objective way of assessing
how helpful the manual is.

The collected data and informal comments have
given rise to the following suggestions to improve
manual quality, that support those found in (Hay-
don, 1995):

Firstly, the consistency and structure of a text
are very important. All pertinent information
should be presented in an overt form and at the
place where it is vital.

Secondly, small pieces of text are better than
big dense chunks. Each piece should describe a
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single function.

6 Conclusions and Further Work

In the course of FlexyCAT evaluation some novel
experiments were carried out that have shown that
the NLG system may be used to produce texts for
different devices and that it is possible to achieve
good knowledge re-use, that allows significant
saving of time and effort for the production of sub-
sequent manuals.

The text quality experiments have indicated that
an NLG system is capable of producing good
quality texts. Our task-oriented experiment have
shown the advantages of using generated manu-
als for performing a task and that that subjective
methods of assessing text quality are not always
adequate for the estimation of text usefulness.

Although FlexyCAT is a bilingual text gener-
ation tool, so far it has not been possible to as-
sess the Russian part of it because of the lack of
both original manuals in Russian and of Russian-
speaking evaluators. All experiments described in
this paper are pertinent to the English part of the
generation; it was assumed that Russian texts have
comparable quality and properties. Further exper-
iments to assess the quality of Russian texts and
their consistency with English ones are required.

Also, larger-scale experiments are desirable to
evaluate the our conclusions.

This work has indicated the importance of eval-
uation in NLG, especially task-oriented evaluation
and the necessity of broadening of scopes of NLG
evaluation.
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Abstract

This paper proposes a technique to gener-
ate single sentence natural language descrip-
tions for a wide class of relational database
queries. Such a capability meets an impor-
tant need in the area of cooperative informa-
tion systems.

The approach to describing queries is phrasal
and is restricted to tuple relational queries us-
ing positive or negatively signed sequences
of existential quantifiers over conjunctions of
conditions. Query containment and equiv-
alence are decidable for this class and this
property is exploited in the maintenance and
use of the phrasal lexicon.

1 Introduction

Often relational database schemas are delivered as col-
lections of oddly named tables and attributes. Users
and administrators are expected to query, integrate and
otherwise maintain such systems. Natural language
generation has been seen as an important part of im-
proving the understandability of relational database
schemas(McKeown, 1985).

The focus here, however, is not to explain or describe
database schemas, but rather to describe database
queries. While at first this may seem to be of limited
value, we shall see that many techniques in cooperative
information systems(Gaasterland et al., 1992) require
‘query’ descriptions as an integral part of their commu-
nication process. The ‘query’ being described is not
usually the user’s own query, but rather some derived
expression that may be written in the form of a query.
A set of cooperative techniques that require such de-
scription services shall be reviewed in this paper. We
view the cooperative information system that bundles
these techniques, as essentially providing the services
of a strategic text planner. The cooperative informa-
tion system decides communication content with com-
munication acts consisting of template sentences with
embedded requests for ‘query’ descriptions.

Given that we seek to describe queries, we must con-
tend with the fact that there are infinitely many syntac-
tically correct queries over a given schema. It is critical
that the generation system provide adequate coverage
over some well defined portion of this space. In this
paper the space of coverage mirrors a recently defined
class of schema tuple queries(Minock, 2002). Because
of the natural closure properties of this language, and
its decidability for equivalence and containment, it is
reasonable to assume that many cooperative techniques
may generate output ‘queries’ within this form.

The author of the query description system is as-
sumed to be a database administrator. Thus we must
adopt a generation technique that does not require a
deep understanding of linguistics. Moreover the ad-
ministrator must be given a structured method of au-
thoring so that they may declare a schema covered.
That is the system should faithfully, if not always el-
egantly, describe all queries of the form that are posed
over the database schema. Given these requirements
we adopt a phrasal approach that couples parameter-
ized queries with patterns. The parameterized queries
are within the class of the identified form and the pat-
terns are simply modifier, head, complement triples.

1.1 Organization of this Paper

Section 2 shall review cooperative information sys-
tems and shall illustrate how such systems play the
role of strategic natural language generators. Section 3
shall give a brief introduction to the language in which
queries must be expressed. Section 4 describes the
phrasal lexicon and section 5 describes the generation
process. Section 6 discusses this work in the context of
prior work and gives future directions.

2  Cooperative Information Systems

Cooperative information systems(Gaasterland et al.,
1992) seek to extend conventional database query-
answer dialogues with the principles of cooperative
conversation(Grice, 1975). Thus the response to the
user’s query is richer than simply presenting the an-
swers that meet the conditions of their query. Often
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such responses are conceptual and may in fact be spec-
ified with derived ‘query’ expressions. We now cover
specific cooperative techniques that have such ‘concep-
tual’ outputs.

2.1 Cooperative Techniques

A user may have a query misconceptions, meaning that
the user is unaware that their query presupposes an il-
legal state of the database. For example assume that
a state law in Ohio is that all mayors must be over 25
years old. If a user is unaware of this restriction and
issues a request “list all female mayors in Ohio that are
younger than 23”, they should be informed that “it is
impossible for people under 25 to be mayors of cities
in Ohio.” Such a conceptual response is in the form
of a ‘query’. Gal (Gal and Minker, 1988) uses integrity
constraints to explain query misconceptions back to the
user.

Related to query misconceptions, a user should be
made aware of a false presupposition they have about
the database state. A false presupposition is an assump-
tion that is implicit in a user’s query, though false. The
system CO-OP(Kaplan, 1982) used a limited theory of
cooperation to correct false presuppositions. For ex-
ample assume that a user requests: “Give the cities
with population over 2 million in the state of Alaska
or North Dakota that have a female mayor” A tradi-
tional system would say, “none.” A system that could
detect false presuppositions would respond, “there are
no cities in Alaska or North Dakota with a popula-
tion over 2 million.” This is a description of the mini-
mal failing sub-query of the users original query. Ef-
ficient algorithms exist to find minimal failing sub-
queries (MFS) as well maximal succeeding sub-queries
(MSS)(Godfrey, 1994).

Query relaxation is useful when a query has no
matching tuples. During query relaxation conditions
may be loosened or alternate entity types may be
queried. For example when asking for flights from
Dulles airport to La Guardia with a Sunday morning
departure at 10 am, a relaxed query might return a 9:32
am flight from Dulles arriving at JFK. An entity type
relaxation might offer a train or a bus trip rather than
airplane flight. It is important to describe the relaxed
query to the user before flooding them with extensional
answers.

Intensional query answering (Imielinski, 1988)
(Shum and Muntz, 1987) provides a summary answer
rather than the entire tuple extension satisfying the
query. If you are asking for all employees who make
over 100,000$, instead of listing every single manager
and Joe Star engineer, it is better to report “all the man-
agers and the engineer named ‘Joe Star’.” This inten-
sional response is more informative in the case that the

user does not interpret an enumeration of all the man-
agers names to mean ‘all managers’. Once again the
ability to describe queries is important.

The CARMIN system (Godfrey et al., 1994) in-
cludes an integrated explanation and answer presen-
tation system. System explanations are based on the
proof path used by a PROLOG meta-interpreter. As-
pects of what to include and how to coordinate these
explanations are also addressed(Gaasterland and Min-
kler, 1991). Natural language descriptions of the
user query and relaxation process are generated for
the cooperative information system CoBase(Chu et al.,
1996),(Minock and Chu, 1996).

2.2 Cooperative Information Systems Serving as
‘Strategic’ Planners

We propose a modular approach in which the cooper-
ative information system decides ‘what’ to say and a
query description sub-system decides ‘how’ to say it.

Figure 1 shows an architecture for this approach.
The cooperative information system consists of sub-
systems that perform misconception detection, false
presupposition detection, query relaxation and inten-
sional answer generation. The user interface consists
of sub-systems that perform query formulation, query
description and answer presentation. Both the interface
and the cooperative information system have access to
the domain database.

A user is assumed to compose their query through
some type of query formulator. This may be as primi-
tive as a text box in which to type a logical query ex-
pression, to as advanced as a full natural language un-
derstanding system. Whatever the formulator type, it
may be helpful to provide the user a natural language
description of the query, ¢, that they have formulated.

After the user has verified their query, it is passed
from the user interface to the misconception detection
sub-system. If the query contains a misconception,
then the offending portion of the query that caused the
misconception, m, is reported as being ‘impossible’ and
execution terminates. If the query contains no mis-
conception, then subsequent flow depends on whether
the user’s query returns answers. If it does not re-
turn answers, the query is passed to the false presup-
position detection sub-system. This sub-system iden-
tifies a minimal failing sub-query of the query. This
minimal failing sub-query, s, is described to the user
as not returning answers in the current database state.
The minimal failing sub-query is then generalized to
an answer returning query by the query relaxation sub-
system. The fact that this relaxed query, a, generates
answers is communicated to the user. Now that either
the original query, or the derived relaxed query is an-
swer generating, we then check whether a suitable in-



USER INTERFACE

"You seek DESCRIBE(q)."
é "DESCRIBE(m) are impossible."

Query
Formulatior

"There are no DESCRIBE(n)." .
4 "There are DESCRIBE(a)."

Query N
Description

Answer
Presentatiol

A "They are the DESCRIBE(s)."

1 m 5 ' s
. ™ Angwers? | IntensionalJ
q| [Misconceptio yes . A | Answer a_r—
Detection | q ! Generation
n 1
7 3 > Flow of control
False )
Presupposilioni»RQluery_ COOPERATIVE v Mossago
Detection elaxation - INFORMATION 4 Database access
SYSTEM Uses

-

RELATIONAL DATABASE

Figure 1: A cooperative information system as a strategic planner.

tensional summary may be returned as a substitute for
fetching all the extensional answers to the query. The
intensional answer generator either decides that no suit-
able summary exists, or it terminates the with a descrip-
tion of the summary ‘query’ s. If no suitable summary
exists, then the extensional answers are retrieved from
the database and are passed to the answer presentation
sub-system.

Of course the proposed architecture leaves many is-
sues unspecified. For example how does one pick a sin-
gle minimal failing sub-query? How does one decide to
relax the user’s query? When is a summary appropriate
in place of a full extensional answer. Still the impor-
tant point to note here is that the cooperative informa-
tion system makes such decisions based on semantic
and pragmatic issues. These considerations determine
the quantity,quality and relation of the content to be ex-
pressed. The tactical decision of the manner in which
to express such content is left up to the sub-system that
describes ‘queries’.

3 A Class of Describable Queries

This paper now turns to the relatively pure problem
of generating natural language descriptions for a broad
class of relational database queries. Let us start by con-
sidering the following relational schema:

Person(name, gender, age, city)
City(cityName, population, mayor, state, country)
Knows(knower, known, opinion)

The semantics here are those of standard relational
databases. The underlined attributes are the primary
keys of the relations and the italicized attributes are

foreign keys!. A wide variety of queries from sim-
ple to somewhat complex may be expressed over this
schema. The goal here will be to describe such queries.
The following queries are of interest:

1.) “Men living in ‘Paris’ or ‘Nice’.”

2.) “People living in cities with populations of over
100,000 people.”

3.) “People not living in cities with populations of
over 100,000 people.”

4.) “People who know people living in ‘Nice’

5.) “People who do not know people living in ‘Nice’

6.) “People who know and like themselves”

7.) “People who know all people living in ‘Nice’

The first five queries above may be described using
our current approach. Query six has a reflexive ref-
erence that we are not yet able to handle. Query seven
may not be expressed within the language we limit our-
selves to - the language L.

Definition 1 (The language L)
£ € Lif £is in the form:

R(x) Aizy si- (37) ¥

where x is the only free variable of ¢, R(x) is the
range condition for x, s; is a positive or negative (—)
sign, ¥; is a finite sequence of existentially quantified
variables and ¥; is a conjunction of range conditions,
simple conditions, set conditions and join conditions.
I'Those who are familiar with databases will note that this

schema makes the rather simplistic assumption that all city
names in the world are unique.

65



66

The example queries from above are shown here.
See (Minock, 2002) for a more complete discussion of
L. Each query {x|¢} returns a set of tuples. For the first
six queries, £ € L.

1.){x|Person(x) Ax.gender = ‘male’ Ax.age > 18A
x.city € { ‘Paris’,'Nice’} }
2.){x|Person(x) A (Iy)
(City(y) Ay.population > 100000A
y.cityName = x.city) }
3.){x|Person(x) A—(3y)
(City(y) Ay.population > 100000/
y.cityName = x.city) }
4.){x|Person(x) A (3y) (Fz)(
(Know(y) A Person(z)A
z city = ‘Nice’A
x.name = y.knower Ay.known = z.name)}
5.){x|Person(x) A —(y)(3z)(
(Know(y) A Person(z)A
z.city = ‘Nice’A
x.name = y.knower Ay.known = z.name) }
6.){x|Person(x) A (Iy)
(Know(y) Ay.opinion = ‘like’
x.name = y.knower A y.known = x.name) }

Query seven may not be expressed using L

7.){x|Person(x) A (Vz)(Iy)
(Person(z) A z.city = ‘Nice’ =
Know(y) A x.name = y.knower/A
y.known = z.name)}

Naturally all of these queries may be expressed using
standard SQL.

Theorem 1 (L is decidable for C,= and disjointness)
if q1 € L and q; € L then there exists a sound and com-
plete inference mechanisms to decide if the three pred-
icates:

L) {xi|lq1} C {x2|q2}

2.) {xilg1} = {x2]q2}

3){xilg1} N{xlg2} =0.
are necessarily true over the set of all database in-
stances.

See (Minock, 2002) for the proof of this theorem.
These properties will be used to maintain and select
entries from the phrasal lexicon.

4 The Phrasal Lexicon

The approach here generates a single highly aggregated
sentence of natural language that describes a query
built over a formula in £. The knowledge used to
achieve this is a phrasal lexicon. The phrasal lexicon,
denoted PL, consists of a set of n entries where each
entry is a parameterized query/pattern pair. The i-th

entry is ({x|¢;} : p;) where {x|¢;} is a parameterized
query and p; is a single pattern.

A parameterized query is simply a query defined us-
ing a formula in £ in which constants may be parame-
ters. Thus the query {x|Person(x) Ax.gender = c;} is
a parameterized query where the constant ¢; could be
‘male’ or ‘female’. The constant c¢; is said to be a pa-
rameter. We may also have set valued parameters as in:
{x|Person(x) Ax.city € Ci }.

A pattern is simply the three phrases: “[modifier]
head [complement]”. Phrases consist of plain text, pos-
sibly including parameters>. The modifier, head and
complement distinction is best illustrated with exam-
ple. The simple description,“Young people living in
London” has “young” as a modifier, “people” as the
head, and “living in London” as the complement. Thus
it would be represented: ““[Young] people [living in
London]”. The [phrase] syntax within a pattern sig-
nifies that groups of phrases may collect in such posi-
tions during aggregation. By contrast there can only be
one head. Thus we may generate the aggregated pat-
tern “[ Young, employed] people [of the female gender,
living in ’London’]”.

We now shall now cover the different types of en-
tries within the phrasal lexicon. Special attention will
be paid to insure that the entries completely cover the
database schema over which queries may be posed.

4.1 Simple Entries

Let us start with the simplest type of entry. Here we
specify the pattern associated with the condition free
database relation Person:

({x|Person(x)} :

“[ 1people [17)

Now we see the entry for the relation Person, the
attribute gender, and the operator =.

({x|Person(x) Ax.gender =c,} :

“[ 1 people [of the ¢; gender]”)

The “[ T specifies that there is an an empty modi-
fier for this pattern. The head is “people”. Finally the
complement phrase “[of ¢; gender]” has the parameter
Cl.

There may be more than one entry with equivalent
parameterized queries. For example:

({x|Person(x) Ax.gender =c1}:

“le1] people [ 17)

Naturally We may also have constants specified in
the queries as well.

({x|Person(x) Ax.gender =" male'} :
“[ 1males [ 17)

2As we shall see later, the complement phrase may also
contain a recursive call to describe a sub-query.



In this final case we see that the head itself has been
changed from the default for the relation. This may
only occur once during a generation. The head is said
to be open if it contains the same value as the head for
the condition free entry over the relation. Otherwise it
is said to be frozen and may not be combined with other
patterns that alter the head.

Given the above entries we may generate the descrip-
tion of the query:

{x|Person(x) Ax.gender = ‘male’}

As “people of the male gender”, “male people”, or
“males”. The simple heuristics we employ prefer the
last form over the first two.

We must fully populate the lexicon to cover all of
the attribute/basic operator combinations for each re-
lation in the schema. If there are 6 basic operators
(>,>,=,#,<,<) and two set operators (€,¢), and
each attribute/operator combination makes sense, then
the minimal number of simple entries required by the
schema in section 31is: (8 x4+ 1)+ (8 x5+ 1)+ (8 %
3+ 1). The ‘+1’ terms signify the entry for the case
where no conditions are applied.

4.1.1 Aggregating Simple Entries

Now we show how simple entries combine to de-
scribe queries with more than one condition. In ad-
dition to the previous entries, assume that we also have
the following entry:

({x|Person(x) Ax.city € C1 } :

“[ 1 people [living in C1]”)

Now suppose that the query for the “males living in
Paris or Nice” needs to be described. The query is:
{x|Person(x) Ax.gender = ‘male’ A

x.city € {‘Paris’, ‘Nice’}}

This may be rewritten as a combination of filled in
parameterized queries from the phrasal lexicon.
{x|Person(x) Ax.gender = ‘male’ }N
{x|Person(x) Ax.city € { ‘Paris’, ‘Nice’}}

Excluding the permutations of the ‘Paris’ and ‘Nice’,
the possible ways to combine the 3 patterns that match
the first query and the 1 pattern that matches the second
are:

1.) [] males [living in ‘Paris’ or ‘Nice’]
2.) [male] people [living in ‘Paris’ or ‘Nice’]

3.) [] people [of the male gender, living in ‘Paris’ or
‘Nice’]

4.) [ ] people [living in ‘Paris’ or ‘Nice’, of the male
gender]

Using a simple heuristic of minimizing sentence
length, the first choice is preferred. Extending the
heuristic to communicate the maximum amount of in-
formation in k symbols, we induce the ordering pre-
sented here.

4.2 Join Entries

Now we face the issue of representing the patterns as-
sociated with join conditions within queries. First we
shall consider the simple case of joining over foreign
keys. This accounts for the bulk of meaningful many-
to-one and one-to-many relationships. Then we shall
consider the more complicated case involving many-
to-many relationships>.

4.2.1 One-to-many and many-to-one
Relationships

Each attribute that can be meaningfully joined with
another must be considered. For the example of section
3 this would amount to a total of 6 attribute matches.
Assuming that we are only interested in equality joins,
then we must account for 2 X 2 X 6 entries to cover this
space. The reason for the first doubling is that one
must take into account direction when one describes
joins. The second doubling occurs because one must
also consider the negative case in which the query spec-
ifies that answers do not participate in such relation-
ships.

For the join involving person :
cityName we have the entry:

({x|Person(x) A (3y)(City(y)A
x.city = y.cityName A P} :
“[ 1 people [that live in GEN({y|City(y) A®})"1)

city —T city :

The negative case is almost identical. The entry for
person : city — ™ city : cityName is:

({x|Person(x) A=(Iy)(City(y)A
x.city = y.cityName A ®} :
“[ 1 people [that don’t live in
GEN({y[City(y) A®})"1)

The key issue to note here is that the complement
phrase has a recursive call. This will cause a com-
pletely new generation problem to be instantiated.

Assuming that we have simple entries covering city,
we may now generate descriptions such as “[adult]
[males] [that live in ([ ] cities [with populations over
100,000 people])”. The material enclosed within

3For those familiar with Entity-Relationship modeling,
the goal is to generate descriptions of an entity’s participation
in one-to-many and many-to-many relationships. We skip
one-to-one relationships because of their simplicity. Note that
we do not yet handle either reflexive (self-joining) relation-
ships or general n-ary relationships, even though £ admits
such queries
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parenthesis shows the solution to the recursive descrip-
tion problem.

4.2.2 Many-to-many relationships through joins

We now consider a case of many-to-many type re-
lationships. These present a special, though not in-
surmountable difficulty. There is only one possible
many-to-many relationship in the example of section
3. This is the relationship that many people may know
many other people. Especially vexing is the fact that at-
tributes may also be involved within the many-to-many
relationship. For example the opinion one has about
who one knows. Consider the following entry:

({x|Person(x)A
(Fy)(3z) (Knows(y) A Person(z) A
opinion = ¢ A x.personld = y.knowerA
y.known = z.personld A ®} :
“[ 1 people [who know and c¢; some
GEN({z|Person(Z) A®})T")

The only way to precisely control this is to make
multiple join entries for each combination of given at-
tributes in the joining relation. Thankfully relations
that bridge many-to-many relations are often of fewer
attributes. In the case of the example in this paper the
many-to-many relationship is taken care of with 4 en-
tries.

4.3 Coverage and extension of the phrasal lexicon

If we may guarantee that there are a sufficient set
of entries to fully cover the schema, we may declare
the phrasal lexicon to be covered with respect to the
schema. Thus based on the approach above, it takes
123 entries to cover the schema in section 3.

Naturally we may improve the phrasal lexicon by
extending it to cover more specific entries. For exam-
ple, the following entry will simplify some descriptions
considerably:

({x|Person(x) Ax.gender = ‘male’ Ax.age > 18} :
“[ ] men [ ]”)

5 The Generation Process

Beyond simple aggregation, we have not yet described
how the entries within the phrasal lexicon are used to
obtain natural language descriptions of a query. We
begin with a definition of what constitutes a description
and then we show a relatively efficient mechanism to
actually obtain such descriptions. Finally we say a little
about how specific descriptions are selected.

5.1 Descriptions Defined

A description of a query is the aggregate pattern gener-
ated through applying a covering, non-redundant sub-
set of the phrasal lexicon over the query.

Before we define what a covering, non-redundant
subset of the the phrasal lexicon is, we must resolve
formal difficulties associated with parameters in the
phrasal lexicon. Because there are a finite number of
constants in the formula specifying the query (£) and
a finite number of parameters within the entries of the
phrasal lexicon (PL), we may consider the expansion of
the phrasal lexicon to be all combinations of constants
from within £ substituted in place of parameters within
the entries of PL. This generates the finite expanded
lexicon PL! where all parameters are bound.

‘We now define the subsets of the expanded lexicon
that cover the query without redundancy. A set of lex-
ical entries s € 2P are said to subsume {x|¢} iff the
set intersection of all the queries within the entries of s
necessarily contain {x|¢} where T is substituted for ®
in every (parameterized) query. Another, more concise
way of saying this, is that the extension of the entries
s contains {x|¢}. A set of lexical entries s € 2" T
said to cover {x|£} iff there is no other s’ where s’ D s
where s' subsumes {x|€}, and the extension of s’ are
properly contained within the extension of s. Finally a
set s € 2P is redundant iff some s’ C s has the same
extension as s.

5.2 Obtaining Descriptions

To quickly identify subsets of the phrasal lexicon that
cover the user query without redundancy, we orga-
nize the phrasal lexicon into a subsumption hierarchy®.
The phrasal lexicon is compiled into a subsumption
hierarchy by sorting entries down into the hierarchy.
Nodes correspond to parameterized queries, though
entries with equivalent parameterized queries are col-
lapsed into a single node with multiple attached pat-
terns. When we sort the query into the subsumption
hierarchy, the set of immediate parents identify the set
of entries that cover the user query without redundancy.

Figure 2 illustrates the subsumption hierarchy for the
entries we have considered thus far. The upper portion
of the hierarchy consists of the nodes that correspond
to the 123 entries we must provide if we wish to cover
the given database schema. The lower portion of the
hierarchy consists of nodes representing entries that are
meant to make generation more precise. Figure 2 also
shows two queries sorted into the hierarchy.

The only complication in the sort procedure is han-
dling parameters and open formula of the lexical en-
tries. The way to handle parameters, is to allow them
to range over any domain value except a distinguished

4The notion of subsumption hierarchy here corresponds
with that used in description logics. However it should
be noted that the logic here differs considerably from the
unary and binary predicates of typical description logics. See
(Minock, 2002) for a full discussion of this.
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Figure 2: The phrasal lexicon organized as a subsumption hierarchy.

symbol unkown. This is recored by inserting the simple
condition that the parameter does not equal unknown.
Open formula & are simply assumed to be true and are
replaced with the symbol T.

Given that the parameterized queries and queries re-
quiring description tend to be of limited size, we as-
sume that deciding subsumption between two param-
eterized queries takes constant time. If the number of
entries in the phrasal lexicon is n, then O(n) nodes are
in the subsumption hierarchy. It thus costs O(n) sub-
sumption operations to sort a query into the hierarchy.

5.3 Selecting Descriptions

Given a set of nodes that cover a query without re-
dundancy, we may select combinations of associated
patterns from this set of nodes to generate an actual
description. The conditions guiding this process are
that only one pattern is selected from each node and
at most one pattern of the combination may over-ride
the default head. A heuristic that we adopt is to prefer
the shortest sentence. It is likely that a greedy tech-
nique is sufficient to enable the identification of such
a minimal combination. Occasionally the whole gen-
eration process recurs when there is a ® term within a
complement. Once all the textual material is obtained
from the recursive calls, a final process reorders the
constituents so that the shorter phrases appear before
longer phrases.

6 Discussion

It has been observed that fielded NLG systems tend
to have pipelined architectures with the vast major-
ity using some type of semantic network based rep-
resentations as the common knowledge representa-
tion language(Reiter, 1994). Surface realization tends

to be carried out using unification grammars(Kay,
1979)(Penman Project, 1989)(Elhadad, 1993). A com-
mon use for such grammars is enforcing number, gen-
der, and case agreement.

The system here is also pipelined. The coopera-
tive information system is granted the strategic deci-
sion about ‘what’ to express and the query description
generator decides ‘how’ to express description requests
from the cooperative information system. Thus the lan-
guage being shared here is the language of query ex-
pressions, which are analogous to a fragment of first
order logic. The description system interacts with the
semantical system to obtain the most succinct descrip-
tions of a ‘query’, but it does not pass any information
back to the cooperative information system. This is
in contrast to more general techniques that explicitly
plan content through complex plan operators(Moore
and Paris, 1989) or schemata(McKeown, 1985) using
established rhetorical theories(Mann and Thompson,
1988). The specific, cooperative information strategy
adopted here is less flexible, but the knowledge speci-
fication task is simplified considerably.

The choice of using a non-feature based phrasal
grammar is based on the relative ease by which
non-expert administrators might provide such phrasal
knowledge. It is also anticipated that case and num-
ber errors will be of only minor annoyance and that
clever administrators might be able to author phrases so
that such errors are minimized. Currently it is assumed
that a single, highly aggregated sentence, may describe
a query. Certainly there is some limit to the number
of query conditions that may be aggregated into a sin-
gle sentence. Techniques to break up of the sentences
must be entertained if we are to scale to more complex
queries. Issues such a pronominalization and ellipsis
are not yet addressed in this work, but will become
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more important as we consider how to span complex
query descriptions over multiple sentences.

Though the idea of using a phrasal grammar is not
new(Reiter, 1990), nor is using classification in text
generation(Reiter and Mellish, 1992), the approach
here is new in regard to exploiting the properties of the
query formation language L. As long as the reasoning
task is able to present its results as expressions within
this language (or, more liberally disjunctions of L ex-
pressions) then there may indeed be a high degree of
modularity between the reasoning system and the gen-
eration component(Shieber, 1994).

7 Conclusions

This paper proposes a scalable and structured approach
to generating natural language descriptions for a broad
class of relational database queries. The simplicity of
the phrasal approach enables clever database adminis-
trators to author the system without requiring special-
ized linguistic knowledge. The firm semantic basis of
the approach lends a great deal of structure to the au-
thoring process. Notably an administrator can declare
their schema ‘covered’ once they have provided lexical
entries for a bounded set of simple and join conditions.
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Abstract

Multilingual generation is becoming an
increasingly important aspect of imple-
mented systems that showcase the abil-
ities of generation systems. Most such
systems require multiple grammars, one
for each language which must be de-
ployed. Yet little is known about the
development costs for additional lan-
guages which are developed not from
scratch, but by adapting existing re-
sources. We ported a standard En-
glish surface realizer and grammar with
wide coverage to Italian. After describ-
ing major grammatical differences, we
quantitatively specify the porting pro-
cess and present statistical information
for the changes we found necessary to
develop the new grammar.

1 Introduction

Multilingual generation systems will play increas-
ingly important roles in showcasing the abilities
of deep NLG (Paris et al., 1995; Stede, 1996;
Callaway et al., 1999; Scott, 1999). These sys-
tems require an array of resources that can func-
tion regardless of the language selected, such as
discourse and sentence planning rules, lexica, and
pronominalization strategies. One of the most
important of these resources is the grammar that
a surface realizer uses to produce linearized text
from a syntactic sentence plan, and multilingual

systems must use a distinct grammar for each de-
sired language.

While many multilingual systems have either
developed grammars from scratch or borrowed
them from other projects, relatively few projects
have focused on reworking existing grammars to
port them to new languages. Most such work
has been connected with the KPML environment
(Bateman, 1997; Aguado et al., 1998; Kruijff et
al., 2000), and the newer EXPRIMO system devel-
oped at Edinburgh and based on ILEX (Oberlan-
der et al., 1998). However, these projects have
not addressed the issue of exactly how much ef-
fort is involved in converting a surface realizer for
one language into another in a quantitative man-
ner. And while (Callaway et al., 1999) presented
basic data on an English to Spanish project, it was
not comprehensive enough to allow future projects
to accurately estimate what potential development
costs might be.

A separate trend has been to justify as both
useful and cost-effective the continued use of
resources in investigating deep natural language
generation over other, more near-term approaches
such as template generation. In order to make
an informed comparison, hard data is needed on
the costs for developing and maintaining projects
which use both formalisms. In this article, we pro-
vide such data for the grammar and morphology
development of an Italian surface realizer as a fi rst
step in allowing such comparisons to be made.

During the course of work on a multilingual
generation system for English and Italian, we
took elements from both the original FUF/SURGE
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systemic-functional surface realizer for English
(Elhadad, 1991; Elhadad, 1992; Robin, 1994) as
well as a less-developed Spanish version (Call-
away et al., 1999) of that same realizer to create
a new Italian version'. The porting process in-
volved changes to morphology, linearization, and
the grammar, while leaving unchanged other fea-
tures of the FUF system such as formatting and
effi cieny directives. This paper presents the re-
sults of creating the new surface realizer, includ-
ing an overview of differences between the lan-
guages and a quantitative analysis of the effort and
changes involved.

2 Examples of Language Differences

The differences between Italian and English are
not signifi cantcompared to languages from differ-
ing families. The following areas are indicative
of the types of linguistic changes necessary when
generating Italian text as opposed to English. Ex-
tensive catalogues of such changes for other lan-
guages such as French also exist (Rayner et al.,
1996). The various categories for Italian include:

Morphology Changes that affect the prefi s
and suffi s of words for purposes of agreement,
along with interactions between surface forms af-

ter they have already been syntactically specifi ed.

o [rregular Words: Irregulars mainly concern
lexical forms for nouns, verbs, and adjectives
(which have few irregular forms in either En-
glish or Italian). Besides the three most im-
portant, regular rules for Italian noun plural-
ization (-o/-1i, -a/-e, -e/-i), there are more than
20 other minor rules for pluralization (e.g.,
nouns with accented endings: sing. crisi, pl.
crisi) and a third category of completely ir-
regular plurals (e.g., sing. tempio, pl. tem-
pli). Furthermore, while English can express
all verbs with at most five basic forms plus
auxiliaries, Italian verbs can have up to 49
different irregular forms.

e Contractions: Ttalian can form contractions
between a preposition and a defi nitearticle,

"The resulting grammar is freely available for research
purposes at http://tcc.itc.it/

72

such as su + la = sulla (* on’*+ *“ the”).Addi-
tionally, contractions can occur between cer-
tain proclitic pronouns and verbs beginning
with a vowel or ‘h’ plus a vowel (e.g., l’ho
vista *“ Thave seen her”, thereis”).
There are also rules for dropping unstressed
vowels, especially after infi nitves: aver detto
rather than avere detto, or with enclitic pro-
nouns: fare+lo = farlo * talo it”,

£ Gk

or ce

Word Order Differences in relative positioning
of certain syntactic categories with respect to oth-
ers and co-occurrence constraints.

e Adjectives: Adjectives in Italian can be
found in pre-nominal or post-nominal posi-
tion. Some adjectives allow only one posi-
tion, so a feature “ pre-n”or “ post-n"must
be added to the lexicon. Lots of adjectives
can appear in both positions, causing the dis-
tinction between their appositive and restric-
tive use. Since some adjectives change their
meaning completely according to their posi-
tion,

3

La strada vecchia
(lit. the street old)
“ Theld street”

this requires that they be listed as different
lexical items. Further order constraints arise
when more than one adjective determines a
nominal head:

La vecchia strada
(lit. the old street)
“ Thdamiliar street”

Un nuovo cinema italiano

(lit. a new cinema Italian)

Un cinema italiano nuovo

(lit. a cinema Italian new)

*un cinema nuovo italiano
(lit. a cinema new Italian)

“A new Italian cinema”

e Subject Position: Subject in Italian can occur
either in preverbal or postverbal position. It
generally precedes the verb, but it follows it
with unaccusative and unergative structures:

E’ arrivata Laura.
(lit. 1s arrived(agr.) Laura.)
“ Laurarrived.”

Other verbs such as “ mancare’{be lacking),
“ piacere’{be pleasing), and “ servire’{(be of



use) strongly prefer the inversion of comple-
ment order:

A Luca piace la pasta.
(lit. (dat-prep.) Luca likes the pasta.)
“ Lucdikes pasta.”

The postposition of the subject is also re-
quired with interrogative WH:

Che cosa ha comprato Giorgio?
(lit. What thing has bought Giorgio?)
“ Whadid Giorgio buy?”

Clitics: Accusative clitics precede the fi nite
verb, while direct objects usually follow it:

Mary Uha letto.
(lit. Mary cl.(acc) has read.)
“ Maryhas read it.”

With restructuring verbs, clitics can attach ei-
ther to the main verb or to the infi nitve:

Mary vuole comprarlo.

(lit. Mary wants to buy cl.(acc).)
Mary lo vuole comprare.

(lit. Mary cl.(acc) wants to buy.)
“ Marywants to buy it.”

But clitics follow the verb when the mood is
imperative:

Lo regali a Gianni. (indicative)

(lit. cl.(acc) give to Gianni.)

“ Gie it to Gianni.”

Regalalo a Gianni! (imperative)

(lit. give cl.(acc) to Gianni!)

“ QGie it to Gianni!”

When both dative and accusative clitic are re-
quired, the order of complements is inverted
(dative precedes accusative):

Mary me lo dice.
(lit. Mary cl.(dat) cl.(acc).)

church.)
“ Baw the boy leaving the church.”

by default prefer to keep the subjects identi-
cal, whereas in English the object of the ma-
trix verb generally corefers to the subject of
the matrix verb by default. Thus where the
boy was leaving the church in the English ex-
ample above, in the Italian version it is the
speaker who was leaving the church.

e Formal/polite pronouns: Italian uses the third
person feminine address “ Lei’{even when it
is addressed to a male person) instead of the
second person. The use of the polite form in-
volves changes to verbs and pronouns when
the mood is imperative. Indeed, Italian has
imperative forms for the second singular per-
son and second and third plural, but changes
to the subjunctive for polite imperatives, eg.:

Leggi! (imperative)
“ Read!”

Legga! (imperative realized by a subjunctive)
“ Read!”

Further changes arise from the use of clitics:

Leggilo! (enclitic in familiar form)
“ Readt!”
Lo legga! (proclitic in polite form)
“ Readt!”

o Verb-governed pronouns: Most notably, da-
tive constructions in Italian are much differ-
ent than those in English. Features in SURGE
like “ datie-shift” are not useful and are thus
not referenced in the Italian Grammar.

Discourse Differences in which although a con-
stituent is allowed grammatically, one language
prefers something slightly different.

e Zero pronominalization: Also called pro-

" Maryell it to me.” drop (Haegeman, 1994), this is the result of
Grammar Modifi cations to choosing which not mentioning a repetitive subject pronoun,
syntactic categories are allowed in which positions as it is redundant given that verbs are in-
and what defaults are given to individual features. flectedfor a subject’s number and gender (Di

Eugenio, 1998).
e Secondary Clauses: Sentences where matrix .
verbs govern a gerund clause, such as 3 Coverage of the Italian Grammar

Ho visto il ragazzo uscendo dalla chiesa. Most symbolic generation systems use regression
(lit.  have seen the boy leaving from the testing as a means of demonstrating the amount
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"This car is expensive."
((cat clause)
(proc ((type ascriptive)
(mode attributive)))
((carrier ((lex "car")
(cat common)

(partic

(distance near)))

(attribute ((lex "expensive")

(cat ap)))))))

"Questa macchina e’ costosa."
((cat clause)
(proc ((type ascriptive)
(mode attributive)))
(partic ((carrier ((lex "macchina")
(cat common)
(gender feminine)
(distance near))))
(attribute ((lex "costoso")
(cat ap)))))))

Figure 1: A simple example with almost direct feature-feature mapping

of coverage of a particular language. For example,
the FUF/SURGE surface realizer includes over 500
examples of paired inputs and outputs covering a
wide range of phenomena subdivided into cate-
gories such as yes/no questions, relative clauses,
noun phrases, etc.

Although we did not attempt to duplicate cov-
erage for this extensive test suite, we did obtain
enough coverage to allow for the production of
multiple paragraphs of simple text.

Throughout our efforts, we strove to make the
input representation as similar as possible to the
existing SURGE test suite. An example of this sim-
ilarity is found in Figure 1, where only individual
lexical items differ between the two functional de-
scriptions. Thus the new surface realizer can be
used with existing discourse and sentence plan-
ners, with only changes to the lexicon needed in
a pipelined NLG architecture.

Figure 2 shows a more complex example where
the structures of the sentences are so divergent that
either the sentence planner must be able to gener-
ate different sentential representations or the inter-
face to the surface realizer must be moved even
higher to exclude all syntactic references. For Ital-
ian and English we have seen a higher proportion
of the simple cases in our application environment,
although it is highly likely that the exact propor-
tion changes by language pair.

4 The Porting Process

Porting the SURGE grammar to Italian was accom-
plished in a systematic way. We fi rstworked on
the morphology of individual words in isolation.
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Italian words typically have much more infl ection
than those in English as is documented in most
books on language instruction. Italian morphol-
ogy is well defi ned,and thus we used such ma-
terials to ensure that morphologic coverage was
complete and could be performed rapidly. Another
quick change that could be made was to replace
all lexicalized closed-class words in the grammar
(such as the English “ to’Wwith infi nitves).

Next, we performed basic testing of examples
in the provided SURGE test suite (with Italian lex-
icalizations substituted and additional features like
gender added) to gauge how many changes might
be necessary. The results showed that morphology
interactions and linear precedence were the most
obvious errors that were immediately noticeable.
We thus proceeded to attempt to fi xthese errors
before concentrating on the grammar itself. After
reexamining the newly regenerated sentences, we
found that most were recognizably similar to the
Ttalian equivalent “ goldstandards’, even if they
contained many errors.

We next controlled for morphological interac-
tions between adjacent words (similar to contrac-
tions in English), adjust for accented characters
not present in English, and add simple feature
propagations such as gender in predicate verb and
attributive noun constructions where similar such
features (e.g. number) already existed. Finally, we
began work on the more diffi cultdifferences in ac-
tual grammar, which required signifi cantlymore
time than the changes mentioned above.

At this point there are two possible directions
that a surface realization project can take: to
continually develop the grammar as a linguistic-



"The town is meant to be Trento"
((cat clause)
(proc ((type lexical)
(lex "mean")
(voice passive)

(subcat ((1 {"3 lex-roles influencer})

3 {"3 lex-roles soa})
1 ((cat np)))

2 ((cat np)

3

{
{
(
(
(

(cat clause)
(mood to-infinitive)

"3 lex-roles influenced})

(controlled {" oblique 1})))))))))
(lex-roles ((influenced ((cat common) (lex "town"))
(soa ((proc ((type equative)))
(partic ((identified ((cat proper)

(lex "Trento")))))))))))

"Si ritiene che la citta’ sia Trento"
((cat clause)
(proc ((type lexical)
(lex "ritenere")
(subcat ((1 {"3 lex-roles believer})
2 {"3 lex-roles belief})
cat np)))
cat clause)
binder ((lex "che")))
(mood bound)))))))

(2 {
(1 ((
(2 ((
(

(lex-roles

(animate yes)
(belief ((cat clause)

(proc ((type ascriptive)

((believer ((cat personal-pronoun)
(person third)))

(case reflexive)

(mode equative)

(mood subjunctive)))

(partic ((identified

(identifier

((lex "citta")

(cat common)
(gender feminine)))

((lex "Trento")

(cat proper)))))))))))

Figure 2: A more complex example where features are not aligned

only initiative to provide extensive coverage (the
breadth approach), or to begin to fl eshout particu-
lar projects and provide only the type of linguistic
structures they need but in greater detail (the depth
approach).

5 Quantitative Results

The overall process required approximately five
person-months, split between two people: one
with pre-existing knowledge of FUF/SURGE and
a native English speaker, the other without knowl-
edge of FUF/SURGE who is a native speaker of
Italian. By the middle of the project, the second
person was capable of making major grammatical

changes unaided. Also, as the project continued
and intensive knowledge of Italian was increas-
ingly necessary, the burden of the labor shifted
to the native Italian speaker. Below we detail the
information gathered after this five month period,
when the surface realizer was suffi cientlydevel-
oped to produce a paragraph of Italian in a work-
ing demo where the equivalent English paragraph
was also generated from the same discourse plan.

Table 1 shows various quantitative aspects of
the grammar-creation process. Lines refers to the
number of lines of actual code devoted to different
items. While not indicative of the amount or de-
gree of changes necessary, the results show a high
degree of correlation between the overall sizes.
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English Grammar Italian Grammar

Lines | Constraints | Lines | Constraints | Work Time
Top Level 477 392 496 335 1%
Adverbials 1191 3167 1034 2861 2%
Clauses 461 202 432 200 8%
Conjunctions 293 126 283 100 3%
Determiners 900 688 933 636 17%
Clause Mood 511 282 485 245 2%
Noun Phrases 753 479 732 463 17%
Transitivity 749 420 743 423 5%
Verb Group 927 723 699 453 6%
Clause Voice 432 235 519 278 8%
Grammar Totals 6694 6714 6356 5994 69%

Lines Lines | Changed | Work Time
Irregular Verbs 210 450 100% 10%
Other Irregulars 40 80 100% 7%
Other Morphology | 680 700 30% 5%
Linearization 640 640 5% 4%

Lines | Examples | Lines | Examples | Work Time
Regression Testing | 5922 ~500 680 45 5%
Totals 14186 8906 100%

Table 1: Grammar, Code, and Resources Data

This indicates that even when substantial changes

gle person will work slowly or quickly on different

were made, they effect was to replace rather than  days.
increase or decrease the size of the grammar. This data indicates that noun/determiner
phrases and morphology required the most

A more closely related statistic is the number
of actual constraints incorporated in the gram-
mar. Due to the feature-based nature of the func-
tional unifi cationformalism (Kay, 1979) underly-
ing SURGE, it is possible to count the number of
times features are expressed. This ignores the ef-
fects that comments and formatting imposed by
different grammar authors have on the grammar
itself as a data structure.

Work time refl ects the percentage of the five
person months that were spent in certain areas of
the grammar and other resources. Small percent-
ages indicate that a grammar module was little
changed from the previous grammar. Unlike the
other statistics, this is an estimate, as we did not
count the actual time spent in each area. Impor-
tantly, it is probably not possible to make a com-
pletely accurate estimate of time spent, as different
people work at different speeds, and even a sin-
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amount of work. We hypothesize that this data
also indicates the verbal systems between English
and Italian are closer than the nominal systems?
To ensure the robustness and to double check
the coverage, we employed the grammar as part
of several multilingual projects we are currently
researching. Thus the size of the regression test
set is rather small compared to that of the English
version, especially as we did not fi ndexamples of
questions, appositions, partitives, dates, forms of
address, efc. that are contained in the original re-
gression set. From this work we estimate that an-
other five to six person months would be neces-
sary to ensure that these additional types of possi-

The large differences in the verb-group module are not
indicative of signifi cantchange; we removed many of the ex-
tensive tenses SURGE has for sentences like “ Hewas about
to be going to the bus.” With these included, the fi lelength
and number of constraints are still tightly correlated.



ble grammar inputs could also be generated.

6 Discussion

There are at least three important questions that
need to be resolved in future research of this type:

e What impact is there on portability
e What type of regression testing is needed

e How does porting for deep generation com-
pare with that for template generation

It is highly desirable that multilingual gener-
ation can take place with a minimal amount of
changes to architectural modules. Because the
functional unifi cationformalism is feature-based,
features are a necessary aspect of the representa-
tion. But it is an open research topic whether dif-
ferent languages can be described with a similar
set of semantic features (c.f. research on interlin-
guas) and if so, can such a representation generate
a large enough set of paraphrases in each target
language. Another way of looking at this is to ask
whether the divergent structures in Figure 2 can
be resolved so that they are identical but generate
the different required syntax. If not, this problem
must be pushed further up the NLG pipeline. In
the texts we have generated, we have yet to fi nd
an example where changes above the level of the
sentence planner must be made. In practice, most
syntactic features which are not part of both lan-
guages (such as the dative-shift feature in SURGE)
have been safely ignored because they are not ref-
erenced or constrained in the Italian grammar.

A second aspect is the use of regression test-
ing with a small number of examples to “ test’the
coverage of the grammar. Without standards, re-
gression testing is useless as a comparison met-
ric between surface realizers because (1) it is not
clear how many examples are necessary, (2) there
is no recognized set of levels of coverage other
than “ notcomplete”, and (3) it is not clear how
complex a set of examples needs to be (e.g., does
every possible combination of intermixed features
or syntactic constructions need to be attempted).

Finally, it is important to be able to compare
with a cost/benefi tanalysis the claimed advantages
of lingustic-based (deep) generation over those of

string-based (template) generation. Related to this
particular project are 4 aspects of this problem:

e What other NLG infrastructure was there to
begin with? The Italian grammar we devel-
oped was used in a separate project which al-
ready had extensive NLG infrastructure. For
both template and deep generation systems,
most of the development effort goes into pro-
ducing a working system for a single lan-
guage. But it is unknown what the costs of
additional languages are for each approach.

e How domain-independent is each approach?
Intuitively, template approaches are highly
domain-specifi ¢ while deep generation is
more domain independent. But to what ex-
tent has never been quantitatively demon-
strated.

e How much effort is required to integrate with
other NLG elements? For example, future
work may fi ndthat pronominalization or re-
vision algorithms have different effects de-
pending on language. If hidden interaction
complexities arise, they may have a large in-
fluenceon cost/benefi tratios.

e What is the break-even point where devel-
opment and maintenance costs for template
approaches outweigh those for deep genera-
tion? In this project, would another 5 months
of effort on the grammar result in a domain-
independent surface realizer? We believe so,
but detailed evidence must be collected on
a template realizer and deep generation real-
izer working with an identical NLG pipelined
system on an identical project and domain to
be certain.

7 Conclusion

Multilingual generation is an increasingly impor-
tant tool to demonstrate the widely-believed but
little-substantiated intuition that natural language
generation can provide effective and effi cientsys-
tems whose development costs outweigh those of
other methodologies such as template generation.
But there has been little published evidence on
what these costs may be, without which it is im-
possible to make an educated comparison.
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We have thus presented a quantitative anal-
ysis of the effort required to build a grammar
by reusing existing resources, a summary of the
changes required, and estimates of how much
work was devoted to varying aspects. This type
of data is a necessary precursor to making future
comparisons between differing methodologies on
the basis of system development cost rather than
traditional approaches which evaluate the text pro-
duced in a working system.

Finally, the material result of this project has
been a functioning Italian generation grammar,
which we plan to make available to the NLG com-
munity as an open source, freely available com-
mon resource.
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Abstract

The paper shows how an incremental
tactical generator can be constructed
based on the incremental parsing frame-
work described in Dynamic Syntax
(DS)(Kempson et al., 2001), without
adding a generator-specific vocabulary
or intermediate levels of representation.
The resulting generator is defined purely
in terms of the parsing process, together
with a notion of tree subsumption. This
is shown to have various advantages in-
cluding easy self-monitoring and psy-
cholinguistic plausibility. A simple Pro-
log implementation is described, to-
gether with various possible improve-
ments in efficiency.

1 Introduction

In this paper we give a description of a proto-
type tactical generator based on the DS approach.
DS defines a formalism that allows the articula-
tion of natural-language grammars that reflect left-
to-right processing: natural-language strings are
paired with decorated semantic trees by a pro-
cess of monotonic growth over sequences of par-
tial trees associated with the processing of each
word. As such it incorporates a prototype parser
as its central subpart. The generation process de-
scribed here performs the reverse operation, pro-
ducing possible output strings from a defined se-
mantic tree. The generation method is defined
entirely in terms of parsing, providing a tight
parsing-generation correspondence allowing for
self-monitoring without a separate parsing pro-
cess, and a simple reflection of certain facts about

Masayuki Otsuka
Department of Philosophy
King’s College London
Strand, London WC2R 2LS, UK
masayuki.otsuka@kcl.ac.uk

natural language use in dialogue. We also describe
a Prolog implementation of a DS system which in-
corporates both parser and generator, and discuss
various possible improvements in efficiency.

Firstly we give some background on the DS for-
malism in section 2. We then describe our ap-
proach to generation in section 3 and the imple-
mentation in section 4. We then explain the com-
putational and psycholinguistic advantages in sec-
tion 5, and draw conclusions and outline further
work in section 6.

2 Dynamic Syntax

DS is a parsing-directed grammar formalism
which claims that parsing is the central mechanism
of language processing. DS defines parsing as a
process of establishing mappings from an initial
tree to complete trees using general computational
rules (roughly corresponding to syntactic rules)
and specific lexical actions projected by lexical
items in the input string. The resulting tree struc-
tures represent semantic interpretations for a given
input string, and are described by the language DU
based on a modal tree logic LOFT (Blackburn and
Meyer-Viol, 1994).

Trees are either complete or partial. Partial
trees have: (a) node addresses that are partially
specified by underspecified modalities; or (b) node
decorations that are underspecified by the use of
requirements and meta-variables. Such partial
specifications are always introduced with imposed
requirements, which jointly constitute a set of con-
straints on possible tree growth. Trees are com-
plete iff all such requirements are satisfied, leaving
no remaining partiality or underspecification.

For example, in “left-dislocation”, for which an
initial constituent node is introduced into the tree
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related to the root node using an underspecified
modality, this “unfixed” node bears the require-
ment that it has to be updated to a fully specified
relation; and this requirement is met by later merg-
ing of this node with some local node which is in
a fully specified relation to the root node. Simi-
larly, if underspecified decorations are projected,
they must be updated to fully specified values in
the subsequent states (e.g. a pronoun projects a
meta-variable which has to be substituted with a
proper term).

The parsing model is defined to reflect the idea
that parsing is a process of progressive and mono-
tonic extensions of tree structures given the se-
quence of words as input. It is goal-directed, in
the sense that all requirements must be satisfied
for wellformedness (grammaticality).

Technically, a set of parse paths is a partially or-
dered set of possible trees where the initial tree is
the lowest bound, and the goal trees are the high-
est bounds. The partial ordering < 47 on the set
indicates a monotonic extension relation on pairs
of trees, bearing a label of the name of the compu-
tational/lexical action performed in the transition.

The search for a parse path can be viewed as
the search for a successful composition of actions
which yields complete trees. The set of sequences
of permissible actions is obtained by interweav-
ing the linearly ordered set of lexical actions pro-
jectable by the input string into a finite number of
partially ordered Kleene*-iterated computational
actions, e.g. ACT(Johnsneezed) = (C* <
john < C* < sneezed < C*).

Generally, the initial tree has only one node
bearing the requirement to establish a formula of
type t, represented as ?T'y(t). The input string
is scanned from left to right, with each lexical
item projecting a lexical action to update the trees.
Computational rules are transition functions on
trees, which are conditional in the sense that if the
input tree satisfies the condition of some compu-
tational rule, it yields the output tree updating the
input tree. The parse is successful when the parser
produces at least one complete tree having the root
node decorated with a formula of type ¢, after us-
ing computational rules and all the lexical actions
from the input string. In this case, the input string
is called grammatical and the complete trees repre-
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sent interpretations for the string. In other words,
in DS, grammaticality of string is defined in terms
of parsability.

DS specifies the theoretical parser, but, being a
grammar formalism, it has no specification as to
how a parser performs, i.e. no algorithm is de-
fined giving the concrete parser. A parse state can
be thought of as a pair of a string and a set of pos-
sible trees (semantic interpretations for the string).
Without any parsing strategy, we may define the
parser to generate all the possible trees using the
computational rules (C-possible trees) for the in-
put parser state, then scan the input string to ap-
ply the lexical action to all of the trees to update
the parser state. This routine is repeated until the
parser finishes scanning the input string.

3 Generation

As DS identifies grammaticality with parsability,
rather than using concepts such as syntactic con-
stituents or heads, standard approaches to genera-
tion such as head-driven methods (Shieber et al.,
1990) cannot be applied. Instead, generation must
be defined in terms of parsing.

3.1 Connecting Parsing and Generation

Despite informal observations made in psycholin-
guistics that production and comprehension sys-
tems have much in common (Garrett, 1982; Fra-
zier, 1982), parsing and generation have gener-
ally been treated as quite separate research enter-
prises, both in the psycholinguistic and computa-
tional linguistic communities.

Nevertheless, following Shieber (1988), at-
tempts have been made to define the two in
terms of a broadly common architecture and us-
ing shared reversible grammars (see e.g. (Er-
bach, 1991; Neumann, 1994; Gardent and Thater,
2001)).

Although the contribution made by the present
system is modest in only addressing the level of
tactical generation, it nevertheless contributes to
this co-articulation of parsing and generation by
defining a generation system which purports to re-
flect the process of left-to-right incremental pro-
duction, by using incremental parsing as the basic
building block.



Parse (C'*) : SUCCESS

{?Ty(t)}

{7Ty(e), 0} {?Ty(e = 1)}

Subsumption : SUCCESS
Generate ()

) snores
john

Parse (snores) : ABORT
Subsumption : N/A

Parse (john) : SUCCESS
Generate 10

{Ty(t)}

mary

{Ty(e); Fo(john)} {?Ty(e — 1), O}

Subsumption  : SUCCESS
Generate : (john)

Parse (mary) : SUCCESS

snores {?Ty(t)}

{Ty(e), Fo(mary)} {?Ty(e 1), 9}

Parse (snores) : SUCCESS

{1Ty(1), 0}

Subsumption : FAIL
Generate 10

{Ty(e), Fo(john)} {Ty(e —t),Fo(snore)}

Subsumption : SUCCESS
Generate : (john, snores)

GOAL TREE

{Ty(t), Fo(snore(john)), O}

Parse (C'x) : SUCCESS
{Ty(e), Fo(john)} {Ty(e —t), Fo(snore)}

{Ty(t), Fo(snore(john)), ¢}

{Ty(e), Fo(john)} {Ty(e —t),Fo(snore)}

Subsumption : SUCCESS
Generate : (john, snores)

Figure 1: Generating “john snores”
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3.2 Generation as Parsing

Generation can be achieved using very little be-
yond the standard DS notion of parsability. We
assume a fully specified goal tree as input': given
this, the generator incrementally produces a set of
corresponding strings by following standard pars-
ing routines and using the goal tree as a check. In
other words, for a naive generator, all that is re-
quired is a notion of tree subsumption: this allows
any candidate partial tree produced in the genera-
tion process to be checked against the goal tree to
determine whether it is a sensible candidate (by
checking for tree mergeability without inconsis-
tency in node relations and decorations).

At any point in the parsing process, a DS parser
state can be seen as a pair of a partial string (the
input so far) and a set of associated partial trees.
With generation, we view the generator state as a
set of these parser states (a set of pairs of ’possibly
acceptable’ partial strings and their associated sets
of partial trees).

At each stage of generation, each pair is ex-
tended by tentatively extending the partial string
by adding any word from the lexicon. The asso-
ciated set of possible (partial) trees is produced
using the standard parser — it may of course be
empty if the word under consideration cannot be
grammatically added to the partial string — and
only those which are subsumed by the goal tree
are kept. Any strings associated with empty tree
sets are then rejected.

Generation is complete when the process can be
continued no further (any string extension results
in an empty parser state), and the set of output
strings is taken as those for which the associated
tree set contains a member identical to the goal
tree — see figure 1.

Lexical selection is implicit: any word in the
lexicon which is not associated with a node (or for-

'In assuming a source tree, we are currently ignoring
some issues that might be required in a dialogue system, such
as concept generation, and translation from some flatmean-
ing representation into a decorated source tree (not a trivial
issue, as it is here that we will meet Shieber (1988)’s logical
equivalence problem). We are therefore treating a genera-
tor as a module which supports that part of the generation
process called sugaring (Ranta, 1994) or linguistic realisation
(Reiter and Dale, 1997) — translation from an unambiguously
structured object in a meaning representation language to a
natural-language string.
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mula decorating a node) in the goal tree will pro-
duce empty tree sets (as the trees produced will not
be subsumed by the goal tree), and therefore can-
not produce acceptable extended partial strings.”

4 Implementation

The formal definition of DS species constraints
of possible forms and extensions of tree struc-
ture and node decorations in terms of axioms (in
LOFT) and algebraic definitions, and update ac-
tions (input/output relations of grammar rules) are
defined in a way that they respect the constraints.
This leaves room for implementation as to how the
parser performs. This section describes the parser
algorithm and possible strategies to improve effi-
ciency.

4.1 Overview

A prototype DS system has been implemented in
Prolog® The number of lexical entry types is cur-
rently small (i.e. the “grammar” is only small),
and limited to English, but some relatively com-
plex constructions such as left-dislocation and rel-
ative clauses can be processed.

The implementation remains close to the logi-
cal DS formalism. A tree node is represented as a
pair of a node name and a set* of labels; a tree
is represented as a pair of a set of nodes and a
pointer (a node name). Labels can be requirements
?REQ, directed requirements ? ([DIR] , REQ) or
features +FEAT.

There are some representational differences:
mother-daughter relations are not expressed di-
rectly as labels but are implicit in the node naming
scheme (e.g. node 0 has daughters 00, 01); LINKs
are represented as 2-daughters; and unfixed nodes
are *-daughters.

Computational actions can now be defined in
terms of list manipulation. Prolog backtracking is
used to allow any number of actions to be applied
to any parser state (where possible).

Lexical actions are defined similarly and given
as templates for individual parts-of-speech and

This may not be the most efficient way of rejecting un-
suitable words — see section 4.2.3 below.

The system can be accessed at
http://st228.dcs.kcl.ac.uk:8080/ds.

“We represent sets as Prolog lists: no use is made of list
order.



verb subcategorisation frames. The templates can
then be interfaced to a standard computational lex-
icon (we are currently using one derived from the
OALD (Hornby, 1974)).

Parsing is now easily defined declaratively: the
initial parser state is one in which the only pos-
sible tree is a single root node with a ?T'y(t) re-
quirement, and none of the input string has been
consumed; a final parser state is one in which
a complete (all requirements discharged) tree is
available and the entire input string has been con-
sumed; and possible intermediate states are pro-
duced from other states by any number of com-
putational actions, plus lexical actions defined by
the consumption of the next word from the input
string.

4.2 Efficiency
4.2.1 Parsing

As described above, the current parser is highly
unconstrained (it is defined declaratively and lib-
eral use is made of Prolog backtracking). As gen-
eration is performed by parsing, any efficiency in
parsing will be reflected in generation. Parsing ef-
ficiency can be improved by considering certain
computational actions’ as required whenever they
can be applied (thus reducing the number of pos-
sible partial trees and the need for backtracking).

Further improvements in parsing may be pos-
sible by using e.g. probabilistic methods to con-
strain search, but this is outside the scope of the
current work.

4.2.2 Generation

The naive generation process described in sec-
tion 3 is not as inefficient as it might initially ap-
pear. Statically speaking, the basic concept is to
generate all possible strings and check whether
parsing them gives a sensible tree — therefore one
might expect NV possible paths given a lexicon
of N words and typical string length W. However,
the incremental nature means that this is not the
case: unsuitable search paths are eliminated on a
stage-by-stage basis (by the parser for ungrammat-
ical paths, and by the subsumption check for paths

SCurrently thinning, elimination, and star-adjunction.

incompatible with the goal tree).> The implemen-
tation of this naive version generates simple sen-
tences in a few seconds with a small test lexicon.

However, we briefly explore efficiency im-
provements by lexical selection and search
method.

4.2.3 Lexical Selection

Lexical selection uses the decorations of the in-
put goal tree to produce a limited set of lexical
items which can be used by the generator, consist-
ing of a set L of words which correspond to logi-
cal formula decorations (e.g. N, V, Adj, Det) and a
set F of functional words (e.g. relativiser, comple-
mentiser). This reduces the search space consider-
ably, with the number of paths at most (L + F)W
and in fact significantly less.

Members of L are chosen on the basis of goal
tree node search followed by lexical lookup: only
those words corresponding to Fo(X) semantic
formula decorations are admitted. Some members
of F can be chosen on the basis of tree features
(e.g. LINK structures for relativisers), although
any defined in the grammar to have truly vacu-
ous semantics must just be selected by default.
For pronouns, node features can also be used (to
admit only relevant gender & number), and simi-
larly for verbs to control tense. This modification
has been implemented and results in significant
speed increase (although no formal corpus eval-
uation has yet been performed as our grammar is
still small, even more complex sentences includ-
ing relative clauses can now be generated in a few
seconds with a large 40,000 word lexicon to search
through).

Heuristics could be used to govern lexical
lookup, based on e.g. recency of words in the cur-
rent dialogue context (ensuring more recently used
words are used in preference), and prior probabil-
ities (ensuring more common words are used in
preference to rarer ones).

4.2.4 Search Method

The incremental nature of the generation pro-
cess allows us to apply various search methods,

®In fact, in the best case there will be N x W paths,
although this only applies for an unambiguous lexicon and
grammar that gives a strict one-to-one correspondence be-
tween strings and trees.
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and stop the process once any suitable string
has been found (rather than continuing until all
search paths are terminated). Using a depth-first
approach with this method will therefore cause
only one string to be produced; whereas using a
breadth-first approach will cause only the set of
all strings of the shortest possible length to be pro-
duced. Both approaches have been successfully
implemented.

This provides scope for probabilistic (or other
heuristic) methods to increase efficiency in the fu-
ture by constraining the search using techniques
well known in areas such as speech recognition
(e.g. beam search). However, a prerequisite for
this will be a theory of heuristically constrained
DS parsing.

5 Computational and Psycholinguistic
Features

The view of generation as incremental parsing ap-
pears to have certain advantages from both com-
putational and psycholinguistic viewpoints. For
computational dialogue systems, it ensures that
self-monitoring information is available, and dis-
plays the property of incrementality. Psycholin-
guistically, as well as conforming to the general
principle that production and comprehension are
tightly coupled, it allows us to to explain cer-
tain phenomena characteristic of dialogue (where
standard models of generation cannot), and there-
fore promises to meet the challenge set out by
Pickering and Garrod (2003) that linguistic sys-
tems be evaluated by their success in reflecting
such phenomena. This includes alignment be-
tween dialogue participants at many levels (lex-
ical, syntactic and semantic), and the ability of
participants to collaborate on and complete each
other’s sentences.

5.1 Self-Monitoring

Self-monitoring (the step-by-step monitoring of
the generation process by an associated parse
routine) has long been taken to be essen-
tial by psycholinguists (de Smedt and Kem-
pen, 1990, for example). As discussed by
Neumann and van Noord (1994), it can also be
useful in a computational dialogue system, as it al-
lows generation to be controlled from the point of
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view of the expected hearer. As well as checking
parsability, it can be used e.g. to prevent ambigu-
ous utterances (if a self-monitoring process can
spot that a string under consideration during gen-
eration is ambiguous, that string can be excluded
on the basis that it will be less clear for the hearer
than other unambiguous alternatives).

With standard generation approaches, self-
monitoring must be carried out in parallel by
a parsing module which communicates with the
generation module in some suitable manner. With
our approach, however, self-monitoring comes
built-in, as parsing is the building block for gener-
ation: all information that would be produced by
a separate parsing process is already available and
there is no need for a separate module.

The basic requirement for parsability by a
hearer is of course guaranteed, as strings are pro-
duced by incremental parsing. Further control can
be added easily by including the desired check at
the subsumption-checking stage: if desired, re-
jection of ambiguous strings could be added by
checking for partial trees that are not subsumed by
the goal tree, and rejecting any parser paths which
produce such trees (rather than just removing such
trees from the path) — as long as alternative unam-
biguous paths are available.

5.2 Incrementality

The sense in which our generation process (and
the DS parsing process) is incremental differs
from that standardly used in both generation and
psycholinguistic literature. In the generation liter-
ature (see e.g. (Erbach, 1991; Stone and Doran,
1997)), incrementality is taken to refer to the abil-
ity to produce substrings corresponding to (incom-
plete) sub-parts of the semantic representation, but
without any requirement that this reflect left-to-
right processing. This concept is useful for dia-
logue system architecture, in that processing bot-
tlenecks in the semantic production module can be
worked around by passing any complete sub-parts
to an incremental generation module as they be-
come available. In the psycholinguistic literature,
“strong” incrementality (Sturt and Crocker, 1996;
de Smedt and Kempen, 1990) is taken to require
the projection of fixed tree relations as early and



as close to word-by-word processing as possible’
— and this progressive update enforces revision and
backtracking.

Our use of the term is closer to the psycholin-
guistic concept in reflecting left-to-right parsing,
with all relevant processing being complete after
the addition of each word.® It is this monotonicity
that allows unsuitable generation paths to be ruled
out on a word-by-word basis (see section 4.2.2
above), and that allows us to select lexical items
based just on a subsumption check, allowing se-
lection to be economical compared to lexicalist
approaches such as (Gardent and Thater, 2001)°
where syntactic variation is encoded in distinct
lexical entries, multiplying the number of gener-
ation search paths by the number of distinct struc-
tures licensed by the lexical item.

However, our approach can also be consid-
ered incremental in the computational sense: sub-
strings can be generated from suitable goal sub-
trees with no change to the algorithm (the root
node of the generation tree is merely given a node
name which is not fully specified, and require-
ments which correspond to the root node of the
goal sub-tree).'”

5.3 Alignment

Our view of generation simplifies an explana-
tion of the multi-level alignment described by
Pickering and Garrod (2003).  Standard genera-
tion models have little trouble explaining how
lexical choice can be co-ordinated between dia-
logue participants (word preference can be ad-
justed based on recency) — but syntactic mirror-
ing as observed by e.g. Branigan et al. (2000) is
more problematic (grammar rule preferences must
be adjusted, which is non-trivial).

"Sturt and Crocker reflecton how different aspects of lan-
guage processing are more or less incremental, with syntac-
tic processing involving word-by-word update of the syntac-
tic tree, semantic processing, eg pronoun resolution, allowing
some delay.

8However, it differs from the concept of strong incremen-
tality, by allowing the articulation of partial trees, in particu-
lar trees in which not all relations are uniquely determined.

"We are not claiming the overall approach is more eco-
nomical.

'"Though this approach remains to be fully worked out,
some first steps in this direction have been taken in consider-
ing head-final languages such as Japanese.

In DS, alignment of syntactic and semantic
structure comes by definition, given the reduction
of syntax to the progressive projection of seman-
tically transparent structure. Lexical alignment
can be explained as a preference for repeated re-
cent lexical items, bypassing the general lexicon
search. Apparent alignment of syntactic structure
over and above semantic alignment, as in repe-
tition of double object constructions as opposed
to a switch to the prepositional phrase equiva-
lent, can be explained by exactly the same mech-
anism: since syntactic and semantic preferences
are encoded in the lexical actions associated di-
rectly with words (rather than in any general gram-
mar rules), so adjustment of syntactic and seman-
tic constructions reduces directly to lexical choice.

5.4 Collaboration / Completion

The phenomenon of shared utterances, in which
participants are able to switch roles and complete
one another’s utterances at any point in a sentence,
is problematic for standard models of generation,
as Pickering and Garrod (2003) observe.!!

The treatment of generation as incremental
parsing allows a simple explanation. Speaker and
hearer are building the same partial trees in par-
allel, using the same parsing process and directly
corresponding (if not perhaps identical) lexical en-
tries: the only significant difference is that the
speaker has knowledge of the goal tree that is be-
ing generated. If the hearer can guess or deduce
the goal tree,'? (s)he is in just as good a position
to complete the utterance as the original speaker.

6 Conclusions and Further Work

6.1 Conclusions

The paper sets out a formal definition of a gener-
ation process for DS, in terms of the parsing pro-
cess, and describes a naive computational imple-
mentation together with some possible improve-
ments. In closing, we note that this (a) parsing-
oriented, and (b) incremental view of generation

"n particular, any shift prior to the sentence head is prob-
lematic for head-driven and LTAG approaches.

12We have nothing to say here about how this deduction
is performed: of course it will depend on world and domain
knowledge, the participants’ shared situation and experience,
and so on.
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promises to provide a basis for an explanation
of certain psycholinguistic observations about dia-
logue such as co-ordination and collaboration be-
tween speakers.

6.2 Further Work

The current system is a prototype which we in-
tend to extend in two main directions. Firstly,
efficiency can be improved by employing com-
putational tactics such as probabilistic/heuristic
parsing and generation, and possibly more goal-
directed methods. Secondly, we intend to incor-
porate the parsing/generation model into a full di-
alogue system, to test out in detail the extent to
which the apparent potential for modelling dia-
logue phenomena such as alignment, collaboration
etc. can actually be fulfilled. This will require a
detailed model of semantic tree creation and ma-
nipulation.
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Abstract

It is a truism of NLG that good knowl-
edge of the reader can improve the qual-
ity of generated texts, and many NLG
systems have been developed that ex-
ploit detailed user models when gener-
ating texts. Unfortunately, it is very dif-
ficult in practice to obtain detailed in-
formation about users. In this paper
we describe our experiences in acquir-
ing and using limited user models for
NLG in four different systems, each of
which took a different approach to this
issue. One general conclusion is that it
is useful if imperfect user models are
understandable to users or domain ex-
perts, and indeed perhaps can be directly
edited by them; this agrees with re-
cent thinking about user models in other
applications such as intelligent tutoring
systems (Kay, 2001).

1 Introduction

It has long been recognised that NLG systems
should in principle generate texts that are targeted
towards individual readers, and should use de-
tailed models of the readers when doing so. The
content of generated texts should be tailored to the
reader’s tasks and existing knowledge; for exam-
ple, a weather forecast for a pilot landing an air-
plane should focus on wind and visibility at the
destination airport, while a weather forecast for

a farmer planting crops at a farm next to the air-
port should focus on temperature and precipita-
tion. The expression (microplanning) of a gen-
erated texts should be tailored to the user’s lin-
guistic abilities and preferences; for example, a
smoking-cessation letter sent to someone with an
age 10 literacy level should use short sentences
and simple words, while a smoking-cessation let-
ter sent to a doctor with excellent literacy could
use complex sentences and specialised medical
terminology. And the realisation (for example,
grammar) of a text could be tailored to a user’s
dialect, although this is perhaps more debatable.
In other words, people are very different, and texts
intended for individuals will be more effective if
they can be targeted towards that individual.

In accordance with this accepted wisdom, many
NLG systems and models allow detailed user mod-
els to be specified. For example, plan-based
content determination (Appelt, 1985; Moore and
Paris, 1993) is based on detailed models of user
tasks and goals, and dialect or even ideolect gram-
mars can be specified for realisation engines such
as SURGE (Elhadad and Robin, 1997) and KPML
(Bateman, 1997). Zukerman and Litman (2001)
review how user models have been used in a vari-
ety of NLG and NLU systems.

Unfortunately, we are not aware of any NLG
systems which actually use detailed user models
with non-trivial numbers of users, probably be-
cause of the difficulty of acquiring detailed user
models. Such models can of course be hand-
crafted for demonstration purposes for a single
user performing a single task, but we are not aware
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of any successful systems based on detailed user
models which work for a non-trivial number of
real users.

The reality of NLG today is that any system with
a non-trivial number of users has imperfect infor-
mation about its users. It may know something
about them, but its knowledge is far from com-
plete. This raises an important question for NLG -
what is the best way to acquire and use limited and
imperfect information about users? Little has been
published about this topic in the NLG literature;
Zukerman and Litman’s (2001) review, for exam-
ple, says little about this topic, other than suggest-
ing that perhaps user models can be built up during
the course of a dialogue with the user.

We have struggled with this question in the
course of building several NLG systems — IDAS,
STOP, SUMTIME-MOUSAM, and GIRL — and used
a different approach in each of these systems. In
this paper we summarise the approaches we have
taken and how well they seemed to work. We cer-
tainly do not have any definitive answers, but we
hope our paper will at least clarify the issue. Also,
perhaps one general lesson from our work is that it
is helpful if imperfect user models are understand-
able to users or at least to domain experts. Under
some circumstances this could allow people to edit
and thus directly control their model; even if this
is not possible, users are likely to be more helpful
in the model acquisition process if they understand
how the model is going to be used.

These observations fit in with recent thinking
in the general user-modelling community. Fis-
cher (2001) acknowledges that user modelling has
been less successful than originally hoped, and
suggests that in part this could be due to the dif-
ficulty of creating effective user models, and prob-
lems in dealing with models that are incorrect, in-
complete, and/or out-of-date. Kay (2001) suggests
that user models should be scrutable (understand-
able and modifiable) to the user, because (among
other things) this allows users to understand what
the system is doing and to correct mistakes.

Note that while research has been done on plan-
ning under uncertainty, the focus of such work
is contexts where the uncertainty is well under-
stood; for example, an object is in one of two lo-
cations (Collins and Pryor, 1995), or a diagnos-
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tic test has a well-understood false positive and
false negative rate (Haddawy et al., 1995). Under
these conditions it is possible to produce plans that
are optimal under some cost or effectiveness crite-
ria. However, in our experience the level of un-
certainty in user models for NLG greatly exceeds
what can be handled by such approaches.

2 IDAS: User in Control

One approach to the imperfect user knowledge
problem is to generate a text using whatever user
knowledge is available (which may not be much),
and then allow the user to request additional infor-
mation, clarifications, and so forth. This of course
is the approach used by human speakers in dia-
logues, and indeed by many computer dialogue
systems.

It was also used in IDAS (Reiter et al., 1995), an
NLG system developed in the early 1990s which
dynamically generated hypertext technical docu-
mentation from an AT knowledge base. IDAS had
a facility which allowed detailed user models to
be used during the generation process; but in fact
no detailed models of real users were created for
IDAS. Instead, users in experimental trials of IDAS
would use its hypertext links to obtain more in-
formation if they needed it (Levine and Mellish,
1995).

For example, consider the question of how
much detail should be in an instructional text on
how to change a flat tire on a bicycle. Should such
a text use high-level instructions such as remove
the front wheel, or should it use more detailed
instructions such as lift the front wheel’s quick-
release lever? The original IDAS vision was to
make this choice on the basis of a detailed user
model which stated which high-level actions the
user already knew how to perform, and which
needed to be broken down into substeps. However,
in practice it was not possible to acquire such de-
tailed information about IDAS users. Instead, IDAS
produced a guess at an appropriate instruction se-
quence, often based on a coarse expert/novice dis-
tinction between users, and then allowed the user
to click on a text if he or she wanted more infor-
mation. For example, IDAS might initially produce
the high-level text remove the front wheel, and the
user could expand this into substeps (such as [ift



the front wheel’s quick-release lever) by clicking
on the original instruction.

Of course this strategy only makes sense if the
user understands what questions he can ask. This
requires both a good user interface and also an in-
tuitive and easily understandable ‘question space’
(using IDAS’s terminology) of what questions the
system can answer.

Letting the user specify what he or she wants to
know is not always possible; for example, it is not
possible in a system which generates paper letters
such as STOP, and may not be realistic in a system
used by people with limited computer confidence
such as GIRL. It also may sometimes be risky, for
example if a user thought he knew how to remove
a wheel but in fact did not. But it certainly seems
to be an effective strategy in many situations, be-
cause users usually have excellent knowledge of
their own goals, tasks, and expertise, much better
than any computer system.

3 STOP: Ask User for Key Information

Another response to the difficulty of getting per-
fect user knowledge is to try to determine which
knowledge about the user is most important, and
then design a questionnaire or GUI to explicitly
acquire this knowledge. In such cases we may
need to impose a size or time-to-complete con-
straint on the questionnaire or GUI, based on what
we think is realistic for the target user group.

This approach was used in STOP (Reiter et
al., 2003), which generated personalised smoking-
cessation letters. We devised a 4-page multiple-
choice questionnaire for smokers based on what
previous research suggested would be the most
important information for the letter-tailoring pro-
cess. The STOP software then used this question-
naire (which was completed on paper, and scanned
into a database) as its primary information source
when generating tailored smoking-cessation let-
ters; some information was also obtained from
the smoker’s medical record. The user question-
naire data only effected content decisions in STOP;
in principle it would have been desirable to also
take user information into account when making
microplanning and realisation (expression) deci-
sions, but this was not done.

One problem we encountered was that in ret-

rospect the information elicited by the question-
naire was perhaps not the most important infor-
mation needed by the tailoring process. For exam-
ple, although we asked users about their smoking
habits, beliefs, and concerns, we did not directly
ask them what information they would like to see
in the generated letter (for example, medical in-
formation about the effects of smoking vs. practi-
cal how-to-stop advice); in hindsight we probably
should have asked for this information. But this is
not a flaw with the technique, it is a flaw in how
we applied it.

A perhaps more basic problem is that we
were limited to acquiring small amounts of well-
structured information. We could not acquire
a lot of information (since smokers would not
spend more than 10-15 minutes on a question-
naire), and we could not acquire unstructured in-
formation such as free-text explanations of inter-
ests and goals (since such texts could not be inter-
preted and understood by our software). For ex-
ample, one key issue in smoking advice is why
previous attempts to quit have failed. Our ques-
tionnaire had seven check boxes for standard rea-
sons such as stress or weight gain. It did not elicit
detailed information which turned out to be very
important to individual smokers, such as one per-
son’s frustration with hypnosis techniques, and an-
other’s promising attempt to quit being derailed by
stress caused by the death of a relative.

Also, the questionnaire approach of course only
works if the user understands and can answer the
questions. For example, detailed medical informa-
tion about the smoker’s health, such as the con-
dition of his lungs, would have been useful but
in general we could not expect smokers to have
this information. Another example is whether the
smoker is addicted to nicotine (again important in-
formation for selecting appropriate cessation ad-
vice). Many smokers have incorrect beliefs about
whether they are addicted, so instead of directly
asking this question, STOP inferred addiction sta-
tus from a set of questions devised by Fagerstrom
and colleagues (Heatherton et al., 1991), such as
whether the smoker smoked within 30 minutes of
waking up.

In other words, in IDAS we believed that users
themselves had the best knowledge of relevant in-
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formation such as their tasks and goals. In STOP,
however, we believed that users might not have
good self-knowledge of some important informa-
tion, such as addiction status.

In summary, a questionnaire can work well if
we need a small amount of well-structured infor-
mation, and we believe that users have (and will
provide) this information. Otherwise, we should
consider other approaches.

4 SumTime-Mousam: Domain Expert
Creates a Model

Another approach to creating user models that use-
fully approximate reality is to get a domain ex-
pert (or ‘knowledge engineer’) to build the model.
That is, the domain expert meets with users and
discusses their needs and constraints, and from
this develops a user model for a software system.

This approach was used in SUMTIME-
MOUSAM (Sripada et al., 2002), which generates
weather forecasts for offshore oil rigs; these are
essentially summaries of the output of a numerical
weather simulation, where the summarisation is
controlled by a model of what is important to
the user. Such forecasts are used by oil company
staff to make specific decisions, for example on
how to unload supply boats and when to schedule
diving operations. If we had perfect knowledge
about what decisions needed to be made and
what the constraints on these decisions were (for
example, what sea conditions were too rough for
the particular diving equipment currently at a rig),
then we could generate perfectly tailored forecasts
using plan-based techniques. Unfortunately, this
information is not available.

Instead, we included in SUMTIME-MOUSAM
some parameters which made sense to expert me-
teorologists (such as what changes in wind speed
were significant in different contexts), and let an
expert set the parameters appropriately for differ-
ent users. The expert had previously discussed
with the end user what the user’s tasks and needs
were, and based the parameter settings on these
discussions and on his expertise. These parame-
ters essentially constituted a ‘user model’ which
was intended to apply to an entire rig, and cover
all types of operations.

We have not yet evaluated the usefulness of the
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generated forecasts with end users, so we do not
know how effective this strategy is. However, we
can make some observations. First of all, building
such models requires making a tradeoff between
the range of situations they cover and their effec-
tiveness. A model which covered all possible de-
cisions would insist that all data from the numer-
ical simulation be communicated, and no data be
summarised; this would negate the usefulness of
textual summaries. On the other hand, a model
that was tailored just to the most typical decisions
would generate texts that were well suited to those
situations, but not to others.

For example, in general light winds (less than
15 knots) have minimal impact on rig operations,
so when the wind is light there is no need to report
(for instance) a small change in wind direction,
such as N to NNE. However, there are some un-
usual operations, such as flaring gas, when small
changes in wind direction are relevant even with
light winds. If we had perfect user knowledge we
would report such changes if and only if the user
was flaring gas or otherwise doing an operation for
which this information was important. However,
since we do not know what operations are planned
for a particular day, we have to choose between
either never reporting such changes (which some-
what improves forecast quality for most days by
eliminating unnecessary information), or always
reporting such changes (which greatly improves
forecast quality on those rare days when the in-
formation is important).

One solution to this problem would be to al-
low users to explicitly specify information about
their planned tasks and known constraints (such as
whether they planned to flare gas), via a software
package which was installed on the rigs. We have
not seriously investigated this because of the sub-
stantial cost of developing, installing, and main-
taining such a system, plus the cost of training
users so that they entered the correct information
at the correct time. In other words, SUMTIME-
MOUSAM as it currently exists fits smoothly into
current operational procedures and does not re-
quire users to install new hardware or software or
change the way they work; this would not be true
of a system which required users to enter informa-
tion about their tasks and constraints.



Another issue with SUMTIME-MOUSAM’S ap-
proach is that the parameters and model must be
understandable to the domain expert. The first
versions of SUMTIME-MOUSAM used fairly sim-
ple and hence understandable algorithms for data
analysis and text generation, but the most recent
version of the system uses more sophisticated al-
gorithms which are less easy for someone who is
not a computer scientist to understand. Hence it is
harder for the domain expert to build models for
the most recent version of the system than for pre-
vious versions.

Finally, economics means that domain experts
cannot continually create new models, the models
they creates must be usable for a period of time.
This means that the usage of the texts must be
fairly stable.

In summary, asking domain experts to build
models that approximate how a group of users will
use texts can work if the texts are used in ways
that are predictable, limited, and stable; and if the
user model is understandable to the domain expert.
We expect this may be true in other NLG appli-
cations in addition to weather forecasts (financial
summaries?), and encourage other researchers to
consider this approach when it seems appropriate.

5 GIRL: Obtain Model by Testing Users

The final approach we have tried is building a
model of a user’s skills by testing his performance
on a set of tasks, using an independently devel-
oped assessment test.

We are using this approach in a new system,
GIRL (Williams, 2002), which generates reports
on how well a student has done in a computer-
based literacy assessment. From a research per-
spective, GIRL’s focus is on making microplan-
ning choices (aggregation, word choice, etc.) that
are appropriate for the recipient’s reading ability.
For example, an aggregation decision that leads to
a 30-word sentence is acceptable for a good reader
but not for a poor reader. This requires know-
ing how well the recipient can read, and GIRL ob-
tains this information from the literacy assessment
which the student has completed. The assessment
was independently developed by NFER-Nelson as
a skill-based reading, writing and listening test for
adult literacy learners. The results give a hierar-

chical model of derived literacy skills, with results
of individual questions at the leaf nodes, results of
skills tests at the next level, overall reading, overall
writing and overall listening levels at the next and
the overall literacy level at the root of the tree. Part
of the experimental work in GIRL is determining
which information from this model is most use-
ful in guiding expression choices. The ultimate
vision in GIRL is to create user models for read-
ers which include this key information, and then
use the reader model to control microplanning and
perhaps also content and realisation choices in a
text-generation system.

We cannot say much about the success or fail-
ure of this approach yet, as GIRL is still being de-
veloped and has not yet been evaluated. But cer-
tainly it seems likely that we cannot expect to ob-
tain a large amount of information using this strat-
egy; like the STOP strategy of asking a user to
fill out a questionnaire, the strategy of testing the
user is feasible if a small amount of information is
needed, but not otherwise.

It is possible that in the long term, a lot of obser-
vational data about users will be available, which
perhaps can be analysed and ‘mined’ for user in-
formation (Fitzgibbon and Reiter, 2002). For ex-
ample, if we knew what web pages a person had
read, we could probably make a plausible guess
about his or her literacy level. This is an interest-
ing possibility which should be kept in mind for
the future, even if it is not realistic now.

6 Discussion

6.1 Understandability of User Models

One recurring theme in our work is that user mod-
els should be understandable to users or domain
experts. If we had perfect user models, users per-
haps would not care how they worked; but since
we have imperfect user models, it is very helpful
if users can understand them, either to edit them or
to understand what the system is doing and how it
might fail.

Kay (2001, page 118) discusses giving users ac-
cess to and control over models about themselves
in intelligent tutoring systems, and argues that this
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Figure 1: Precipitation Intensity Options Box from SUMTIME-MOUSAM

is desirable because:

e Users have a legal and ethical right to access
and control about themselves.

e Users can assess the correctness of the model,
and repair mistakes.

e Users who have access to their user models
will have a better idea of what the system is
doing.

e Developers will be more accountable if mod-
els can be inspected by users, and will place
more importance on making models under-
standable.

e Users may learn useful information about
themselves from their user models.

Although the last reason may be specific to tu-
toring systems, we believe that the first four ra-
tionales give by Kay for giving users control over
their models are likely to apply to NLG systems
that use user models as well.

Many commercial software packages allow
users to specify their preferences and needs via
an options box, and we have in fact done this to
a limited extent in SUMTIME-MOUSAM. A sim-
ple SUMTIME-MOUSAM options box is shown
in Figure 1; this box allows the domain expert
to specify how numerical precipitation figures (in
mm/hr) should be translated into linguistic de-
scriptors such as heavy. This is user-dependent
because different readers interpret heavy in dif-
ferent ways (Reiter and Sripada, 2002). Among
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other things, the interpretation depends on loca-
tion; a precipitation amount that would be consid-
ered heavy in a dry environment such as the Mid-
dle East might not be considered heavy in a wet
environment such as Scotland.

Perhaps the key technical challenge to building
such options boxes or other model-editing facili-
ties is making choices understandable to users and
domain experts. In particular we cannot expect
such people to have expertise in linguistics; this is
why the descriptors in Figure 1 are specified as ac-
tual adjectival phrases instead of as conceptual or
semantic representations. We also cannot expect
such people to have expertise in computer science;
this is an issue in some of the other SUMTIME-
MOUSAM options boxes, where the expert is ex-
pected to specify parameters that control a linear
segmentation algorithm (Sripada et al., 2002). Fi-
nally, if the options box is intended to be filled
out by users instead of domain experts, we should
not expect an unrealistic amount of domain knowl-
edge. For example the options box in Figure 1
may not be understandable to end users, because
they may not understand precipitation expressed
as mm/hr.

In short, we need to be able to present user
model choices in an understandable way to people
who do not have expertise in linguistics or com-
puter science; how best to do this is an important
topic for future research. This problem is likely
to become even more acute if we try to learn user
models from large amounts of observational data,
as many learning algorithms do not produce re-
sults which are easy for people to understand.



6.2 Knowledge Source: Users or Domain
(Communication) Experts

An important related issue is who supplies the in-
formation for a user model. In IDAS, STOP and
GIRL the users themselves supply the basic infor-
mation (which the system may make inferences
from), but in SUMTIME-MOUSAM the informa-
tion comes from a forecaster, that is a domain ex-
pert who knows the users. The forecaster is also
a domain communication expert (Kittredge et al.,
1991); that is, he is an expert in how to commu-
nicate information about the weather to users, as
well as an expert in meteorology itself.

The disadvantage of using a domain (commu-
nication) expert is that he is supplying informa-
tion secondhand, he does not know the users as
well as the users know themselves. If we con-
sider Figure 1, for example, presumably the users
themselves have a better idea of what heavy means
to them than the domain expert does. But on
the other hand, the advantage of using a domain
expert is that he will have more domain knowl-
edge (for example, understand precipitation ex-
pressed as mm/hr), more understanding of how the
NLG system works and how it is controlled by the
user model, and also more domain communication
knowledge (for example, know how heavy was de-
fined for other users). Because he understands the
domain, the user, and the system, the domain ex-
pert can be a good person to create a model that
‘bridges the gap’ between the user and the system,
and specifies to the system, in terms it can under-
stand, what is important to the user and how best
to communicate with the user linguistically.

The other reason for acquiring user models from
domain experts in SUMTIME-MOUSAM was that
SUMTIME-MOUSAM weather forecasts are read
by many people in an oil rig, not just a single in-
dividual. Hence the user model needs to be an ap-
proximation to a group of people, not a detailed
description of a single person. In other words,
the user model should record how the recipients
on average interpret heavy, not how one individ-
ual interprets this word. In SUMTIME-MOUSAM
we believed that it might in fact be easiest for an
outside expert to create such a model, especially
if the expert had experience in doing this for other
user groups.

6.3 Cost of Mistakes

Another general issue that needs to be considered
is the impact of getting the user model wrong. For
example, what is the impact of careless mistakes
in STOP questionnaires, of users failing to give the
SUMTIME-MOUSAM domain expert complete in-
formation about all of their tasks and lexical inter-
pretations, or of a GIRL subject doing poorly on a
test because she hadn’t had much sleep the previ-
ous night? Do such mistakes marginally decrease
the utility of generated texts, or do they make gen-
erated texts completely useless? NLG systems that
are not robust in the face of such mistakes may not
be useful in real-world applications.

This may be an especially serious problem for
systems such as STOP and GIRL which make in-
ferences about the user based on the information
he or she explicitly specifies. For example, if a
smoker does not realise that STOP uses the ‘do you
smoke within 30 minutes of waking up’ question
to infer addiction level, and instead believes that
this question is unimportant, then he or she may
ignore it or respond very quickly without thinking
about the question.

This suggests that at minimum we need to
carefully design the user model acquisition tool
(STOP questionnaire, SUMTIME-MOUSAM option
boxes, GIRL literacy test) to minimise careless er-
rors. It may also be sensible to check user models
for plausibility and consistency (as STOP in fact
does). Finally, this once again emphasises the de-
sirability of users understanding what is in the user
model and how the system uses it.

A related issue is how to update and maintain
user models. People of course change over time,
and user models should change with them. We are
not aware of any previous research on how user
models for NLG systems should be updated to re-
flect changes in the user’s expertise or preferences.
Probably the simplest approach here is simply to
let users or domain experts directly edit and up-
date a user model, which is possible in SUMTIME-
MoOUSAM.

7 Conclusion

One of the great promises of NLG is that it
can tailor texts for individual users, but realising
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this promise requires that we know a lot about
users, and in practice it can be difficult to obtain
detailed information about the expertise, back-
ground, tasks, goals, and so forth of individual
users. We have tried various approaches to ac-
quiring information about users for NLG systems,
including letting users implicitly specify models
(IDAS), explicitly asking users to enter a model
(STOP), explicitly asking a domain expert to con-
struct a model (SUMTIME-MOUSAM), and im-
plicitly inferring a model from a standard assess-
ment test (GIRL). None of these approaches seem
generally applicable, but all probably work better
if users can easily understand their models, so that
they can edit their model or at least better under-
stand what the NLG system is doing.
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Abstract

Recent interests in the use of multime-
dia presentations and multimodal inter-
faces have raised the need for the au-
tomatic generation of graphics and es-
pecially temporal media. This paper
presents an engine to build video doc-
umentaries from annotated audio com-
mentaries. The engine, taking into
consideration the discourse structure of
the commentary, plans the segmentation
in shots as well as the camera move-
ments and decides the transition effects
among shots. The output is a complete
script of a ’video presentation”, with in-
structions for synchronizing images and
movements with the playing of the au-
dio commentary. The language of cine-
matography and a set of strategies sim-
ilar to those used in documentaries are
the basic resources to plan the anima-
tion. Strategies encompass constraints
and conventions normally used in build-
ing video documentaries.

1 Introduction

In the last decade there has been an increasing
interest in the generation of multimedia presen-
tations and a growing tendency towards the use
of multi-modal interfaces (Wahlster et al., 1993;
Maybury, 1993). These interests have raised the
need for automatic generation not only of natural
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language, but also graphics and especially tempo-
ral media (André, 2000).

In this paper, an engine to build video sequences
of images starting from an audio commentary is
described. The input for the engine is a represen-
tation of (possibly automatically) generated ver-
bal commentary. The engine, taking into consid-
eration the discourse structure of the commentary,
retrieves the most appropriate set of images from
an annotated database, plans the segmentation in
shots as well as the camera movements and fi-
nally decides the transition effects among shots.
The output of the engine is a complete script of
a “video presentation”, with instructions for syn-
chronizing images and movements with the play-
ing of the audio commentary.

The language of cinematography (Metz, 1974),
including shot segmentation, camera movements
and transition effects, is the basic resource to plan
the animation and to synchronize the visual and
the verbal parts of the presentation. In generat-
ing animations, a set of strategies similar to those
used in documentaries are employed. Two broad
classes of strategies have been identified. The
first class encompasses constraints imposed by
the grammar of cinematography, while the second
deals with conventions normally used in guiding
camera movements in the production of documen-
taries.

After a short discussion on related works, rele-
vant concepts and terminology of cinematography
are introduced in section 3. Section 4 briefly sum-
marizes the Rhetorical Structure Theory (RST) for
the analysis of discourse structure. In section 5 we
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present some of the heuristics that we have bor-
rowed from the field of cinematography. In sec-
tion 6 we illustrate the architecture of the engine
and its parts. In section 7 we give some examples
of how the engine works. Finally, in section 8, we
outline conclusions and future work.

2 Related Work

One of the first case studies of the generation of
“motion presentations” is the work of (Karp and
Feiner, 1993). Their system generates scripts for
animation using top-down hierarchical planning
techniques. (Christianson et al., 1996) presents a
successful attempt to encode several of the princi-
ples of cinematography in the Declarative camera
control language.

Similar systems are BETTY (Butz, 1994) and
CATHI (Butz, 1997). BETTY is an animation
planner, which generates scripts for animated pre-
sentations. The CATHY system generates on-line
descriptions of 3D animated clips for the illustra-
tion of technical devices, in the context of a coor-
dinated multimedia document.

Animated presentations have been successfully
employed also in multimodal frameworks for the
generation of explanations (Daniel et al., 1999)
and in learning environments (Bares and Lester,
1997).

The novelty of our approach lies in the use
of rhetorical structure of the accompanying audio
commentary in planning the video. In particular,
knowledge of rhetorical structure is extremely use-
ful in taking decisions related to the punctuation of
the video, in order to reflect the rhythm of the au-
dio commentary and its communicative goals. In
our view, the verbal part of the documentary al-
ways drives the generation of the visual part.

3 Relevant concepts and terminology

According to Metz (1974), cinematic representa-
tion is not like a human language, which is defined
by a set of grammatical rules. It is nevertheless
guided by a set of generally accepted conventions.
These guidelines may be used for developing mul-
timedia presentations that can be best perceived by
the viewer. Following, we briefly summarize the
basic terminology of cinematography.
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3.1 Shot and camera movements

The shot is the basic unit of a video sequence. In
the field of cinematography a shot is defined as a
continuous view from single camera without inter-
ruption. Since we only deal with still images, we
define a shot as a sequence of camera movements
applied to the same image.

The basic camera movements are pan, from
“panorama”, a rotation of the camera along the x-
axis, tilt a rotation along the y-axis and dolly, a
movement along the z-axis.

3.2 Transition effects

Transitions among shots are considered as the
punctuation symbols of cinematography; they af-
fect the rhythm of the discourse and the message
conveyed by the video. The main effects are cuf -
the first frame of the shot to be displayed immedi-
ately replaces the last frame of the shot currently
on display; fade - a shot is gradually replaced by
(fade out) or gradually replaces (fade in) a black
screen or another shot and cross fade (or dissolve)
which is the composition of a fade out on the dis-
played shot and a fade in applied to the shot to be
shown.

4 Rhetorical Structure Theory

Rhetorical Structure Theory (Mann and Thomp-
son, 1987) allows the analysis of discourse struc-
ture in terms of dependency trees, with each node
of the tree being a text span. Each branch of the
tree represents a relationship between two nodes.
One node is called the nucleus and the other is
called the satellite. The information in the satel-
lite relates to that found in the nucleus in that it
expresses an idea related to what is said in the nu-
cleus. For example, a background relation holds
when a satellite provides a context to the infor-
mation expressed in the nucleus. Figure 1 shows
an example of a portion of a rhetorical tree. The
second paragraph provides details with respect to
the content expressed in the first paragraph. This
additional information acts as a sort of reinforce-
ment for what has been previously said in the first
paragraph and consequently facilitates the absorp-
tion of information. In the original formulation
by Mann and Thompson the theory posited twenty



Background

At the bottom on the right is a
blacksmith's workshop, a plebeian
antithesis to the tournament going
on in the upper part of the painting
which is chiefly an aristocratic
activity.

The choice of a tournament for the
month of February is related to the
jousts and revelries that took place in
carnival time.

1 2

Figure 1: An example of Rhetorical Tree.

different rhetorical relations. From this original
repository we borrowed a set of relations (elabo-
ration, background, sequence and circumstance),
which are commonly used in descriptive text, like
those we have analyzed (see Section 6.1).

5 Heuristics and constraints of
cinematography

Directors and film critics have identified several
heuristics for making good movies. In design-
ing a shot, it is important to consider the message
that it has to convey and the (semantic) relations
with the previous and following messages. Cam-
era movements can be used to signal some of these
semantic relations. For example, according to Ar-
ijon (1976), panning and tilting can be used to re-
veal spatial relations among objects and to move
the watcher’s attention from one center of interest
to another; dollying can be employed to focus the
attention on a particular zone or object previously
displayed. For example, if an object is currently
displayed and the following message deepens one
aspect of it, a zoom on that aspect can be chosen.
Besides rules for movement selection, cine-
matographers have also identified a set of con-
straints on possible camera movement combina-
tions, in order to ensure a pleasant presentation. In
particular, each camera movement has to be “con-
sistent” with respect to the previous movements.
The watcher, looking at a movie in which camera
moves to one side and then to the opposite one, can
misunderstand the underlying message and expe-
rience some difficulties in following the stream

of the presentation. For example, if the previous
move is a pan towards the right the following ef-
fect cannot be a pan towards the left neither along
the same path nor along similar paths. In general
when a camera movement is chosen it constrains
the choice of the following movements.

Another important feature of a movie is cohe-
sion. A video sequence has to be a continuum, an
uninterrupted stream in which each piece is con-
nected to the others and is part of a whole. To
achieve cohesion in designing the visual part of a
presentation it is worth considering the relations
among the new information to be delivered and
those already given (discourse history) and to pro-
vide rhetorical strategies to build the presentation.
The combination of rules and constraints encode
some of the basic “principles of cinematography”,
which have been identified with the help of an
expert director of documentaries (see also Arijon
1976).

Rules and constraints are the core on which the
system relies. They encode the rhetorical strate-
gies that are the basic resource for: (i) selecting
appropriate images, (ii) designing the presenta-
tion structure, (iii) completing each shot, (iv) syn-
chronizing the visual part with the audio commen-
tary and avoiding the “seasickness” effect. Rules
are formalized in a context sensitive “presentation
grammar”’, are fired by a forward chaining mech-
anism and are relative to: (i) rhetorical relations
among the text spans; (ii) the geometric properties
of images selected from the information repository
and (iii) the topics matching among segments and
images. An example of rule is given in Figure 2.
The rule applies when a segment has a relation of
type background or circumstance; in that case the
segment is assigned to a new shot.

Constraints are conditions that forbid particular
combinations of camera movements and are tested

(defrule split (segment)
(conditions
(or (has-relation segment background)
(has-relation segment circumstance)))
(actions
(init-shot shot)
(add-segment segment shot)))

Figure 2: An example of rule for shot initializa-
tion.
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(defconstraint zoom—-in
(var mv (get-previous-movement))
(var mv2 (get-previous-movement mv) )
(and
(not (equal mv zoom-out))
(not (equal mv2 zoom-out))))

Figure 3: An example of constraint.

according to the type of movement proposed by
the engine and the sequence of past movements.
An example of constraint is shown in Figure 3.
Potentially each camera movement can lead to an
inconsistent sequence. To select a zoom-in move-
ment it is worth considering whether the previous
move or the penultimate one is a zoom-out; if not,
then a zoom-in applies.

6 The Video Planner Engine

The engine is structured as in Figure 4. When a

Amnnotated
text

Image

repository

Figure 4: The system architecture.

video for a given commentary is requested, the en-
gine analyses the discourse structure of the com-
mentary and selects an appropriate set of images
to be presented. The generation chain consists of
four phases:

Detail Association: a detail is associated with
each segment of the commentary;

Shot initialization and structure planning: a
candidate structure for the final presentation
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<movie id="january">
<shots>
<shot id="shot603" image="det01l">
<video-track>
<pause duration="2"/>
</video-track>
<audio-track>
<play audio="january.wav"/>
</audio-track>
</shot>
<shot id="shot605" image="detO0l">
<video-track>
<pause duration="1"/>
<zoom duration="4" scale="4"/>
<pause duration="2"/>
</video-track>
<audio-track>
<audio-pause duration="3"/>
<play audio="snowball-fight.wav"/>
<audio-pause duration="1"/>
<play audio="castle.wav"/>
</audio-track>
</shot>
</shots>
<editing>
<display shot="shot603"/>
<crossfade shot="shot605" duration="1"/>
</editing>
</movie>

Figure 5: Example of script.

is elaborated, taking into consideration the
rhetorical structure of the commentary;

Shot Completion: camera movements between
details are planned. Constraints are consid-
ered in order to avoid “inconsistencies”;

Editing: transitions among effects are selected
according to the rhetorical structure of the
commentary.

The output is a complete script for the video
and the audio channels encoded in a renderer-
independent markup language (see Figure 5).

6.1 Resources

The video engine requires access to information
about the structure of the data and a certain amount
of knowledge about the domain.

As domain of application we have chosen the
Cycle of the Months of Torre Aquila at the Buon-
consiglio Castle in the city of Trento (Italy). This
fresco is composed of eleven panels (each one rep-
resenting a month) painted during the 1400s and
illustrates the activities of aristocrats and peasants
throughout the year.

As a case study we have collected a set of text
that have been annotated by means of RST (see be-
low). The nature of these texts, taken from a guide



<segment 1d="01" parent="root" relname="none"
topic="tournament" audio="castle.wav"
duration="3" >

At the bottom on the right is a blacksmith’s
workshop, a plebeian antithesis to the
tournament going on in the upper part of the
painting which is chiefly an aristocratic
activity. </segment>

<segment 1id="02" parent="01"
relname="elaboration" topics="castle"
audio="windows.wav" duration="2" />

The differences between the various styles of
construction have been reproduced extremely
carefully.

</segment>

Figure 6: Enriched RST annotation of a text.

of Torre Aquila, is descriptive and the prevailing
rhetorical relations are elaboration, sequence, cir-
cumstance and background. At the moment we
have favoured a sentence-by-sentence segmenta-
tion and the average size of the resulting trees
ranges from seven to ten nodes.

The domain knowledge is encoded in a simple
taxonomy, that is a set of keywords - called fopics
- representing entities, such as characters and an-
imals, and processes, such as hunting and leisure
activities. At this phase of the work, only one rela-
tion between topics is defined, the member-of rela-
tion, that denotes that a topic belongs to a particu-
lar class. For instance, the topic fox_hunting is in a
member-of relation with the topic hunting, which
means that fox_hunting is a form of hunting. At the
moment, even if simple, knowledge representation
is rich enough to accomplish our purposes.

The main input of the engine is a textual
representation of the commentary annotated ac-
cording to its rhetorical structure (see Figure 6).
Additionally, the main concept of each segment is
specified as well as the duration in milliseconds
of the segment when played (although in Figure 6
the transcription of the commentary is shown, it
is never used). Finally, the engine employs a
database of images. For each images, the relevant
details depicted have to be specified both in terms
of their bounding boxes and in terms of the topics
they represent. For example, Figure 7 illustrates
the details for the panel of the month of January,
annotated as in Figure 8. This picture consists of
three main details: the snowball fight at the bottom
(1), the castle at the top on the right (2) and the
hunting scene (3), beside the castle. Within each
detail it is possible to identify further details, as in

Figure 7: Details for the picture of January.

the case of the castle, which contains the detail of
windows (a).

6.2 Phase 1: Detail association

In this phase the system assigns one or more de-
tails to each segment of the commentary. This op-
eration is performed by searching the image repos-
itory for details with the same topic of the seg-
ment.

<db month="january">
<image id="jan_img" source="january_full. jpg"
height="713" width="500"/>

<detail id="01" topic="january" parent="root"
img="jan_img" coords="0,0,500,713"/>

<detail id="02" topic="snowball-fight"
parent="01" img="january_img"
coords="20,430,460,650"/>

<detail id="03" topic="castle" parent="01"
img="january_img" coords="12,50,330,430"/>

<detail id="03a" topic="windowl" parent="03"
img="january_img" coords="190,55,315,300"/>

<detail id="04" topic="hunters" parent="01"
img="january_img" coords="300,105,475,400"/>

</db>

Figure 8: Annotation of the image in figure 7.
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6.3 Phase 2: Shot initialization

In this phase, shots are initialized taking into con-
sideration the rhetorical structure of the commen-
tary. At the moment the nucleus/satellite distinc-
tion is not taken into account. The result of phase
2 is a candidate structure for the final presentation.
The processing is guided by a set of rules, which
are fired when particular configurations of rhetor-
ical relations are matched (see Figure 2). For ex-
ample a relation of type elaboration or sequence
signals a smooth transition from the current topic
to new information that is strictly related to it; it is
thus preferable to aggregate segments in the same
shot and to exploit camera movements. Back-
ground and circumstance tend to highlight the in-
troduction of new information that provides a con-
text in which the following or the previous mes-
sages can be interpreted. They tend to break the
flow of the discourse. It is thus preferable to split
the segments in two different shots so that, in the
next phase, it is possible to exploit proper tran-
sition effects in order to emphasize that change
of rthythm. There are cases in which the struc-
ture planned in this phase is revised during succes-
sive stages of computation. For example, to avoid
the “seasickness” effect the system can apply con-
straints and then modify the previously planned
structure by adding new shots (see examples in
section 7).

6.4 Phase 3: Shot completion

This is the phase in which the engine incremen-
tally completes each shot by illustrating each of its
segments. In performing this task the engine traces
the camera movements already planned. When
a candidate move is proposed the system verifies
whether it is suitable or not according to the list
of past camera movements and the constraints im-
posed over that type of movement. Constraints en-
code the cinematographer’s expertise in selecting
and applying camera movements in order to ob-
tain “well-formed” shots. For instance, when a
panning movement is proposed where the previ-
ous movement is also a panning, the system has to
check if the resulting sequence is suitable. Simple
constraints include:

e When the previous movement is a dolly-out
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a dolly-in cannot be applied;

e When the previous movement is a dolly-in
a dolly-out cannot be the subsequent move-
ment;

e When a panning or a tilting is along a similar
path and in the opposite direction of the pre-
vious movement
that panning or tilting cannot be applied.

Constraints encode schemes of forbidden move-
ments and when one of them is not satisfied the
proposed move is rejected. In this case the engine
initializes a new shot, declares the previous one
completed and associates the remaining segments
to the new shot.

6.5 Phase 4: Movie Editing

This is the phase in which the engine chooses the
“punctuation” of the presentation. Movie edit-
ing is achieved by selecting appropriate transitions
among shots. In order to reflect the rhythm of the
discourse, the choice of transition effects is guided
by the rhetorical structure of the commentary. The
system retrieves the last segment of the shot dis-
played and the first segment of the shot to be pre-
sented and plans the transition according to the
following rules:

o If two segments are linked by a relation of
type elaboration
a short cross fade applies;

e If two segments are linked by a relation of
type background or circumstance
a long cross fade applies.

e If two segments are linked by a relation of
type sequence
a cut applies.

e If arelation of type enumeration holds among
two or more segments
a rapid sequence of cut applies.

These rules have been selected according to the
observations about the usual employment of tran-
sition effects in the field of cinematography (Ari-
jon, 1976). Fade effects are fit for smooth transi-
tion, when there is a topic shift or when the center



Background

VAR

At the bottom on the right is a blacksmith's
workshop, a plebeian antithesis to the
tournament going on in the upper part of
the painting which is chiefly an aristocratic
activity.

The choice of a tournament for
the month of February is related
to the jousts and revelries that
took place in carnival time.

Figure 9: The “Tournament” example.

of interest changes but the new topic is related to
the old one, as in the case of elaboration or back-
ground. Cut is more appropriate for abrupt and
rapid changes, to emphasize the introduction of a
new concept, as in the case of sequence. A spe-
cial case holds when the verbal commentary enu-
merates a set of subjects or different aspects of
the same object; in those cases a rapid sequence
of cuts can be used to visually enumerate the ele-
ments described.

7 Examples

The first example concerns the rhythm of the dis-
course (Figure 9). Since the topic of both seg-
ments is the same, the text could be visually rep-
resented by displaying the same image during the
playing of both the first and the second audio com-
mentary. In this case a cross fade effect helps
the user to understand that background informa-
tion is going to be provided. In fact, the second
segment provides contextual information to sup-
port the user in understanding the information pre-
sented in the first paragraph. The first image is
thus presented while the audio of the first segment
is played; then, when the audio switches to the
second segment, the image is enlarged to cover
the entire panel and finally refocused on the de-
tail once the audio has stopped. By adopting this
strategy the system generates a movie that reflects
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Figure 10: The “Castle” example.

the discourse structure of the text and the rhythm
of the discourse, supporting the same communica-
tive goals of the verbal part of the presentation.

The second example concerns the application of
constraints in order to avoid an inconsistent se-
quence of camera movements (Figure 10). The
text first describes the castle on the left. In this
case the system, after a brief pause on the whole
scene, selects a dolly-in movement, magnifying
the detail of the castle (1). Then a second dolly-in
is applied to focus on the castle’s windows (2). Fi-
nally, in order to focus on the hunting scene (3) the
camera should dolly out and then move towards
right, but this combination is forbidden by the con-
straint on dolly-out. In this case the engine revises
the structure of the movie. It declares completed
the current shot, initializes a new shot and asso-
ciates the remaining segments with it.

8 Conclusions and future work

In this paper we have presented an engine to gen-
erate video sequences starting from an audio com-
mentary. First, we have identified a set of cine-
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matic techniques that are the basic resources to
plan the presentation. Second, we have shown
how the resources (knowledge on the rhetorical
structure of the commentary, knowledge about the
domain and the repository of images) are anno-
tated. Third, we have illustrated the architec-
ture of the engine and the four steps of computa-
tion. Finally we have presented some examples,
which show how the system employs rules and
constraints to generate engaging presentations.

At the moment the system relies on a set of
fifteen rules and ten constraints. Improvements
are envisaged in particular to take into consider-
ation the time needed to complete the movements
(in this moment we assume a constant speed of
the camera in movements) and more elaborated
strategies to replan forbidden sequences of camera
movements.

We have noted that the annotation of the re-
sources (especially text) is time-consuming. In the
future, in order to speed-up this task, we intend
to investigate the possibility of a (semi-)automatic
annotation of the discourse structure.

The application of the video clips in a mobile
museum guide is currently under study (Zanca-
naro et al., 2003) and we are now experimenting
with the techniques described here to automati-
cally produce user-tailored videos.
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Abstract

Text simplification involves restructur-
ing sentences by replacing particu-
lar syntactic constructs (like embedded
clauses and appositives). The aim is to
make the text easier to read for some tar-
get group (like aphasics and people with
low reading ages) or easier to process by
some program (like a parser or machine
translation system). However, sentence-
level syntactic restructuring can wreak
havoc with the discourse structure of a
text, actually making it harder to com-
prehend, and possibly even altering its
meaning. In this paper, we present
and evaluate techniques for detecting
and correcting disruptions in discourse
structure caused by syntactic restructur-
ing. In particular, we look at the issues
of preserving the rhetorical relationships
between the original clauses and phrases
and preserving the anaphoric link struc-
ture of the text.

1 Introduction

Syntactic restructuring involves replacing partic-
ular syntactic constructs (like embedded clauses
and appositives) in sentences. The aim is usu-
ally to reduce their grammatical complexity to
make the text either easier to read for some target
group (like aphasics and people with low reading
ages) or easier to process by some program (like
parsers or machine translation systems). When
we constrain the restructuring operations to pre-
serve the meaning and information content of the

original text, we call the process fext simplifica-
tion. Syntactic transforms for dis-embedding rela-
tive clauses were first suggested as a preprocessing
step for parsers (Chandrasekar et al., 1996; Chan-
drasekar and Srinivas, 1997) as they reduce sen-
tence length and hence improve parser throughput.
They were later used as part of a text simplification
project aimed at making newspaper text accessible
to aphasics (Carroll et al., 1999; Devlin, 1999).
We illustrate syntactic simplification with an ex-
ample. The sentence (1) a. contains two relative
clauses and one conjoined verb phrase. Our text
simplification system can simplify (1) a. to (1) b.
(1) a. Also contributing to the firmness in copper, the an-
alyst noted, was a report by Chicago purchasing
agents, which precedes the full purchasing agents re-

port that is due out today and gives an indication of
what the full report might hold.

b. Also contributing to the firmness in copper, the an-
alyst noted, was a report by Chicago purchasing
agents. The Chicago report precedes a full purchas-
ing agents report. The full report is due out today.
The Chicago report gives an indication of what the
full report might hold.

A broad coverage text simplification system is
expected to be useful to people with language dis-
abilities like aphasia (Carroll et al., 1999; Devlin,
1999), adults learning English (by aiding the con-
struction of texts that are of the desired linguistic
complexity, while being relevant to adults), non-
native English speakers surfing a predominantly
English internet and users of limited channel de-
vices (software that displays text in short sen-
tences that fit on small screens could improve the
usability of these devices).

Further, text simplification is useful as a prepro-
cessing tool to improve the performance of other
applications like parsing and machine transla-
tion (where performance deteriorates rapidly with
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Figure 1: An Architecture for Syntactic Simplification

sentence length) and text summarisation systems
based on sentence extraction (as simplified sen-
tences contain smaller units of information).

Previous research on text simplification has not
considered the discourse level issues that arise
from applying syntactic transforms at the sen-
tence level. Chandrasekar and Srinivas (1997), for
example, use an architecture with two stages—
analysis and transformation. There are various
discourse level issues that arise when carrying out
sentence-level syntactic restructuring of the sort
illustrated by example 1. Not considering these
discourse implications could result in the resul-
tant text losing coherence, thus making it harder to
read, or alter the intended meaning; in either case,
making the text harder to comprehend. Our ar-
chitecture (figure 1) therefore uses a third stage—
regeneration, that we describe in this paper.

In section 2, we describe how to preserve the
rhetorical relations (Mann and Thompson, 1988)
that existed between clauses and phrases in the
original text and ensure that we do not introduce
spurious relations and conversational implicatures.

Applying syntactic transforms on text contain-
ing pronouns can cause further discourse level
problems. In section 3, we discuss how syntactic
transforms can result in discourse referents getting
introduced in different orders, with different gram-
matical relations, and how this could make it hard
for a reader (or program) to correctly resolve pro-
nouns further in the text.

In section 4 we conduct a corpus evaluation of
the techniques described in sections 2 and 3.

2 Preserving Rhetorical Relations

In this section, we discuss how generation issues
like cue-word selection, referring expression gen-
eration, determiner choice and sentence ordering

can be resolved so as to minimise disruption in
the text’s rhetorical structure. Then, in section 3,
we show that the process of preserving rhetorical
structure can unavoidably result in the destruction
of the anaphoric link structure of a document and
provide techniques to restore this structure.

2.1 Using Cue Words

Subordinating conjunctions connect clauses and
make one of the clauses subordinate. Subordinat-
ing conjunctions also act as cue words that define
the relationship between the conjoined clauses.
When separating out the conjoined clauses, we can
preserve the rhetorical relation between them by
introducing a new cue word like however or then:

(2) a. Though all these politicians avow their respect for

genuine cases, it’s the tritest lip service.

b. All these politicians avow their respect for genuine
cases. However, it’s the tritest lip service.

(3) a. Kenya was the scene of a major terrorist attack on
August 7 1998, when a car bomb blast outside the
US embassy in Nairobi killed 219 people.

b. Kenya was the scene of a major terrorist attack on
August 7 1998. A car bomb blast outside the US
embassy in Nairobi killed 219 people then.

The table below gives a list of conjunctions (co-
ordinating, subordinating and correlative) and the
corresponding cue word that our algorithm intro-
duces:

Conjunctions Cue Word
although, though, whereas, but however
or, or else otherwise
even though still

if, if...then suppose...then
when then

not only...but also also
because, since, as hence
and

Our algorithm does not separate out conjoined
clauses in cases where there is no appropriate cue



word; for example, when the conjunction is un-
less. The placement of cue words is sentence ini-
tial, apart from then that is placed sentence finally
(a sentence initial then would erroneously trigger
a chronological sequence relation). The ordering
of simplified sentences is described in section 2.4.

2.2 Generating Referring Expressions

In the examples above, the extracted clause had a
subject and could be made into a stand alone sen-
tence trivially. However, when splitting a sentence
into two by dis-embedding a relative clause, we
need to provide the clause with a subject. The
referent noun phrase hence gets duplicated, oc-
curring once in each simplified sentence. This
phenomenon also occurs when separating out con-
joined verb phrases and extracting appositives. We
now need to generate a referring expression the
second time, as duplicating the whole noun phrase
can make the text stilted and cause unwanted con-
versational implicatures. For example, contrast:

(4) a. ‘The pace of life was slower in those days,’ says 51-
year-old Cathy Tinsall, who had five children.

b. ‘The pace of life was slower in those days,” says 51-
year-old Cathy Tinsall. Cathy Tinsall had five chil-
dren.

c. ‘The pace of life was slower in those days,’ says 51-
year-old Cathy Tinsall. 51-year-old Cathy Tinsall
had five children.

(4) c., apart from sounding stilted, emphasises
Cathy Tinsall’s age. This might, for example, in-
advertently suggest to the reader that the relation-
ship between her age and her having five children
is important.

Existing referring expression generation algo-
rithms (Reiter and Dale, 1992; Dale and Haddock,
1991) can’t cope with open domains like news-
paper text as they assume a classification of ad-
jectives which is possible only for very restricted
domains. We have proposed a new algorithm
(Siddharthan and Copestake, 2002) that relies on
WordNet synonym and antonym sets and gives
equivalent results on the examples cited in the lit-
erature and improved results in other cases that
prior approaches cannot handle. This algorithm
is suitable for open domains like newspaper text
and has been evaluated on the text-simplification
task using Wall Street Journal data with promising

results (summarised in section 4).

2.3 Determiner Choice

In example 4, the relative clause attached to a
proper noun. However, in general, we have to de-
cide on what determiners to use. This decision de-
pends on the rhetorical relation between the ex-
tracted clause or phrase and its referent NP.

In the non-restrictive case (for either appositives
or relative clauses), the rhetorical relation is that of
elaboration. This relation continues to hold when
we make the clause into the second sentence:

(5) a. A former ceremonial officer, who was at the heart of

Whitehall’s patronage machinery, said there should
be a review of the honours list.

b. A former ceremonial officer said there should be a
review of the honours list. This officer was at the
heart of Whitehall’s patronage machinery.

For extracting non-restrictive constructs, we
only need to ensure that the referring expression
contains a definite determiner. The determiner this
is stronger than the and can only be used if there
is no future reference that uses the determiner the.

When simplifying restrictive clauses, the rela-
tionship between the clause and the referent noun
phrase is that of specification; that is, identifying a
member (or some members) from a larger set. To
preserve this, we require an indefinite determiner
(a or some) in the noun phrase that the clause at-
taches to. This has the effect of introducing the
member(s) of the larger set into the discourse:

(6) a. The man who had brought it in for an estimate then
returned to collect it.

b. A man had brought it in for an estimate. This man
then returned to collect it.

The indefinite article is not introduced if the NP
contains a numerical attribute (eg. ...fwo conver-
sions which turned out to be crucial.). The refer-
ring expression contains a definite determiner as
usual. The algorithm for selecting determiners is:

Algorithm select_determiner
1. IF restrictive clause THEN
IF head noun is not a proper noun AND NP does
not contain a numerical attribute THEN
introduce indefinite determiner (a or some)
in NP in the first sentence

2. IF no future references to the NP THEN
introduce this or these in referring expression
ELSE introduce the in referring exp.
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2.4 Sentence Order

In general, the clause order should be preserved
in the transformed sentences. However, there are
a few exceptions. In the following example, the
lack of a suitable cue word for the reason relation
forces us to change the clause ordering and use the
cue word for the consequence relation.

(7) a. The “unengageable” element of the welfare popula-

tion is rising because the city is playing reclassifica-
tion games.

b. The city is playing reclassification games. Hence the
“unengageable” element of the welfare population is
rising.

We also need to reverse the clause ordering
when extracting non-restrictive clauses that attach
to noun phrases in the subject position; the elabo-
ration clause or phrase has to come second. This is
illustrated in example 5 above. Also, the elabora-
tion relation tends to get lost if the second sentence
is separated from the noun phrase being elaborated
by too much text. This can happen if the first sen-
tence is very long, or if it contains another con-
struct to be simplified. Consider:

(8) a. The agency, which is funded through insurance pre-
miums from employers , insures pension benefits for

some 30 million private-sector workers who take part
in single-employer pension plans.

b. The agency is funded through insurance premiums
from employers. The agency insures pension benefits
for some 30 million private-sector workers. These
workers take part in single-employer pension plans.

c. The agency insures pension benefits for some 30 mil-
lion private-sector workers. These workers take part
in single-employer pension plans. The agency is
funded through insurance premiums from employers.

It is obvious that the ordering (8) b. is less dis-
ruptive than (8) c. In such cases, using sentence
order to preserve rhetorical relations is counter-
productive and we make the extracted clause the
first sentence.

Algorithm sentence_order

1. order = “preserve”

2. IF cue word introduction changes clause order THEN
order = “reverse”

3. IF non-restrictive clause THEN
IF referent NP is a subject THEN
order = “reverse”

4. IF length(sent,)-length(senty) > threshold THEN
order = “reverse”

5. IF senty can be simplified further THEN
order = “reverse”

6. RETURN order

3 Preserving Anaphoric Structure

Syntactic restructuring that involves splitting sen-
tences or changing their voice can change the
grammatical function of NPs and alter the order
in which they are introduced into the discourse.
This can affect the reader’s ability to correctly re-
solve pronouns further in the text. If we cannot en-
sure that the most salient (Lappin and Leass, 1994;
Kennedy and Boguraev, 1996) entities before sim-
plification remain the most salient after simplifica-
tion, we have to consider the possibility of broken
anaphoric links. We do this in section 3.2.

When syntactic restructuring reverses the orig-
inal clause order, this disruption in the anaphoric
link structure can become evident in the restruc-
tured sentences themselves. We illustrate this in
section 3.1.

In both cases, our approach is the same;
we make use of a pronoun-resolution algorithm
in deciding what to generate. The discussion
in this section is based on salience and our
implementation uses a shallow version of the
Lappin and Leass (1994) algorithm. It is worth
pointing out in advance that in the examples that
follow, we use the term salience to mean “salience,
as calculated by our algorithm”, which may differ
slightly from other calculations that use differently
weighted features.

We use a three sentence discourse window con-
taining the sentence to be simplified and the two
previous sentences and calculate the salience of
entities at the end of this window. We then sim-
plify the required sentence, splitting it into two or
changing its voice from passive to active. We then
check that any pronouns in this sentence resolve to
the same antecedents in the original and simplified
text. If not, we need to replace them with referring
expressions. This process needs to continue till the
relative salience of entities in the original and re-
structured text is the same, at which point we know
that the resolution of future pronouns will not be
affected by our restructuring. We now illustrate
the process with examples.



3.1 Problems with reversing Clause Order
Consider:

(9) a. Incredulity is an increasingly lost art.

b. It requires a certain self-confidence to go on holding
the line that Elvis Presley ! isn’t in an underground
recording studio somewhere.

c. David Beckham? is prone to provoking revisionist
hints because the virtues he? represents are rare not
only in the general population but especially so in
football.

When we restructure sentence (9) c. into (9) ¢’.
below, we need to check that the pronouns con-
tinue to refer to the same antecedents.

(9) ¢’. The virtues he' represents are rare not only in
the general population but especially so in football.
Hence, David Beckham is prone to provoking revi-
sionist hints.

Our salience-based pronoun resolution system
resolves he to David Beckham in the original text,
but incorrectly to Elvis Presley in the restructured
text. We therefore need to replace he by David
Beckham (its antecedent in the original text). We
then check whether the David Beckham in the sec-
ond sentence would, if replaced by the pronoun e,
still be interpreted correctly. Our pronoun resolu-
tion system tells us it will. Hence we can safely
simplify sentence (9) c. to (9) ¢”. below:

(9) ¢”. The virtues David Beckham? represents are rare not
only in the general population but especially so in
football. Hence, he? is prone to provoking revisionist
hints.

Algorithm fix_restructured_sentence
1. FOR every pronoun in restructured sentences DO 2-3

2. resolve pronoun in original and restructured text.

3. IF they are not the same THEN

(a) replace pronoun in restructured text with refer-
ring expression for antecedent in original text
(b) IF that antecedent NP has ended up in second
sentence THEN
i. temporarily replace that NP with pronoun
ii. check that it resolves correctly.
iii. IF itdoes THEN
make the replacement in ¢ permanent
ELSE
withdraw replacement in ¢

We still need to ensure that future anaphoric
links are not affected. This is described next.

3.2 Fixing future Anaphoric Links

We now describe how we can tell when future
anaphoric links will be affected, and how we can
fix disrupted links.

3.2.1 Transforms that preserve Relative
Salience

In example 9 above, the five most salient classes
at the end of sentence (9) c. in the original text are:

David Beckham, revisionist hints,
virtues, general population, football

The five most salient classes at the end of sentence
(9) ¢”. in the restructured text are:

David Beckham, revisionist hints,
virtues, general population, football

We find that the relative salience of entities is pre-
served. This tells us that the reader will be able to
resolve future pronouns correctly.
For another example, consider:
(10) a. The Supreme Court agreed to decide whether the fed-
eral Pension Benefit Guaranty Corp. may require

LTV Corp. to reassume funding responsibility for a
$2.3 billion shortfall in the company’s pension plans

b. The high court’s decision may affect the stability of
many large corporate pension plans that have relied
on the availability of pension insurance provided by
the federal insurance agency.

¢. The agency!, which is funded through insurance pre-
miums from employers , insures pension benefits for
some 30 million private-sector workers who take part
in single-employer pension plans.

At the end of sentence (10) c., the top 5 salience
classes are (in order):

agency, pension benefits, 30 million
private-sector workers, part, single-
employer pension plans

When we split sentence (10) c. the first time, we
choose to order the simplified sentences as (10) c’.
(sentence (10) c. is the same as sentence 8 that was
dealt with in section 2.4).

(10) ¢’. The agency® is funded through insurance premiums
from employers. The agency' insures pension ben-

efits for some 30 million private-sector workers who
take part in single-employer pension plans.

When sentence (10) c. is replaced by (10) c’.
the top 5 salience classes are:
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agency, pension benefits, 30 million
private-sector workers, part, single-
employer pension plans

Again, we find that the relative salience of enti-
ties is preserved by this transform and hence future
anaphoric links will not be disturbed. As an illus-
tration of this, consider the sentence following the
simplified sentence (10) ¢’. in the original text:

(10) d. Tt* recently reported assets of $2.4 billion and liabil-
ities of $4 billion.

Our anaphora resolution algorithm resolves the
pronoun (if) in sentence (10) d. identically (to
agency) for the simplified and original texts, sug-
gesting that we can safely leave it as it is.

3.2.2 Transforms that alter Relative Salience

If a clause attaches to a non-subject NP, the dis-
course structure is invariably disturbed. Consider:

(11) a. Back then, scientists’ had no way of ferreting out
specific genes, but under a microscope they! could
see the 23 pairs of chromosomes in the cells that con-
tain the genes.

b. Occasionally, gross chromosome damage was visi-
ble.

¢. Dr. Knudson? found that some children with the eye
cancer had inherited a damaged copy of chromosome
No. 13 from a parents, who had necessarily had the
disease.

At the end of sentence (11) c., the top 5 salience
classes are:

Dr. Knudson, children, damaged copy,
parent, eye cancer

When we split the last sentence, we have the
choice of ordering the simplified sentences as ei-
therof (11)c’. or (11) c”.

(11) ¢’. A parent® had necessarily had the disease. Dr.
Knudson? found that some children with the eye can-

cer had inherited a damaged copy of chromosome
No. 13 from the parent.

¢”. Dr. Knudson? found that some children with the eye
cancer had inherited a damaged copg of chromosome
No. 13 from a parent. The parent” had necessarily
had the disease.

When sentence (11) c. is replaced by (11) ¢’.,
the top 5 salience classes are:

Dr. Knudson, children, damaged copy,
parent, eye cancer

When sentence (11) c. is replaced by (11) ¢”.,
the top 5 salience classes are:

parent, disease, Dr. Knudson, children,
damaged copy

There is now a conflict between preserving the
discourse structure in terms of anaphoric links
and preserving the discourse structure in terms of
rhetorical relations. The non-restrictive relative
clause has an elaboration relationship with the ref-
erent NP. To maintain this elaboration relation-
ship after simplification, the dis-embedded clause
needs to be the second sentence, as in (11) c”.
However, this ordering significantly disrupts the
relative salience of different entities that is more or
less preserved by the ordering (11) ¢’. This con-
flict between picking the ordering that preserves
anaphoric links and the ordering that preserves
rhetorical structure is unavoidable as the simplifi-
cation process places a noun phrase that was orig-
inally in a non-subject position in a subject po-
sition, hence boosting its salience. Our solution
is to select the ordering that preserves rhetorical
structure ((11) ¢”.) and detect and then fix broken
anaphoric links as described next.

We detect and fix broken anaphoric links as fol-
lows. We consider each sentence following the
simplified sentence. For each pronoun we en-
counter, we use our anaphora resolution proce-
dure to find its antecedent in both the original and
simplified texts. If the antecedents differ, we re-
place the pronoun by a referring expression for its
correct antecedent (determined using the original
text). The salience scores are then recomputed.
This process continues until the relative salience
of entities in the original and simplified text are
the same again.

Now consider the sentence that follows the sim-
plified sentence (11) c.

(11) d. Under a microscope heoriginal:2, simplified:3 14 a0

tually see that a bit of chromosome 13 was missing.

Our anaphora resolution algorithm resolves the
pronoun he in sentence (11) d. to Dr. Knudson
in the original text, but incorrectly to parent in the
simplified text. To preserve the meaning of the
original text, we need to replace the pronoun in
the simplified text with a new referring expression



for its antecedent in the original text. Thus we,
replace (11) d. with (11) d’. below:

(11) d’. Under a microscope Dr. Knudson? could actually see
that a bit of chromosome 13 was missing.

Now, we find that at the end of this sentence,
the five most salient classes are the similar for the
original text:

Dr. Knudson, microscope, bit, chromo-
some, children

and the simplified text:

Dr. Knudson, microscope, bit, chromo-
some, parent

This tells us that future anaphoric link will not
be disrupted by our simplification process.

This process of fixing anaphoric links looks
quite daunting. However, in practice, as salience
decreases rapidly at sentence boundaries, we
rarely (in only 2% of the cases; refer to section
4 on evaluation) have to consider more than just
the one sentence succeeding the transformed one.
Hence the loop in step 2 below is rarely executed
more than once.

Algorithm fix_future_links

1. IF relative salience of entities in original and trans-
formed text is same, THEN flag = 0 ELSE flag =1

2. WHILE flag DO steps 3 and 6
3. FOR every pronoun in next sentence DO 4-5
4. resolve pronoun in original and transformed text.

5. IF they are not the same THEN
replace pronoun in transformed text with referring
expression for antecedent in original text

6. IF relative salience of entities in original and trans-
formed text is same, THEN flag =0 ELSE flag =1

4 Evaluation

For many of the algorithms presented in this pa-
per, evaluation is difficult. It is hard to quantify the
effects of text restructuring on a text’s discourse-
level structure. The effects of many regeneration
decisions (eg. cue word selection and sentence or-
dering) on the regenerated text are largely stylistic,
which makes evaluation subjective.

The referring expression generator gives correct
results on ~81%, acceptable results on ~12% and

wrong results on ~7% of cases, when evaluated
on WSJ data (Siddharthan and Copestake, 2002).
A generated referring expression was labelled as
correct if it was optimal and factually accurate,
as acceptable if the generated expression was ac-
curate but suboptimal and as wrong if the gen-
erated expression was nonsensical or ambiguous
with a distractor. The mistakes mainly arose due to
multi-word expressions being incorrectly analysed
as multiple attributes to generate, for example, the
care products from personal care products.

That evaluation considered only examples
where there were one or more distractors in con-
text. However, in over 90% of the cases for which
we need to generate referring expressions, the con-
trast set of distractors is empty, which means the
error rate for our application is less than 1%.

For a preliminary evaluation of the other regen-
eration components, we used a corpus of newspa-
per columns and news reports, travelogues, medi-
cal articles and literary extracts and manually ex-
amined the output of our text simplification algo-
rithm on the first 250 embedded clauses.

Our method for selecting determiners gave
wrong results on “4% of examples. The following
examples show the output of our algorithm for two
sentences. In example 12, the adjectival pronoun
his would have been preferable to this in the refer-
ring expression. In example 13, the referring ex-
pression should have had the indefinite determiner
a.

(12) a. Puckett played in 10 All-Star games during his ca-

reer, which was cut short by glaucoma.

b. Puckett played in 10 All-Star games during his ca-
reer. This career was cut short by glaucoma.

(13) a. Petroleum companies were also popular because of

expectations of a weaker dollar, which cuts crude-oil
prices.

b. Petroleum companies were also popular because of
expectations of a weaker dollar. This weaker dollar
cuts crude-oil prices.

The algorithms on preserving anaphoric links
can be evaluated more objectively. 20% of
the cases contained pronouns in the sentence to
be simplified. Assuming that salience based
anaphora resolution algorithms perform with an
accuracy of 70.65 on open domains (Barbu
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and Mitkov, 2001; Preiss, 2002), algorithm
fix_restructured_sentence can be expected to have
an error rate of around 20 X 0.35%=""7%. In prac-
tice, our algorithm made mistakes in only ~2.5%
of the cases. This is because our anaphora resolu-
tion algorithm performs with an accuracy of ~0.80
on our corpus, and because intra-sentential pro-
nouns are relatively easy to resolve.

The loop in algorithm fix_future_links needed to
be executed only once in 98% of the cases. In the
remaining 2% cases, the loop needed to be exe-
cuted twice. 15% of the cases contained anaphora
in the sentence following the simplified sentence.
Assuming again that salience based anaphora res-
olution algorithms perform with an accuracy of
~0.65 on open domains, algorithm fix_future links
can be expected to have an error rate of around
15 x 0.35%="5%. Experimentally, using our
anaphora resolution on this corpus, we report an
error rate of ~4%.

5 Conclusions and Future Work

In this paper, we have motivated the need for a
regeneration component in text simplification sys-
tems by showing how naive syntactic restructuring
of text can significantly disturb discourse struc-
ture. We have presented and evaluated techniques
for detecting and correcting these disruptions in
discourse structure. In particular, we have exam-
ined the issues of preserving the rhetorical rela-
tionships between the original clauses and phrases
and preserving the text’s anaphoric link struc-
ture. We believe that the techniques we have de-
scribed to analyse the simplified discourse might
prove useful to other NLP applications that in-
volve transforming text; in particular, summarisa-
tion and translation.

We have tried to evaluate our algorithms intrin-
sically. Future work includes an extrinsic eval-
uation of these algorithms, using comprehension
tests on subjects. This would be more useful than
intrinsic evaluations in judging the benefits of text
restructuring to target groups like aphasics.
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Abstract

Information structure is decisive for
constraining linguistic options during
sentence planning. Nonetheless, it is
only recently that it became a topic on
the agenda of the mainstream text gener-
ation research. We investigate how cer-
tain parameters of the information (or
communicative) structure developed in
Meaning-Text Linguistics can be derived
in applied text generation from the do-
main and discourse data, and how these
parameters guide the process of sen-
tence generation.

1 Introduction

One of the notorious problems NLG faces since
its early days is the purposeful choice of one of
the linguistic options available to express a given
meaning. It is well known that a rich informa-
tion structure constraints sentence structures, and
thus, to a major extent, also the process of sen-
tence generation (Prince, 1978; Vallduvi, 1995;
Choi, 1996; Mel’cuk, 2001). Existing propos-
als for the derivation of the information structure
in the context of NLG draw mainly on contex-
tual (extra-linguistic) information (Klabunde and
Jansche, 1998; Geldorf, 2000) or on the commu-
nicative intent of the speaker (Stone et al., 2001;
Creswell, 2002). Occasionally, recourse is made
to semantic coherence relations (Creswell, 2002).
We believe that a detailed information structure
can be sufficiently determined only when the fol-
lowing sources are taken into account: (i) domain-
specific communicative constraints (domain com-
munication knowledge in (Rambow, 1990)), (ii) a
detailed discourse structure as provided, e.g., by
RST-based text planners, and (iii) the communica-
tive intent of the speaker.
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bohnet@informatik.uni-stuttgart.de

Mark Giereth
Intelligent Systems Institute
University of Stuttgart

giereth@informatik.uni-stuttgart.de

In what follows, we describe the derivation of
the information structure in applied text genera-
tion from the above sources. As information struc-
ture, we use the Communicative Structure (hence-
forth CS) defined in the Meaning-Text Theory
(MTT), which has the advantage of being detailed
and rigorously defined; see (Mel’¢uk, 2001). The
derivation of the C'S and its processing is currently
being implemented in a text generator that is also
based on MTT (Mel’¢uk, 1988). The application
domain under study is the ozone concentration do-
main in the province of Baden-Wiirttemberg, Ger-
many. Note, however, that the proposed approach
is fully applicable to all data-oriented domains
(such as stock market, flood surveyance, weather
forecast, etc.).

2 Communicative Structure in MTT

Hardly any other notion in linguistics received
such a heterogeneous presentation across the dif-
ferent theories as the information (= communica-
tive) structure. But it cannot be our goal to present
here a constrastive overview of the different inter-
pretations. Rather, we concentrate on a brief pre-
sentation of MTT’s CS as described in (Mel’ Cuk,
2001).

MTT’s CS is defined on a semantic structure
Ssem and consists of eight different dimensions or
tuples of contrastive information parameters. Six
of them call for consideration in NLG:!

Thematicity (Rheme vs. Theme),

Giveness (Given vs. New),

Focalization (Focalized vs. Non-Focalized),
Perspective (Foregrounded vs. Backgrounded),

Presupposedness (Presupposed vs. Asserted),

I N

. Unitariness (Unitary vs. Articulated).

"The seventh, Emphasis is immediately relevant to
speech generation, and the eighth, Locutionality to combined
gesture-language generation.
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In what follows, we restrict their introduction
to short definitions and a minimal number of ex-
amples; the interested reader is asked to consult
(Mel’Cuk, 2001). Note also that the definitions re-
flect the generative point of view, not the analytical
one. Therefore, they do not define the parameters
in terms of surface clues to be used to identify the
former in a sentence, but, rather, in terms of the
intentions of the Speaker.

Rheme vs. Theme. Rheme is that part of Sgep,
that the Speaker intends to present as being com-
municated. Theme is that part of Sgey, that the
Speaker intends to present as something about
which Rheme is stated. (Theme is also some-
times referred to as topic, starting point, or old,
Rheme—as comment, focus, and new.)

Depending on its POS and the interrelation with
other parameters, a thematized element may be re-
alized as the Subject of a clause, be fronted or be
proleptized. The Rheme/Theme-dimension con-
straints thus lexicalization, syntactic choice and
word order. Cf. an example:

1. | The typical function of an interrogative clause |rp,

is to ask a question ‘Rh

2. In a wh-interrogative, | the Theme |,

| consists of the wh-element. |Rh

Given vs. New. Given is the part of S, that
the Speaker intends to present as being in the Ad-
dressee’s current consciousness or easily accessi-
ble by the Addressee. New is that part of Sy, that
the Speaker intends to present as being new to the
Addressee.

Since most often the Speaker assumes that
the information being stated is new to the Ad-
dressee, while the information about which it is
stated is present in the Addressee’s consciousness,
Rheme/Theme and Given/New are often conflated
(this is why Theme/Rheme is sometimes called
old/new; see above). However, it does not need
to be the case that they coincide; consider, e.g.:
| A farmer from Sommerset lTh /New

‘ has found a Roman chamberpot ‘ Rh/New-

Given elements are usually expressed by
anaphora. As suggested by Gundel (1988), MTT
distinguishes four degrees of giveness: (1) unique
identifiability, (2) familiarity, (3) activatedness,
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and (4) focality. Each of the degrees licenses pri-
marily the choice of specific anaphoric references:
(1) of the definite article, (2) of the deictic THAT,
(3) of the deictic THIS, and (4) of a personal pro-
noun (HE, SHE, ...). That is, the Given/New
dimension constraints primarily morphosyntactic
options, but also lexical and syntactic ones. Cf.
(from Halliday, 1994):

1. There was| a little guinea pig, |New

2. \ which,

Given | Deing little, (@iven, | Was not big. |New

Focalized vs. Non-Focalized. Focalized is that
part of Sy, that the Speaker intends to present as
being focus of attention, i.e., logically prominent
for him.

Focalization presents a configuration of entities
as excluding other logical options: “exactly X, and
not something else”. The linguistic means to ex-
press focalization (or focus) include first of all dis-
location or detachment and various types of cleft-
ing; cf.:

1. To| my daughter |ro. the uncle sent a doll, to his son

he sent a toy car.
2. It was poc who sent my daughter that doll

Foregrounded vs. Backgrounded. Fore-
grounded is that part of Sgep, that the Speaker
intends to present as being psychologically
prominent for him. Backgrounded is that part
of Sgem that the Speaker intends to present as
being psychologicall secondary for him. Some
parts of Ssen, may be neither foregrounded nor
backgrounded.

The main linguistic means for the realization
of foregrounded elements is raising; for the real-
ization of backgrounded elements—parenthetical
constructions and downing; cf. (from the web):

1. I changed my girl’s oil yesterday and washed the car

for F,,regr (in contrast to ...and washed her car,
which is neutral)

2. The prisoner | (who was a skillful climber) |Backgr

climbed over the fence and escaped.

Presupposed vs. Asserted. Mel’ Cuk (2001) dis-
tinguishes between two types of presupposition:
“pragmatic” presupposition and “linguistic” pre-
supposition, focusing on the latter one.
Linguistically presupposed is that part of Sgep,
that the Speaker intends to present as taken for



granted. (If the whole structure is negated or
questioned, the presupposed fragment remained
affirmed.) The part that is not presupposed is As-
serted.

Linguistically presupposed elements can be re-
alized only as attributive (modifying or appositive)
constructions; cf.:

1. The car, | which was an old Renault |p,es, broke down
soon after we left the town.

2. Germ. pres liegt ein Toter pres

lit. ‘At Ute’s, lies a dead man under the couch’. vs.
Unter Utes Sofa liegt ein Toter ‘Under Ute’s couch lies
a dead man’.?

In German, Presupposedness also constraints
word order (see below).

“Pragmatic” presupposition as used in genera-
tion, e.g., in (Stone et al., 2001), encloses all ele-
ments that are expected to be familiar to the reader
(either from his world knowledge, from the con-
text, or from the text). For generation, both types
of presupposition are needed.

Unitary vs. Articulated. Unitary is the part of
Ssem that the Speaker intends to present as being
looked at as one (opaque) single entity. Articu-
lated is the part of Ss¢,, Which the Speaker intends
to present as being a configuration of semantic en-
tities.

Fragments of S, that are marked as Unitary
are preferably expressed by single lexemes; those
that are marked as Articulated, are preferrably ex-
pressed such that each element in the semantic
structure receives an own lexical item; cf.:

1. The Unm”y is very efficient.

2. ‘ The program for compiling user written code L‘””C'

is very efficient.

The unitary/articulated dimension is especially
important in German where regular compound
production allows for a unitary realization of a
broad range of configurations of semantic units.

3 The Starting Point

In this section, we introduce the resources that
serve us as a basis for the derivation of the above
communicative dimensions, i.e., that we presup-
pose as being available.’

2Only the first variant implies (presupposes) that Ute’s
couch is indeed at Ute’s.

3This is not to say, of course, that we do not deal with
them at all. Rather, their processing is not our topic here.

3.1 Data and Discourse Structure

We presuppose that an applied text generator starts
from data stored, e.g., in a data base. In our appli-
cation, these data are measuring data that are ex-
ported from a DB into an XML-document.

An “expert system” module evaluates these
data, compiles a set of communicative goals that
are to be achieved, and chooses the data that are
relevant to these goals.

From the communicative goals, a text plan with
RST-like discourse relations (Mann and Thomp-
son, 1987) is derived. Besides RST-relations,
we use Halliday’s (1994) expansion relations EN-
HANCEMENT and EXTENSION and their more
fine-grained variants. Our use of discourse rela-
tions differs from the use in traditional RST in two
respects:

(1) specifying a discourse relation between the dis-
course units DU; and DUj, we also specify which
elements in DU; and DUy are involved in the re-
lation; thus, the CONTRAST-relation between (a)
and (b) in

(a) It was John who sent my daughter the doll. (b) Mary never
sends her anything

the “hubs” of the nuclei are John and Mary, re-
spectively (not, e.g., doll and nothing).

(i1) several relations may hold between DU; and
DU, (see also (Moore and Pollack, 1992) on the
need for multi-level analysis of RST-relations).

As mentioned above, we presuppose that a text
plan has already been compiled when we start the
compilation of the C'S.

3.2 Domain Communication Data

Originally defined for the semantic level, MTT’s
communicative dimensions can also be used at the
conceptual, i.e. “prelinguistic”, level. For some of
them, initial settings are already available before
generation starts. They are predetermined by the
domain, by the design of the interface via which
the reader communicates with the generator, and
by the actions the user takes during the session.

Data on Thematicity In applied generation, the
global theme of the discourse (i.e., the discourse
topic) is either known—if the generator is special-
ized on one text type—, or the reader determines it
by choosing a specific topic via the generator inter-
face. The theme and rheme of the first message in
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the text are either directly related to the discourse
theme or can be derived from actions of the reader.

In our application, the discourse theme is deter-
mined by the goal-directed action of going to the
web page of the generator: Ozone in the province
of Baden-Wiirttemberg, Germany. The initial dis-
course theme is thus ‘ozone’. The page contains
a map of Baden-Wiirttemberg with stations that
measure ozone being marked by a dot. By clicking
onto a station on the map, the user determines the
name of the station as the secondary theme. The
information on the current concentration at the sta-
tion in question constitutes the corresponding sec-
ondary rheme.

Note that on his first visit to the page, the reader
has no explicit information that the texts will be
about ozone CONCENTRATION. Therefore, dis-
course theme is ‘ozone’ only. After the first text
has been generated, the discourse theme is ex-
tended to ‘ozone concentration’ for all subsequent
messages.

Data on Giveness Some of the information units
can be considered as given to (or known by)
the reader before any text is generated or even
planned; some others as unknown or new. Cf.
Table 1 for the distribution of the given/new-
parameter in our domain for the most important
data:

Table 1: Giveness of entities

Entity given | new
substance (ozone) X
values (concentrations) X
measuring unit (ug/m®) X
times (measured at) X
locations (measuring stations) X
names of applicable thresholds X
values of applicable thresholds X

Data on Focalization An entity e is a candidate
for focalization, e.g., if:

— a specific (prominent) property or event can
be assigned to several entities, and it is as-
signed to e,

— e belongs to the global discourse rheme or to
a preceding local initial rheme.

Due to these conditions, in our domain, e.g.,
current ozone concentration (Of,f’”’) can be focal-
ized if it is either the highest or the lowest concen-
tration in the region; also, tyf (= the time whose
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concentration is contrasted to the current concen-
tration). Air quality experts suggest that it is not
adequate to focalize any information in the first
message of the text.

Data on Perspective In an informative dis-
course, data that are in one way or the other un-
usual or are supposed to somehow influence the
reader can be foregrounded, i.e., “marked as be-
ing psychologically primary”. Data or their eval-
uation that are “normal” from the perspective of
the reader may be backgrounded, i.e., “marked as
psychologically secondary”. Backgrounded may
be also data that are the premise of an evalua-
tion of data that is foregrounded (as, e.g., in Um
18 Uhr hat die Ozonkonzentration in Stuttgart mit
217 pg/m? den héchsten Wert des Tages erreicht
the mit-Konstruktion backgrounds the actual con-
centration).

In our domain, sentence constructions with

foregrounded elements have been judged “too dra-
matic”. Consider (b) in the following example:
(a) An der Messstation Esslingen wurde um 18 Uhr eine
Ozonkonzentration von 217 pug/m?> gemessen ‘At the mea-
suring station Esslingen, at 18 o’clock, an ozone concentra-
tion of 217 ug/m? has been measured’ ... (b) Diese Konzen-
tration war zu der Zeit in der Region Mittlerer Neckar der
Hochstwert “This concentration was at this time the highest-
value in the region Mittlerer Neckar.’

The modifier h6chste in hdchste Konzentration
is raised to the sentential complement to build
the compound Hochstwert and thus focalized (re-
call that the main syntactic means to realize fore-
grounded elements is raising). A more appropriate
variant contains no foregrounded elements; cf.:

(a) ...(b) Dieser Wert war die hochste zu dieser Zeit in der
“This

value was the highest concentration measured at this time in

Region Mittlerer Neckar gemessene Konzentration.

the region Mittlerer Neckar’.
Therefore, we use the ‘background’ parameter
only.

Data on Presupposedness Certain elements of
the discourse that are very prominent in the
reader’s mind can and should be omitted—either
from the start or after their first mention. That
is, they are pragmatically presupposed. In our do-
main, this is the name of the measuring station for
which the reader asked for information.



In our domain, we can further identify some
linguistically presupposed elements before gener-
ation starts: with the user’s action of clicking on a
measuring station, we can presuppose (i) the con-
cept of ‘ozone concentration’, the location (i.e.
measuring station), and the time at which the mea-
sure has taken place. The ozone concentration is
asserted.

Note that the presuposedness of time prevents
the shift of the time circumstantial to the final po-
sition in the clause (which is per se allowed in Ger-
man):*

# An der Messstation Heilbronn lag die Ozonkonzentration
bei 182 pug/m® um 18 Uhr lit. ‘At the measuring station
Heilbronn, the ozone concentration was at 182 ug/m?® at 18

o’clock’.

Data on Unitariness. Often, a domain pre-
scribes a unitary or an articulated realization of
specific information elements. Thus, articles on
a computer science issue written for professionals
would hardly use program for compiling user writ-
ten code to refer to a compiler, while in a paper for
laymen, it would make sense to introduce the term
“compiler” by an articulated lexicalization of the
concept.

In our domain, the following information units
are unitary by definition: (1) location + name, (2)
time + time instance, (3) substance + ‘concentra-
tion’.

4 Deriving the Communicative Structure

With the initial domain data, domain communica-
tion data, and the text plan at hand, the instantia-
tion of the communicative dimensions can be de-
rived for each message to be generated. In this
section, we illustrate how the parameters for the
first four dimensions from above can be dynami-
cally determined by a set of communicative rules.
The parameters of the other two dimensions are
determined analogously.

To facilitate the presentation, let us first in-
troduce some notations and conventions: (1) M
stands for ‘message under construction’, and M,
for ‘one of the preceding messages’ (an index
may be additionally given if more than one of the
preceding messages is considered). (2) DU y,-
and DUy, stand for ‘discourse unit containing

4¢#* marks communicatively inadequate utterances.

message M~ or M, respectively’. (3) Pairs of
the type ‘ozone concentration-Y pg/m?’, ‘age—
4 months’, ‘time-5pm’, etc. will be referred to as

‘token—value’ (t—v).

Theme/Rheme. To determine Theme and
Rheme of the message in question, we draw upon
all of the above types of data. Consider examples
for the use of each. The use of the domain
communication data is most obvious:

If M is the first to be generated then

Tham = Thyiscourse U Thinit,secondary
RhM = Rhinit,seconda'ry

Discourse relations are often decisive when the
thematic structure of one of the subsequent mes-
sages is determined. Consider:

(a) An der Station Stuttgart wurden um 18 Uhr 180 pg/ m3
Ozon gemessen ‘At the station Stuttgart at 18 o’clock, 180
pg/m? have been measured’. (b) Um 17 Uhr lag der Wert
noch bei 120 pg/m?® ‘At 17 o’clock, the value still was at
120 pg/m*.

(a) Sven Hannawald sprang in Bischofshofen 132.5m weit lit.
‘Sven Hannawald jumped in Bischofshofen 132.5m far.” (b)
In Garmisch waren es nur noch 124m. lit. ‘In Garmisch, they
were only just 124m’.

In both examples, between (a) and (b) a CON-
TRAST relation holds; more precisely, between the
values of a token (in the first, the token is ‘ozone
concentration’, in the second, ‘length’) with re-
spect to a circumstantial (‘time’ in the first and
‘location’ in the second). In both (a)s, the token
belongs to Theme and value and the circumstan-
tial to Rheme. In both (b)s, the token and the cir-
cumstantial are Theme, and the value is Rheme.
This is a regular pattern. We can thus formulate
the following rule:

If between DU ,,- and DU,4 a CONTRAST-relation
holds and
1. it contrasts the values v~ € M™ and v € M of the

token t with respect to the circumstantial ¢,
2.t €Thy-,v~ € Rhy—,c € Rhp -

Then, Tha < t; Thag < ¢; Rhag v

Consider now
(a) Die Ozonkonzentration lag um 18 Uhr bei 198 pug/m?
“The ozone concentration was at 18h at 198 ug/m®’. (b) Das
war der hochste Wert in der Region Mittlerer Neckar “This
was the highest value in the region Mittlerer Neckar’.

(a) Sven Hannawald sprang in Bischofshofen 132.5m weit

lit. ‘Sven Hannawald jumped in Bischofshofen 132.5m far.’
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(b) Das war der weiteste Sprung des Tages ‘This was the
longest jump of the day’.

Between the (a) and (b) the EVALUATION rela-
tion holds. Again, we can detect a stable theme
pattern: the value of a token introduced, i.e. rhe-
matized, in (a), is evaluated in (b) and is thus part
of theme in (b). Cf. the corresponding rule:

If between DU,,~ and DU, an EVALUATION-
relation holds and
1.thevaluev™ € M~ of atokent € M~ is evaluated

by the entity e in M,
2.t € Thy- and v~ € Rhy,-

Then, Tha < v~ '; Rhay < €.

Other relations, such as ELABORATION, EN-
HANCEMENT, and JUSTIFICATION are equally
used for the derivation of thematic patterns.

The use of factual domain data along with dis-

course relations can be illustrated by the following
example:
(a) 217 pg/m® ist relativ viel lit. 217 pg/m?® is relatively
much’, (b) wenn auch der Alarmschwellenwert von 240
ng/ m?3 noch nicht erreicht ist “although the alarm threshold
of 240 p1g/m® has not yet been reached’.

Here, between (a) and (b) a CONCESSION rela-
tion holds. In (a), 217 pg/m? is the Theme, in (b)
der Alarmschwellenwert von 240 pg/m3. That is,
we have the general pattern ‘X is Y, but not yet Z’.
This pattern is captured by the following rule:

If between DU,,~ and DUr a CONCESSION-
relation holds and
1. M~ contains an attribute assignment ‘v~ 1s a’,

2. M is a statement that v~ < threshold 7,
3.v~ € Thap and v~ > threshold o

Then, Tha < 7, Rhp < 7> 0"

Given/New. The task of the Given/New-rules is
on the one hand to change the giveness status of
entities that have been mentioned in the current
message for the first time from ‘New’ to ‘Given’
and, on the other hand, to assign a giveness degree
to ‘Given’ entities.

To all entities that are marked as ‘Given’ in the
initial given/new-table, we assign the giveness de-
gree 1.

The degree of giveness of an entity with respect
to M (i.e. the message planned) depends on the
distance of this entity from M (measured in num-
ber of words or messages). This is well-known
from the approaches to the generation of refer-
ring expressions (Dale and Reiter, 1995; Horacek,
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1995). Which degree is assigned to the entities im-
mediately at M and how quickly (or whether) the
degree is decremented with the increasing distance
depends on the domain and on the nature of each
individual entity. In our domain, only two degrees
are used: 1 and 4. The concept ‘ozone concen-
tration’ is assigned the degree 4 at the point of its
mention; at message distance 2, the degree is set
to 1. All other given entities receive a constant de-
gree 1.

Degree 4 licenses the use of a personal pronoun
and the deictic pronoun DIESE(R) ‘this’, and de-
gree 1 licenses the use of the definite article.

Focalized. Criteria for focalization tend to be
more idiosyncratic than the criteria for thematiza-
tion. Nonetheless, since focalization usually hap-
pens in context, focalization rules draw on both
discourse relations and ideational domain data.

A typical focalization is illustrated by the fol-
lowing discourses:

(a) An der Messstation Heilbronn wurden heute 86 pug/m®
gemessen lit. ‘At the measuring station Heilbronn, today 86
pg/m?® have been measured’ ... (b) 86 ug/m?®, das war der
niedrigste Wert der Region Mittlerer Neckar ‘86 ug/m?3, this
was the lowest value of the Mittlerer Neckar region’.

(a) Hannawald sprang heute 132m ‘Hannawald jumped today
132m’
‘132m, this was the longest jump of the day’.

Between (a) and (b), which appear in the dis-
course at a certain distance from each other, an
EVALUATION-relation holds: (b) evaluates (a)’s
rheme v~. The evaluation in (b) consists of
the statement ‘v~ is highest/lowest in the given
range’. The following rule captures this pattern:
If between DU,,- and DUrs an EVALUATION-
relation holds and
1.thevaluev™ € M~ ofatokent € M~ is evaluated
by the entity e in M,

2.0 € Rhy—;
3. e states that v~ is the highest/lowest in a given
range

Then, Focusp < v~ .

...(b) 132m, das war der lingste Sprung des Tages

Similar rules can be defined for such cases as il-
lustrated by the following examples (focalized en-
tities are underlined):

(a) An der Messstation Heilbronn wurden um 17 Uhr 47
pg/m® gemessen ‘At the measuring station Heilbronn, at 17
o’clock, 47 pg/m® have been measured’. (b) Gegeniiber
16 Uhr, als der Wert bei 20 pg/m?® lag, hat sich also die



Konzentration mehr als verdoppelt. lit. ‘Compared to 16
o’clock, when the value was about 20 pg/m?, the concen-
tration thus more than doubled’.

where a CONTRAST relation holds between (a) and
(b).

(a) ...(b) Was die

Mittlerer Neckar betrifft, so lagen dort die Werte zwischen

anderen Messstationen der Region

51 pg/m?® in Esslingen und 67 pg/m? in Plochingen ‘As
far as the other stations in the region Mittlerer Neckar are
concerned, the values there were between 51 pg/m® in
Esslingen and 67 pg/ m? in Plochingen’,

where an ENHANCEMENT-relation holds between
(a) and (b).

Backgrounded. As mentioned above, in accor-
dance with the characteristics of our domain, we
do not mark any information as ‘Foregrounded’.
We background only in the case of the following
pattern:

If between DU,,~ and DUar an EVALUATION-
relation holds and

1.thevaluev™ € M~ of atokent € M~ is evaluated
by the entity e in M,

2. v is unusually high,

3.v~ (S RhM— 5

4. e states that v~ is the highest in a given range

Then Background - < v~ .

(compare the similarity with the focalization pat-
tern above).

The backgrounded element is “downed” such
that M~ and M are realized in one clause; cf.:
An der Messstation Heilbronn wurde um 18 Uhr mit 198
pg/m? der héchste Wert des Tages erreicht lit. ‘At the mea-
suring station Heilbronn, at 18 o’clock with 198 pg/ m? the
highest value of the day has been reached.

(198 pg/m? is downed by the use of a mit ‘with’-
PP).

5 Processing Comm. Structure

MTT is a multistratal theory. The most abstract
stratum (or level) we use is the conceptual stra-
tum; the most concrete stratum that is relevant
for generation is the surface-morphological level,
which can be considered as a chain of inflected
wordforms. The representations at each level can,
somewhat simplified, be assumed as consisting of
two structures: the basic (propositional) structure
and the CS, which is defined on the basic struc-
ture and thus partitions the basic structure in terms
of communicative dimensions.

Generation in the sense of MTT consists of a se-
ries of mappings between representations of ad-
jacent levels, starting from the conceptual rep-
resentation that is annotated with communica-
tive dimensions and going up until the surface-
morphological representation is reached; for an
implementation, see (Bohnet and Wanner, 2001).

In Section 2, we have already indicated the lin-
guistic means by which the individual commu-
nicative parameters are realized. During the transi-
tion from level E; to level F;; 1, a communicative
parameter is either realized by the appropriate lin-
guistic means available at F;; or is mapped onto
the CS of E;;1, i.e., propagated to E;; in order
to be realized on one of the higher levels. Both
the realization and the propagation are specified in
terms of communicative rules, which make part of
the grammar rules. The communicative rules are
discussed at length in a longer version of this pa-
per.

6 Related Work

Among the first to apply the information struc-
ture to text generation were C. Matthiessen (1985),
K. McKeown (1985), and L. lordanskaja (1992).
Especially lordanskaja discusses in detail how
Thematization influences the order of the mes-
sages in a text plan, and, to a certain extent, also
aggregation.

More recently, Humphreys (1995) investigated
how the speaker’s (communicative) intentions
guide the choice of such “non-canonical” sentence
patterns in English as clefting and dislocation
(which we considered as realizations of focalized
elements). As Humphreys, Stone et al. (2001) re-
late in the SPUD-system sentence planning options
to communicative intentions of the speaker, which
are in their case captured by Assertion, Presup-
position and Pragmatics (while Humphreys devel-
ops explicit speaker and hearer models). Note that
Assertion and Presupposition in SPUD are “prag-
matic notions” (see Section 2). Creswell (2002)
extends Stone et al.’s approach by three types
of more fine-grained communicative goals: atten-
tion marking, discourse relation, and focus dis-
ambiguation. As examples of discourse relations
Creswell cites NARRATIVE and PARALLEL. How-
ever, it is not clear how many and which discourse
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relations are covered. But, obviously, Creswell’s
proposal is similar to ours.

7 Summary and Future Work

We presented how discourse structure relations
and domain communication data can be used to
compile a C'S, which guides then sentence plan-
ning and realization. The described model is an
extension of the model underlying the AutoText
UIS generator, which has been developed in co-
operation with the Ministry of Environment and
Traffic, Baden-Wiirttemberg (Bohnet and et al.,
2001) and which is in action since summer 2001.
The extended model is currently under implemen-
tation. However, it still reveals several limitations.
Thus, we work so far with a subset of RST-like
relations in the air quality domain restricted to
ozone. It is planned to extend the generation to
other substances in this domain—which implies a
broader coverage of discourse relations, and thus,
also a broader coverage of the interrelation be-
tween discourse relations and communicative di-
mensions. However, the air quality domain alone
is certainly still too restricted for a full scale cov-
erage of the phenomena related to C'S. There-
fore, we plan to examine two other application do-
mains: flood surveyance and weather forecast. In
parallel, we continue to work on the extension of
our sentence grammar module.
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Abstract

We describe a bottom-up chart re-
alization algorithm adapted for use
with Combinatory Categorial Grammar
(CCG), and show how it can be used to
efficiently realize a wide range of co-
ordination phenomena, including argu-
ment cluster coordination and gapping.
The algorithm has been implemented
as an extension to the OpenNLP open
source CCG parser. As an avenue for
future exploration, we also suggest how
the realizer could be used to simplify the
treatment of aggregation in conjunction
with higher level content planning com-
ponents.

1 Introduction

In this paper, we describe our initial efforts to de-
velop a practical, open source realizer for Com-
binatory Categorial Grammar (CCG, Steedman
(2000b)). While CCG provides theoretically at-
tractive accounts of numerous linguistic phenom-
ena — including unique accounts of coordination
and intonation, which is of particular interest to
builders of dialog systems' — its adoption by the
NLG community has been hindered by the lack of
a practical realizer. As a first step towards making
such a realizer available, we have implemented a

"We are primarily targeting the realizer for use in dia-
log systems, and intend to use it in the IST project COMIC
(COnversational Multimodal Interaction with Computers),
http://www.mpi.nl/comic/.

bottom-up chart realization algorithm (Carroll et
al., 1999) adapted for use with CCG. The imple-
mentation builds upon the Java-based OpenNLP
CCG parser” described in Baldridge (2002).

The paper is organized as follows. We provide
the rationale for our algorithm choice in §2. In §3
and §4, we provide background for the realization
algorithm and the algorithm itself. In §5, we show
how the realizer handles a wide range of coordina-
tion phenomena. In §6, we provide initial evidence
that the realizer can be reasonably efficient in prac-
tice. In §7, we discuss related work and conclude
with a discussion of future directions.

2 Rationale

Since our chart realization algorithm may not be
the most efficient algorithm one might consider
implementing, we provide the following rationale
for our choice:

Completeness The simple nature of our algo-
rithm makes it relatively straightforward to
achieve completeness;3 in contrast, it would
be more difficult to do so for all combinatory
rules with Hoffman’s (1995) adaptation of se-
mantic head driven realization for CCG.

Parser reuse Since the algorithm is entirely
bottom-up, it can directly reuse the parsing-
oriented optimizations of the CCG rules de-
scribed in Baldridge (2002).

2

“http://opennlp.sourceforge.net/

3That is, to ensure that all derivations licensed by the
grammar can be reversed.
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LF order independence The algorithm does not
rely on the order of conjuncts in the input log-
ical form, and thus handles this oft-discussed
aspect of the logical form equivalence prob-
lem (Shieber, 1993).

Anytime search The use of an agenda makes it
easy to control the search for possible real-
izations, and thus to run the algorithm in any-
time mode.*

3 Background

3.1 Combinatory Categorial Grammar

We provide here a brief overview of CCG; see
Steedman (2000b) for an extensive introduction.
A given CCG grammar is defined almost en-
tirely in terms of the entries of the lexicon, which
are (possibly complex) categories bearing stan-
dard feature information (such as tense, agree-
ment, etc.) and subcategorization information.
Some (simplified) lexical entries are given below:

(1

mant n

that b (n\n)/(Suporm=sn/NP)
BobF np

d. SAW F (Siensec past, oformefin \NP) /NP

c op

CCQG has a small set of rules which can be used
to combine categories in derivations. The two
most basic rules are forward (>) and backward
(<) function application:

>) X)¥Y = X

(<) YX\Y = X
CCQG also employs further rules based on the com-
position (B), type-raising (T), and substitution (S)
combinators of combinatory logic. Each combina-
tor gives rise to several directionally-distinct rules;
for example, there are forward and backward rules
for both composition and type-raising:

>B) X/Y Y/Z = X/Z
(<B) Y\Z X\Y = X\Z
>T) X = Y/(Y\X)
(<T) X = Y\(Y/X)

These rules are crucial for building the “non-
standard” constituents for which CCG is well-
known, and which are essential for CCG’s han-
dling of coordination, extraction, intonation, and

“That is, to allow the client program to request the best
solution found so far at any time. We are currently explor-

ing strategies for ranking partial solutions based on n-gram
measures (Varges, 2001).
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other phenomena. For example, CCG’s rules and
the categories given in (1) lead to the following
derivation of the relative clause man that Bob saw:

(2) man that Bob saw
n (n\n)/(s/np) L (s\np)/np
s/ (s\np) .
s/np }
n\n
<

n

The OpenNLP CCG system uses a multi-modal
version of CCG (Baldridge, 2002; Baldridge and
Kruijff, 2003), which has a fully universal rule
component that makes it possible to write more
efficient unification schemes for rule application
than for the original CCG framework.

3.2 Hybrid Logic Dependency Semantics

Like other compositional grammatical frame-
works, CCG allows logical forms to be built in
parallel with the derivational process. Tradition-
ally, the A-calculus has been used to express se-
mantic interpretations, but work in other frame-
works has moved to using more flexible represen-
tations in computational implementations, such
as the MRS framework (Copestake et al., 2001)
used for HPSG. In the context of categorial gram-
mar, Kruijff (2001) proposes a framework that
utilizes hybrid logic (Blackburn, 2000) to re-
alize a dependency-based perspective on mean-
ing. Baldridge and Kruijff (2002) show how this
framework, Hybrid Logic Dependency Semantics
(HLDS), relates closely to MRS, and show how
terms of HLDS can be built compositionally with
CCQG via unification. In the next section, we show
how HLDS’s flexibility enables an approach to se-
mantic construction that ensures semantic mono-
tonicity, simplifies equality tests, and avoids copy-
ing in coordinate constructions.

Hybrid logic provides a language for represent-
ing relational structures that overcomes standard
modal logic’s inability to directly reference states
in a model. It does so by using nominals, a new
sort of basic formula with which we can explic-
itly name states. In addition to propositions, nom-
inals are first-class citizens of the object language:
formulas can be formed using propositions, nomi-
nals, standard boolean operators, and the satisfac-
tion operator “@”. A formula @;(p A (F)(5 A q))



indicates that the formulas p and (F)(j A ¢) hold at
the state named by ¢ and that the state j is reach-
able via the modal relation F.

In HLDS, hybrid logic is used as a language for
describing discourse representation structures —
which have their own underlying semantics — as
follows. Each semantic head is associated with a
nominal that identifies its discourse referent, and
heads are connected to their dependents via de-
pendency relations, which are modeled as modal
relations. As an example, the sentence Bob saw
Gil receives the represention in (3).

(3) @c(see A (TENSE)past
A (ACT)(b A Bob) A (PAT)(g A Gil))

In this example, e is a nominal that labels the pred-
ications and relations for the head see, and b and
g label those for the the Bob and Gil, respectively.
The relations ACT and PAT represent the depen-
dency roles Actor and Patient, respectively.’

By using the @ operator, hierarchical terms
such as (3) can be flattened to an equivalent
conjunction of fixed-size elementary predications
(EPs), closely related to MRS terms:

(4) @.see\@.(TENSE)past A\ @.(ACT)bA @, (PAT)g
A @,Bob A @, Gil

As (4) shows, EPs come in three varieties: lexical
predications, (e.g. @.see); semantic features (e.g.
@, (TENSE)past); and relations, (e.g. @.(ACT)b).

3.3 Semantic Construction

To facilitate realization from HLDS terms, we
have slightly changed Baldridge and Kruijff’s
(2002) approach to semantic construction to one
which uses maximally flat representations such as
(4). In our revised approach, EPs are paired with
syntactic categories in the lexicon to form signs, as
shown in (5)—(7) below. Each atomic category has
an index feature which makes a nominal available
for capturing syntactically induced dependencies;
these indices are shown as subscripts on the cate-
gory labels.

(5) saw + (s.\np.)/np, :

@,see \Q, (TENSE)past\Q. (ACT)zAQ, (PAT)y
(6) Bobt np,: @,Bob
(7 Giltnp,: @Q,Gil

5To refrain from committing to a particular set of depen-
dency roles, relations such as ARG1, ARG2, etc. can be used.

In derivations, applications of the combinatory
rules coindex the appropriate nominals via unifi-
cation on the categories, and the EPs are then con-
joined to form the resulting interpretation. For ex-
ample, (6) can type-raise and compose with (5) to
yield (8), where = has been coindexed with b, and
where the EPs have been conjoined; (8) can then
apply to (7) to yield (9), which has the same con-
junction of predications as (4).°

(8) Bobsaw + s./np,:

@.see AN@Q. (TENSE)pastA@Q. (ACT)bA @, (PAT)y
A @Q,Bob

(9) BobsawGil F s, :
@.see A Q. (TENSE)past A@, (ACT)bAQ,(PAT)g
A @,Bob A @,Gil

Since the EPs are always conjoined by the com-
binatory rules, semantic construction is guaran-
teed to be monotonic — in the sense that no se-
mantic information can be dropped during the
course of a derivation — which is an essential
property for ensuring that the realization algorithm
is complete (Copestake et al., 2001).

Another benefit of this approach to semantic
construction is that it becomes easier to perform
equality tests on signs, since the flat conjunctions
of EPs can be sorted into a canonical order and
compared in turn. Such equality tests can be used
to avoid adding duplicate entries into the chart
when there are multiple equivalent derivations for
a given sign, thereby alleviating the problem of so-
called “spurious” ambiguity (Steedman, 2000b).

A final benefit of simply conjoining EPs in
derivations is that it avoids any copying of predica-
tions in coordinate constructions. In contrast, the
approach implicit in Baldridge and Kruijff (2002)
yields duplicate predications in examples such as
Bob heard and Ted saw Gil, where the proposition
Gil appears twice (ignoring tense):

(10) @, (hear A {(AcCT)(bABob) A (PAT)(gAGil)

A (COORD)(e2 A see
A (AcT)(tATed) A (PAT)(gAGil)))

As we will show in §5, by avoiding such dupli-
cate predications, the present approach to seman-
tic construction keeps the output of the parser in
line with the expected input of the realizer.

There is another more traditional (but less incremental)

derivation for Bob saw Gil, where saw combines first with the
object Gil before combining with the subject Bob.
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4 The Algorithm

4.1 Data Structures

The input to the algorithm is a logical form en-
coded as an HLDS term. The input term is
flattened to a list of EPs, so that the extent to
which partial realizations cover the input LF can
be tracked positionally. For example, to realize
man that Bob saw, the hierarchically structured in-
put in (11) is flattened to (12):

(11) @, (man A (GENREL)(e A see A (TENSE)past
A (ACT)(b A Bob) A (PAT)x))

(12) 0:@,man, 1:@,(GENREL)e, 2 : Q.see
3 : @Q.(TENSE)past, 4 : Q.(ACT)b
5: @¢(PAT)x, 6 : @,Bob

The algorithm makes use of three principal data
structures: edges, an agenda and a chart. An edge
is just a CCG sign plus a couple of bit vectors
which record the sign’s coverage of the input LF
and the sign’s indices (nominals) that are syntacti-
cally available. These bit vectors make it possible
to instantly check whether two edges cover dis-
joint parts of the input LF and whether they have
any indices in common. For example, the edges
for the finite past and non-finite forms of see are
given below, with the bit vectors for the EPs and
indices shown in braces:

(13) {27 3747 5} {67 b",z"}

saw F (s. s \NPs)/NPs :

@.see A@, (TENSE)past\ Q. (ACT)bA@Q, (PAT)x
(14)  {2,4,5} {e,b,z}

see F (Se,nanﬁn\npb)/npz :
@.see A Q.(ACT)b A Q. (PAT)x

The agenda is a priority queue of edges which
manages the edges that have yet to be added to the
chart. Using the agenda makes it easy to vary the
search order by changing the edge sorting strategy.

The chart is a collection of edges that enables
a dynamic programming search for realizations.
Whereas a chart for parsing uses string positions
to track partial parses, one for realization uses an
edge’s coverage vector to track partial realizations.

4.2 Lexical Lookup

In the first phase of the algorithm, for each EP
in the flattened input LF, relevant lexical entries
are accessed according to the following indexing
scheme. Most lexical items are indexed by the
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principal lexical predicate which they introduce.
However, if a lexical item (e.g. a relative pronoun)
only introduces a dependency relation or a seman-
tic feature, it is indexed by the relation or feature.
Semantically null lexical items, i.e. ones which
introduce no EPs (e.g. infinitival f0), are not in-
dexed at all; instead, they receive special handling
in the combinatory rule phase (see step 4 in fig-
ure 1). Case marking prepositions and particles
are only considered when there is a matching fea-
ture on one of the indexed lexical items indicating
that they may be needed.

Once a lexical entry indexed by the current EP
has been accessed, instantiation is attempted. Dur-
ing instantiation, the current EP is unified first, and
then unification of the remaining EPs in the lexical
entry is attempted against the remaining EPs in the
input LF. The lexical entry is allowed to introduce
extra semantic features, enabling some limited un-
derspecification in the input LF.

For example, the predicational EP @.see trig-
gers the lookup of the edges shown in (13) and
(14). Note that the present tense form sees is ac-
cessed as well, but instantiation fails due to its in-
compatible (TENSE) value (whereas the non-finite
form see has no (Tense) value). The relational EP
@, (GENREL)e triggers the lookup and instantiation
of the two edges for the relative pronoun shown
in (15) and (16) below. Similarly, the featural EP
@, (TENSE)past triggers the introduction of the aux-
iliary did.

(15) {1} {e,x}
that + (n,\n.)/(sc.in\Np:) : @, (GENREL)e

(16) {1} {e,a}
that + (n,\n.)/(sc.fm/np.) : @z (GENREL)e

4.3 Combinatory Rules

In the second, main phase of the algorithm — at a
high level — edges are successively moved from
the agenda to the chart and combined with the
edges already on the chart, with any resulting new
edges added to the agenda, until no more combina-
tions are possible and the agenda becomes empty.
Figure 1 describes the main loop in more detail.
Continuing our example, some of the edges
generated during the combinatory rule phase are
shown in (17)—(21) below, without the bit vectors.
The edge for Bob is type-raised, yielding (17), and



Until the agenda is empty:

1. Remove the first edge from the agenda and set it to be
the current edge. If the chart contains an already de-
rived equivalent edge, skip the rest of the loop.

2. Combine the current edge with the edges already on the
chart. More specifically, for each chart edge:

(a) Check the coverage bit vectors for the current
edge and the chart edge for intersection. If they
overlap, skip the chart edge.

(b) Check the index bit vectors for intersection. If
they do not overlap, only combine the current
edge with the chart edge if the input LF con-
tains an appropriate (PAIREDWITH) relation (cf.
85 for discussion).

(c) Combine the current edge with the chart edge us-
ing all available binary combinatory rules, and
add any resulting new edges to the agenda.

3. Apply all unary combinatory rules to the current edge,
adding any resulting new edges to the agenda.

4. Combine the current edge with edges for all semanti-
cally null lexical items, as if these were chart edges.

5. Add the current edge to the chart.

Figure 1: Main loop

the edge for see (14) combines with the seman-
tically null infinitival ro, yielding (18); (17) then
forward composes with both saw (13) and to see
(18), yielding (19) and (20). Since Bob fo see (20)
is marked syntactically as infinitival rather than fi-
nite, the relative pronoun edge (16) will only com-
bine (via forward application) with Bob saw (19),
before combining (via backward application) with
man to yield the complete edge in (21).

(17) Bob F s,/(s:\nps) : @,Bob

(18) tosee F (s.m\nps)/nps :
Qcsee N Q. (ACT)b A @, (PAT)z
(19) Bobsaw F s, /np. :
@.see A Q. (TENSE)past
A @, (ACT)b A Q. (PAT)z A @,Bob
(20) Bobtosee F s, /np. :
@csee A Q. (ACT)b A Q. (PAT)z A\ @;Bob
(21) man that Bob saw + n, :

@,man A @, (GENREL)e
A @.see A\ Q. (TENSE)past
A @, (ACT)b A Q. (PAT)z A @,Bob

5 Coordination

5.1 Sentential Coordination

CCG’s flexible approach to constituency delivers
derivations for a wide variety of coordinate struc-
tures, often involving the coordination of such
“non-standard” constituents as s/np, as in the fol-
lowing right node raising example:

(22) [Bob saw] /np and [Ted heard] /np Gil.

Examples like (22) can be handled using the cate-
gory for and given in (23), where s$ schematizes
over functions into s:’

(23) and F (s.$1\se, $1)/s¢, %1 :
@cand A @, (LiST)e; A @, (COORD)e2

Category (23) enables Bob saw and Ted heard to
coordinate as follows:

(24) Bob saw and Ted heard +

Se/nps :

@cand A @.(L1ST)e; A @, (COORD)es
A @, see A ...Q, (PAT)z

A @ hear A ... Q,, (PAT)z

Category (24) can then be combined with Gil to
yield a flat conjunction of HLDS terms equivalent
to the one below (ignoring tense), which has been
collapsed into hierarchical form for readability:
(25) @.(and
A (L1ST)(e1 Asee A (ACT)(mABob) A (PAT)g
A {(COORD)(e2 A hear

A (ACT)(tATed) A (PAT)g)))
A @yGil

Since the present approach to semantic con-
struction does not produce duplicate EPs for Gil,
the output of the CCG parser for (22) shown in
(25) can be directly reversed by the realizer. In
contrast, the duplicate EPs seen in (10) (cf. §3.3)
would cause problems for the realizer’s tracking of
input LF coverage. Indeed, the LF in (10) is per-
haps more similar to the one for the clause-level

coordination in (26) below than it is to (25):3
(26) Bob heard Gil and Ted saw Gil +

s: @.(and A (L1ST)(e1 A heard A (ACT)(bABob)

A (PAT)(g1AGil) A (COORD) (e2 A see

A (ACT) (tATed) A (PAT)(g2AGil))))

"The relations (L1ST) and (COORD) encode a linked list;
(L1ST) points to the first item in the list, and (COORD) points
from one item to the next.

8Note that each use of a lexical item gives rise to a distinct
index nominal, similarly to DRT.
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The HLDS terms in (25) and (26) show how
differences in the realizer’s input logical form —
which are reminiscent of the differences between
reduced and unreduced A-terms — can be used to
control the choice of coordination options made
available by the grammar.’

5.2 NP Coordination

Of the multiple possible readings involving NP co-
ordination, we will only focus on the distributive
reading here. As Moore (1989) points out, NPs
such as Ted and Gil in (27) below pose a challenge
for first-order unification—based approaches to se-
mantic construction, since the index x cannot be
unified with the referents for both Ted and Gil:'”

(27) [Bob saw]s, /,p, Ted and Gil.

Following (Moore, 1989), we tackle this problem
by introducing a A-binder into the semantic repre-
sentation for (27), while still eschewing the use of
A’s in variable binding:

(28) @s(and A (LiST)(t A Ted A (COORD) (gAGil))

A (PRED) (I A lambda A (BOUNDVAR)z
A(BODY)(eAseeA(ACT)(bABob)A(PAT)z)))

The HLDS term in (28) is intended to be equiv-
alent to the conjunction of the terms formed by
distributing the \-term across each member of the
list. (27) can be parsed and realized with the se-
mantics in (28) using the category (29), which
takes the two NPs and forms a type-raised NP:
(29) and F ((s:8\(s.8/np.))\np.,)/nps, :
@sand A @, (LIST)z1 A @4, (COORD)x2

A @Q4(PRED)! A @;lambda
A @Q;(BOUNDVAR)z A @;(BODY)e

5.3 Argument Clusters and Gapping

The above approach to distributive NP coordina-
tion can be extended to handle argument clusters
— as in (30) below — without the need to invoke
otherwise unnecessary deletion operations.

(30) [Bob gavel(s, /np,)/nps

[Tedt a dogd]s\(s/npd/npt) and
[Gﬂg a Catc]s\(s/npc/npg)

9Cf. (Prevost, 1995) for a related use of unreduced A-
terms in the context of representing information structural
units.

In the collective reading, also plausible in (27), = can
simply be unified with a set-valued referent for Ted and Gil;
with Ted or Gil, in contrast, only the distributive reading is
possible.
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To handle (30), we introduce a (PAIREDWITH) re-
lation to connect pairs of NP referents and bound
variables, in the following category for and:

(1) and F ((s:$\((s:8/np,)/np.))
\(s$\((s8/npy, )/np:,)))
J\((s8/np,, ) /np,))

@gand A @ (LIST)z1 A @, (PAIREDWITH) Y1

A @4, (COORD)x2 A @, (PAIREDWITH)y2
A @, (PRED)! A @;lambda A @;(BODY)e

A @Q;(BOUNDVAR)z A @, (PAIREDWITH)y

Category (31) enables (30) to be parsed into a
semantic representation analogous to (28). The
derivation of (30) requires the base NPs Ted; and
a dog to type raise and compose together into the
category s\(s/npy/np;), as indicated (and simi-
larly for Gil, and a cat.). Reversing this derivation
during realization thus requires Ted; and a dogy
to combine, even though they have no indices in
common. Since removing the index intersection
filter from the realization algorithm entirely would
let all NPs combine via type-raising and composi-
tion in all possible orders, we instead require the
indices to be in a (PAIREDWITH) relation in the input
LF in order for the NPs to combine.

To handle gapping examples like (32), a similar
category can be supplied for and, as shown in (33)
without the semantics, which remains unchanged:

(32) Ted, receiveds,\np,)/np,
[Gily a catels\ ((s\np,)/npe)

and + (((s;\npz,)\((s:\np.)/npy))\npy, )
/(s\((s\nps,)/npys,))

Category (33) combines first with the pair of NPs
Gil a cat on the right, then successively with the
NP a dog, the transitive verb received and the
NP 7ed on the left. As such, it handles gapping
without appealing to reanalysis, as in Steedman
(2000Db), though at the expense of requiring and to
coordinate unlike categories, suggesting that (33)
should be viewed as a compiled-out version of
Steedman’s (2000b) approach to gapping.

a dogy and

(33)

6 Efficiency

As Moore (2002) notes, it appears that the real-
ization problem is inherently exponential in worst
case complexity unless one is willing to rely on



| First Al
0.19 132
098 13.0

Avg
Max

Table 1: Realizer Timing (in seconds)

| First Al
Avg | 050 133
Max | 3.84 349

Table 2: Realizer Timing Without Index Filter

the potentially arbitrary order of LF conjuncts.
In practice, as Carroll et al. (1999) explain, the
main complexity issue is the factorial number
of possible word orders that can arise when the
grammar leaves modifier order relatively uncon-
strained. Our current strategy to address this issue
is to concentrate on reliably finding good realiza-
tions in a reasonably short time span when running
the algorithm in anytime mode, rather than worry-
ing about the amount of time it might take on oc-
casion to find all possible realizations. We suggest
that this anytime focus is appropriate for practical
use in dialog systems.

To test whether our realizer’s speed is in the
right ballpark for dialog applications, we have
measured its performance on a pre-existing set
of test phrases — namely all those discussed in
Baldridge (2002) — using a small but linguisti-
cally rich grammar covering heavy NP shift, non-
peripheral extraction, parasitic gaps, particle shift,
relativization, right node raising, topicalization,
and argument cluster coordination. On this test
suite, the performance is reasonably promising,
averaging under 200 ms. until the first realization
is found, on a Linux PC. Table 1 shows the aver-
age and maximum times until the first realization
is found and until all realizations are found.

Even with this small test suite, it is clear that the
index filter is essential for efficient realization. Ta-
ble 2 shows the comparable realization times with
the index filter turned off. As the table shows, the
average time until the first realization more than
doubles, and the maximum time until the first re-
alization is nearly four times worse. The expected
exponential increase in realization times (cf. §5)
can be seen in the times to find all realizations.

To increase performance, there is ample room to
make improvements to the unification algorithm.
While the index filter reduces the number of unifi-
cation operations attempted, unification still dom-
inates the realization time. The implementations
of the combinatory rules have been optimized as
described in Baldridge (2002), but unification is
otherwise naive and performs more copying than
necessary.

Employing packing and pruning strategies
could also improve performance. Currently, there
is no structure sharing among edges, and no means
to prune low ranked edges from the chart.

7 Conclusions and Future Work

Our approach to chart realization with CCG is
most closely related to Carroll et al. (1999),
which in turn builds upon much earlier work
cited therein, such as Kay (1996). Moore (2002)
presents a related algorithm for a broad class of
context free grammars.

Compared to Carroll et al. (1999), we have
employed a similar but more straightforward ap-
proach to semantic construction than described in
Copestake et al. (2001), since we do not allow
underspecification of the logical scope of quanti-
fiers,!! and since there is no need for special treat-
ment of external arguments to handle control phe-
nomena in CCG. We also have not tried delaying
the insertion of intersective modifiers (Carroll et
al., 1999), in part because doing so would compli-
cate the use of n-gram ranking strategies.

The primary novel contribution of our approach
is showing how to efficiently realize a wide range
of coordination phenomena with CCG. In particu-
lar, we have shown how to use an index filter sen-
sitive to paired entities in the input LF in order to
handle argument cluster coordination and gapping.

In future work, we plan to take several steps
to make the realizer more practical. As already
mentioned, we are currently exploring strategies
for ranking partial solutions based on n-gram mea-
sures, and we plan to improve efficiency via en-
hancements to our unification algorithm. We are
also currently investigating techniques for han-
dling Steedman’s (2000a) approach to information

1 Cf. Steedman (1999) for discussion.
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structure and intonation. In addition, we plan to
bootstrap a wide coverage grammar for English
from the CCG Bank (Hockenmaier and Steedman,
2002), and to develop improved XML grammar
management tools.

Beyond these practically-oriented steps, we also
plan to investigate new techniques for coupling
CCQG realization with higher level planning com-
ponents. A particularly appealing direction is to
see whether the present approach to coordina-
tion can simplify the treatment of aggregation in
higher level planning components used in con-
junction with the realizer. Since current bottom-
up approaches to aggregation such as Dalianis
(1996) and Shaw (1998) combine simple syntac-
tic phrases into more complex ones by looking for
patterns of related semantic material, they do not
fit naturally into applications where it makes sense
to group semantic material during content plan-
ning, based on intentions or information structural
considerations. In contrast, working with our re-
alizer, content planning components could specify
their aggregation decisions via distinctions made
at the level of logical form, taking advantage of
the realizer’s ability to use differences in the input
LF to control the choice of coordination options
made available by the grammar.
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Abstract

This paper reports on pilot experiments
that are being used, together with corpus
analysis, in the development of a Natural
Language Generation (NLG) system,
GIRL (Generator for Individual Reading
Levels). GIRL generates reports for indi-
viduals after a literacy assessment.

We tested GIRL’s output on adult learner
readers and good readers. Our aim was to
find out if choices the system makes at
the discourse-level have an impact on
readability. Our preliminary results indi-
cate that such choices do indeed appear to
be important for learner readers. These
will be investigated further in future
larger-scale experiments. Ultimately we
intend to use the results to develop a
mechanism that makes discourse-level
choices that are appropriate for individu-
als’ reading skills.

1. Introduction

The Generator for Individual Reading Levels
(GIRL) project is developing a Natural Language
Generation (NLG) system that generates feed-
back reports for adults after a web-based literacy
assessment (Williams 2002).

The literacy assessment was designed by
NFER-Nelson for the Target Skills application
(2002) and it is aimed at adults with poor basic
literacy. It produces a multi-level appraisal of a

candidate’s literacy skills. It tests eight skills:
letter recognition, sentence completion, word
ordering, form filling, punctuation and capitals,
spelling, skimming and scanning and listening.
The entire assessment consists of ninety ques-
tions, but the more difficult tests are only given
to stronger candidates who have scored well on
earlier tests. All questions are multiple choice.
Figure 1 shows a screenshot of a typical question
in the sentence completion test.

‘ompletion Que nternet Explorer =

Click on the word that fits the
sentence.
The film starts at seven

= o'clock
c ticket
© minute

c cinema

« hours

Eoee [l ke 7
Figure 1. A screen shot of a literacy test question.

In our implementation, each question is as-
sembled on-the-fly by a web server program
which retrieves question data (question text,
graphics, audio file and multiple-choice answers)
from a database. As each question page is
downloaded, an audio file of spoken instructions
plays automatically. A candidate can play the
instructions again by clicking on the audio player
graphic.

The inputs to the NLG system, GIRL, are the
answers a candidate gives to questions in the lit-
eracy assessment. GIRL currently generates a
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feedback report after every test in the assessment.
An example is shown in Figure 2.

Fred Bloggs,
ALPHABET LETTERS

You finished the ALPHABET LETTERS TEST. Well done.
You got eight out of ten, so you did very well.

Sometimes you did not pick the right letter. For example, you
did not click on: d.

Many people find learning letters hard, but you can do it.

If you practise reading, then your skills will improve.

Figure 2. A type A “easy” report generated by GIRL.

GIRL is being developed with the goal of tai-
loring output texts to the individual reading skills
of users (readers). In working towards this goal,
we hope to find out more about generating
documents for readers at different reading levels,
how to test a system on real users, and how to
implement reading level decision-making
mechanisms as part of the generation process,
and which decisions produce the most marked
impact on the readability of the output texts.

It is very important to base the development of
this system on solid empirical evidence rather
than on our own intuitions. There has been very
little empirical work on what kinds of texts are
most appropriate for people with good reading
skills and even less on what is appropriate for
people with poor literacy. We were therefore
motivated to do our own empirical studies. We
are attacking the problem on two fronts: corpus
analysis (Williams and Reiter 2003) and experi-
ments with real readers, the subject of this paper.

1.1 Readability

Following Kintsch and Vipond (1979), we relate
readability directly to readers’ performance on
the reading task (i.e. reading speed, ability to an-
swer comprehension questions and ability to re-
call content). In these experiments, we measured
reading speed and comprehension. We also
analysed errors made in reading aloud, but that is
not described here. The measures of readability
we use are thus quantitative and are based on the
hypotheses that readability increases or decreases
with:
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e an increase or decrease in the average
reading rate for a particular reader;

® an increase or decrease in the number of
correct answers given to comprehension
questions.

1.2 Related work

We decided to investigate the impact of dis-
course-level choices as a novel approach to the
problem of how to modify reports for different
reading levels. Related work can be found in the
PSET project (Devlin et al. 2000). PSET investi-
gated how lexical-level choices and syntactic-
level choices affect readability for aphasic read-
ers, but it did not consider discourse choices.

As we mentioned above, there is very little
empirical work to date on the impact of NLG
system choices on readability and this is why it is
so important for this project to carry out empiri-
cal work. One exception is the SPOT project
(Walker et al. 2002). SPOT investigated which
types of system outputs readers prefer. Readers
were asked to rate the system’s output utterances
on understandability, well-formedness and ap-
propriateness for the dialogue context. Apart
from understandability, these do not relate to
readability and we cannot assume that readers
always choose the most readable utterances.
They could be influenced by many other factors
such as style. Also, all the judges were good
readers and their preferences may not in any case
be appropriate for learner readers.

2. The NLG system

A data-to-text NLG system like GIRL is able to
linguistically express its output in a variety of
ways that might affect readability. Here we look
at features the microplanner can vary when lin-
guistically realising discourse relations.

2.1 Deriving microplanner rules from a
corpus analysis

Decisions about realising discourse relations are
made in a module called the microplanner. The
input is a tree of discourse relations joining
pieces of information. It plans how the informa-
tion from the tree will be ordered, whether it will
be marked with discourse cue phrases (e.g. ‘but’,



‘if” and ‘for example’), and how it will be packed
into sentences and punctuated.
To determine how human writers make these de-
cisions for good readers, we carried out a corpus
analysis (Williams and Reiter 2003). We used the
RST Discourse Treebank Corpus (Carlson et al.
2002). The discourse relations analysed were
concession, condition, elaboration-additional,
evaluation, example, reason and restatement. The
features we analysed are listed below.
¢ Text span order. The order of text spans
in discourse relations. For instance “be-
cause you got four out of ten, you need to
practise” or “you need to practise because
you got four out of ten ”.

e Cue phrase existence and selection.
Whether cue phrases are present in a rela-
tion, or not, and which ones are used. For
instance, cue phrases if and then are both
present in “if you practise, then you will
improve”, but not in “if you practise, you
will improve”.

¢ Cue phrase position. The positions where
cue phrases are located. For instance, for
example is before the text span in “for ex-
ample, you did not click on the letter D”,
mid-span in “you did not click, for exam-
ple, on the letter D”, and after it in “you
did not click on the letter D, for example”.
At present, GIRL can only handle posi-
tions before and after.

¢ Existence and selection of between-span
punctuation. Sometimes there is punctua-
tion between texts spans, e.g. the comma
in “many people find learning letters hard,
but you can do it” and the full stop in “you
finished the Alphabet Letters test. Well
done”, sometimes there is none e.g. “many
people find learning letters hard but you
candoit”.

¢ First text span length. The length of the
first text span in words.

The inspiration for choosing the first four fea-
tures was Moser and Moore’s analysis (1996).

The features are interdependent. For instance,
choosing a particular ordering of text spans can
constrain the choice of cue phrase. For instance,

the first span in a relation can never have cue
phrase but (Williams and Reiter 2003). The cor-
pus analysis was therefore extremely useful in
deriving a set of rules for choosing legal combi-
nations of features for each relation.

We hypothesised that certain values for fea-
tures were more likely to increase readability.
Commas between segments make the discourse
structure more explicit. Sentence-breaking
punctuation gives shorter sentences and selection
of short, common cue phrases can help learner
readers. Sentence length and word length are
both believed to have a major impact on read-
ability (Flesch 1949).

The corpus analysis results were input to ma-
chine learning algorithms to derive decision trees
and rules for GIRL’s microplanner. But the
analysis they are based on was a corpus written
for good readers and we need data to adapt them
for learner readers, so we carried out the experi-
ments described here.

2.2 Modifications for the experiments

For the experiments, the system was modified to
generate much shorter, more restricted, reports
than those of the original GIRL system (Williams
2002). It was also modified to produce eight re-
ports, one after each section of the literacy test,
rather than a single long report after the entire
test. These modifications increased our chances
of collecting some reading data from each stu-
dent, even if the student did not complete the en-
tire literacy assessment (see section 4). Each
short report consists of a salutation, a heading
and exactly five paragraphs. Each paragraph
consists of exactly one discourse relation. The
system can produce two versions of each report,
A and B (see Table 1).

In text types A and B, discourse relations were
generated by varying only one discourse feature
per paragraph. Table 1 shows which features
were varied. Based on our corpus analysis results
and on psycholinguistic evidence, we hypothe-
sised that type A reports would be more readable
(“easier”) than type B reports (“harder”).

Figure 2, shows an example of a type A report
and Figure 3, a type B report. The text spans in
the first paragraph are in statement:evaluation
order in A and evaluation:statement in B. The
second paragraph includes the cue phrase so in
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A, and therefore in B. The third paragraph has
for example before the second span in A and after
it in B. The fourth paragraph has a comma pres-
ent between text spans in A and no comma in B.
Finally, the fifth paragraph has cue phrase then
present in A, but not in B.

Fred Bloggs,
MISSING WORDS

Well done. You finished the MISSING WORDS TEST.
You got four out of fifteen, therefore you need to practise.

Sometimes you did not click on the right word. You did not
pick: recycle, for example.

Many people find learning words hard but you can do it.

If you practise reading, your skills will improve.

Figure 3, A type B “harder” report generated by GIRL

Varying options in the manner shown in Table
1 ignores any crossover effects since there are
actually 32 text types which would be possible
from a 2x2x2x2x2 matrix of features. Also, any
cumulative effects from having more than one
discourse relation per paragraph are ignored in
this design. We chose a simplified experimental
design, since this was a pilot experiment. We
wanted to test a large number of options and
were aiming only to get indications of which op-
tions would have the greatest effects on readabil-
ity. Future, more detailed experiments should
look at crossover and cumulative effects.

3. Experiments

3.1 Participants

There were twenty-seven participants over the
entire series of pilot experiments: twenty-one
adults on basic skills literacy programmes
(learner readers), four Ph.D. students and on
other good readers. Because the design of the

experiment was evolving, the conditions changed
and we only use results from the final version.
That is, nine learners and five good readers for
reading speed and eleven learners for compre-
hension.

People who register for literacy courses are
poor readers for a variety of reasons such as:
missed school, learning difficulties, dyslexia,
poor eyesight, poor hearing, short-term memory
problems, or a combination of these. Personal
data was recorded for each participant including
age range, gender, first language, eyesight prob-
lems, hearing problems and any known reading
problems (e.g. dyslexia). This data could be used
to sub-classify readers, but the number of partici-
pants was too small to do this.

3.2 Method

Each participant underwent a web-based literacy
assessment as described in the Introduction. After
completion of each test in the assessment, GIRL
generated feedback on how well the participant
had done. The report is one of the two types de-
scribed above and chosen by the system at ran-
dom. In total, each participant was presented with
between three and five reports of type A and
three to five of type B.

Each participant was recorded reading his/her
reports aloud, rather than recording silent reading
times. This is because we discovered in an ear-
lier pilot that following the more usual procedure
of asking participants to read silently and then
click a button led to erroneous reading times for
learners (Williams 2002). We could not be cer-
tain whether they had actually ‘read’ the reports
or not. Recordings provide evidence that reading
has, in fact, occurred.

The recordings were made digitally and were
annotated by hand by the first author using
CSLU’s SpeechViewer software (Hosom et al.
1998). The speech waveforms were annotated
with beginnings and ends of words and pauses

Paragraph Discourse Feature Varied Report type A Report type B
relation “easier” “harder”
1 evaluation text span order statement:evaluation | evaluation:statement
2 reason/result cue phrase choice “s0” “therefore”
3 example cue phrase position before segment after segment
4 concession comma between spans comma no comma
5 condition existence of cue phrase “if” and “then” “if” only

Table 1. The discourse features varied in each paragraph in reports type A and B.
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and with reading errors. Using the resulting an-
notation files, timings for each word, pause and
paragraph could be calculated accurately (to
within, say, 10ms). Only paragraph time and
some pause times are used here

QUESTIONS

Milly Maolly Mandy,

ALPHABET
LETTERS

1. What was the test about?
© don't know  wards © letters

2. How many did you get right?

=

well done. You finished the

3. Why do you need to practise?
ALPHABET LETTERS test,

I got some wrong, © 1got

- .
G Ee i T e them all right. I don't know

therefore you need to practise. 4. Type one letter yau got wrong

Sometimes you did nat pick the here:
right letter, Vou did not click on:

A, for example. 3. What can you do, even if itis

hard?
. © learn to swim © don't know
Many peaple find learning letters

-
hard but you can do it. Isigt (pEgEn:

&, What must you do toimprove?
If you practise reading, your
skills will irmprove.

SUBMIT |

Figure 4. Comprehension questions are presented
alongside a second view of the first report
After a participant had seen a screen showing
his/her first report, had read aloud from that re-
port and had been recorded, comprehension
questions were presented (see Figure 4). The
questions are displayed alongside a second view
of the report and thus involved only comprehen-
sion, not recall. The experimenter read the ques-
tions aloud to learners, if necessary. Questions
asked the meaning of information items in the
report and of certain discourse relations. For ex-
ample, question three is a ‘why’ question to de-
termine if the reader has understood the relation
in the second paragraph. Comprehension ques-
tions were administered only once, because an
earlier pilot demonstrated that the meanings of
each report are similar enough to prime readers.
On completion of the entire literacy assess-
ment, an overall literacy level was calculated.
This is subdivided into overall reading, overall
writing and overall listening. Overall reading
and overall writing are further subdivided into
word focus, sentence focus and text focus scores.
If there was time after the experiment, infor-
mal chats with each participant provided useful
information about readers’ attitudes to the as-
sessment and the reports. Participants offered
ideas and suggestions for improvements. Basic

skills tutors who were present during the pilots
offered valuable suggestions.

4. Results

Not all learners managed to complete the literacy
assessment because of time limits. Some learners
and all good readers completed the test within an
hour. Other learners took much longer, with one
taking four hours! Two learners did not wish to
be recorded reading aloud (although the majority
of people were willing, sometimes even eager, to
be recorded). Also, some recordings turned out
to be too noisy. So we do not have a complete set
of recordings for every person. For fourteen peo-
ple, a maximum of 154 full text recordings were
possible (720 paragraphs). We have good re-
cordings of 297 paragraphs. All eleven learners
completed the comprehension test.

4.1 Reading speed

Reading speeds were calculated in milliseconds
per word (ms/word). Individuals, and particularly
learner readers, vary a great deal in their reading
aloud rates, so we calculated adjusted reading
times for each person. The adjusted time is an
individual’s raw time per word for a single para-
graph less that same person’s average time per
word over all of his/her recordings. In other
words, adjusted times are a person’s deviations
from his/her average time. If the adjusted time is
zero, then it is the same as that person’s average
time. A negative adjusted time means the person
read faster and a positive adjusted time means
they read slower. We were thus able to compare
reading times for both versions of a paragraph,
for all readers and calculate which version was
read faster.

4.1.1 Paragraph 1: order of text spans

statement evaluation

:evaluation :statement

# adj.time # adj.time
Learners 26 -111.4 12 —47.1
Good
readers 23 -37.3 [ 16 —-30.6

Table 2. Mean adjusted times in ms/word on two or-
derings, where # = number of samples.

Table 2 shows that learner readers read state-
ment:evaluation order on average 64.3ms/word
faster than evaluation:statement order. This re-
sult agrees with our RST Discourse Treebank
corpus analysis (Williams and Reiter 2003)
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where we found that the statement:evaluation
order is far more common. In fact we found this
ordering present in 86% of evaluation relations.
There is little difference in times for good readers
(6.7 ms/word).

4.1.2 Paragraph 2: cue phrase selection

Table 3 shows that learner readers read relations
with the cue phrase so on average 90.8ms/word
faster than those containing therefore. Good
readers’ times showed a small difference of only
6.4ms/word. It could be argued that these differ-
ences are due to the fact that therefore has more,
and longer, syllables than so. However, if this
were the reason, then the differences would be
the same for both types of reader.

“so” “therefore”

# adj.time | # adj.time

Learners 20 -126.3 12 -35.5
Good

readers 13 -60.8 11 -54.4

Table 3, Average adjusted times in ms/word for so and
therefore, where # = number of samples

4.1.3 Paragraph 3: cue phrase position

before 2™span after 2™ span
# adj. # adj. time
time
Learners 20 7.5 12 -25.0
Good
readers 13 17.0 15 13.8

Table 4, Average adjusted times in ms/word with for
example before or after the 2" span, where # = num-
ber of samples

Table 4 shows that learner readers were on aver-
age 32.5ms/word faster when for example was
positioned after the second span, compared to
before it. Again, there is little difference in times
for good readers (3.2ms/word). The result for
learners was unexpected because we thought
people would read faster when they were told in
advance that the information they were about to
read was going to be an example (i.e. when for
example is before the second span). If it is after
the span, they have to re-evaluate the information
they have just read. Also, we found very few ex-
amples of the after position in our RST Discourse
Treebank analysis (Williams and Reiter 2003).
Scarcity of the easier-to-read version in the cor-
pus may provide further evidence for Ober-
lander’s theory (Oberlander 1998) that writers do
not always ‘do the right thing’ for readers. This
result will be investigated further in future ex-
periments.

4.1.4 Paragraph 4: between-span comma
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Table 5 shows that learner readers read this para-
graph on average 26.8ms/word faster when a
comma was present. This is what we expected.
The comma between text spans indicates the dis-
course structure more explicitly and we would
expect it to help learner readers. Once again
there is little difference in times for good readers
(5.6ms/word). Since the cue phrase is present
before the second span, the comma may be re-
dundant for good readers. Future experiments
will investigate this.

comma no comma

# adj.time | # adj.time
[ Learners 20 -59.6 | 12 -32.8
| Good readers 7 -64.3 ]9 -69.9

Table 5, Average adjusted times in ms/word for a
between-span comma or no comma, where # = num-

ber of samples

4.1.5 Paragraph 5: presence of second cue

then no then
# adj. # adj.
time time
[ Learners 18 -8.3 ] 12 -37.3
| Good readers 7 -57.8 ] 9 -51.0

Table 6, Average adjusted times in ms/word with and
without cue phrase then where # = number of samples
Table 6 shows that learner readers read relations
with no second cue phrase 29.0ms/word faster.
Good readers showed little difference in times
(6.8ms/word). This is not what we expected. We
expected the second cue phrase to help learners
because it makes the condition relation more ex-
plicit when both if and then are present. This re-
sult ties in with our corpus analysis (Williams
and Reiter 2003) where few cases with both cues
present were found. Writers do not often use both
cue phrases and learner readers seem to find an
extra phrase adds difficulty rather than helping.

4.1.6 Sentence length

The figures for reading times vs. sentence
length show that all readers are slower on sen-
tences above 23 words in length, and some learn-
ers are slower above 18 words. We require more
data to verify this.

4.2 Comprehension

We found that learner readers can have problems
with answering comprehension questions, even
when the questions are administered verbally.
Some learner readers are unfamiliar with rea-
soning about textual meanings. Some find it very
hard to create answers using different words from



those that are present in the text they have just
read. We therefore implemented a version of the
system that generated more explanation for each
paragraph (discourse relation), see Figure 5.

Fred Bloggs,
MISSING WORDS

Well done. You finished the MISSING WORDS TEST.

You got four out of fifteen. You made eleven mistakes. That
means you need to practise.

Here is one you got wrong. You did not pick: recycle.

Many people find learning words hard. Perhaps you find it
hard? You can do it.

The more you practise reading, the more your skills will
improve.

discourse relations (Williams and Reiter 2003).
Since the features analysed for each relation are
interdependent (see section 2.2). Interdependen-
cies can be conceptualised as a matrix like that
shown in Table 7, where each cell (shown blank)
actually contains rules (e.g. length vs. punctua-
tion rules might be 1-10 words -> comma and
>10 words -> full stop).

o |
o o ol
o 3 Q
D .
© o Q
=t <
“ IE] [3)
[} 0 o
ko] =t ] o O
u =) 5] S
o Q, 3] SpS}
length

punctuation
cue choice
[ cue position

Table 7. Interdependencies of features for one dis-

Figure 5. ‘Explanation’ text

Figure 6 shows the comprehension scores for
eleven learner readers. Scores, shown on the x-
axis, are number of questions answered correctly
out of six. Learner readers’ scores are shown as
gray bars and their mean scores are black bars.

Figure 6, Grey bars = Learner readers’ scores, Black
bars = Mean learner readers’ scores

Learners’ highest mean comprehension score
was on the explanation text type, but there is lit-
tle difference between this and other mean
scores. We simplified comprehension questions
at the same time as introducing the explanation
text, so we need to do further experiments to de-
termine which has the most impact.

5. Conclusions

We previously analysed a corpus to determine
how writers linguistically realise a number of

course relation

The corpus analysis results were input to ma-
chine learning algorithms to derive decision trees
and sets of rules for GIRL’s microplanner, so that
given input text spans of fixed lengths linked in a
discourse relation tree, it can determine ordering,
between-span punctuation, cue choice and cue
position. Since the corpus analysis was based on
a corpus written for good readers, we required
data from experiments like this to adapt the rules
for learner readers. To find out in detail how to
adapt each cell of the matrix for each relation, we
need more extensive experiments than these.
Nevertheless, our pilot experiments are a good
start. They enabled us to develop and refine our
experimental method. Our preliminary reading
speed results show:

e Text span order. Learners were slightly
faster reading statement:evaluation order.
Good readers’ speeds showed only small
differences.

¢ (Cue phrase choice. Learners were faster
reading relations containing so than those
containing therefore. Good readers were
also slightly faster reading so. This result
was the only statistically significant one.

¢ (Cue phrase position Learner readers were
slightly faster when for example was posi-
tioned after the second segment. The po-
sition made very little difference to good
readers.
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¢ Presence of punctuation. Learner readers
were slightly faster when there was a
comma between discourse segments. This
made very little difference to good readers.

e Cue phrase existence. Learner readers
were slightly faster when then is not pres-
ent. This made very little difference to
good readers.

Sentence length and comprehension results re-
quire further investigation. The reading speed
results indicate that discourse realisation choices
make a greater impact on the reading speeds of
learner readers than on those of good readers.
This is an important first step in acquiring em-
pirical evidence from real readers who have poor
literacy skills. Discourse-level choices do indeed
make a difference for these readers. This infor-
mation is very valuable for the development of
the GIRL NLG system.

We require more extensive, larger-scale ex-
periment to derive rules appropriate for adapting
our existing corpus-analysis-based models to in-
dividuals’ reading skills. We need to know the
impact of each feature on all the others. For in-
stance (a) and (b), below, are almost equally
likely according to our previous corpus analysis
of the condition relation:

a) If you need help, ask your tutor.
b) Ask your tutor if you need help.

These experiments have shown that learners
find a easier than b, since it has a comma. How-
ever, the order of text spans in b could be easier.
We do not yet know how each feature affects the
others and which has the most impact. Nor do we
yet know if readability changes for a particular
feature as the discourse relation changes. The
choices seem deceptively simple, but their impact
on people with poor literacy can be considerable.
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