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Abstract

This paperpresents primarily data-drven Chi-

neseword sggmentationsystemand its perfor

manceon the closedtrack usingtwo corporaat

thefirst internationalChineseword segmentation
bakeoff. Thesystemconsistof anew wordsrec-

ognizer a basesggmentatioralgorithm,andpro-

ceduredor combiningsinglecharacterssufixes,
andcheckingsegmentatiorconsistencies.

1 Intr oduction

At thefirst Chineseword segmentatiorbakeoff, we partici-

patedin the closedtrack usingthe AcademiaSinicacorpus
(AS for short)andthe Beijing University corpus(PK for

short). We will referto the segmentedexts in the training
corpusasthe training data, andto both the unsgmented
testingtexts and the segmentedtexts (the referencetexts)

asthetesting data. For detailson the word segmentation
balkeoff, see(SproatandEmerson2003).

2 Word segmentation

New texts aresegmentedn four stepswhich aredescribed
in this section.New wordsareautomaticallyextractedfrom
the uns@mentedestingtexts andaddedto the basedictio-
nary consistingof words from the training databeforethe
testingtexts aresegmented|ine by line.

2.1 Basesegmentationalgorithm

Given a dictionary and a sentence,our base sggmenta-
tion algorithmfinds all possiblesegmentationf the sen-
tencewith respectto the dictionary computesthe prob-
ability of eachsggmentation,and choosesthe segmenta-
tion with the highestprobability. If a sentenceof n char

acters,S = cjcs . ..c,, hasa sgmentationof m words,
S = wiws ... wy,, thenthe probability of thesegmentation
is estimatedasp(S,T) = p(wiws ... wy) = [, p(w;),

whereT denotesa sggmentationof a sentence.The prob-
ability of a word is estimatedfrom the training corpusas
p(w) =~ % whereN (w) is the numberof timesthatthe
word w occursin the training corpus,and N is the num-
ber of wordsin the training corpus. Whena word is not

in thedictionary, a frequeng of 0.5is assignedo the new
word. The dynamicprogrammingtechniqueis appliedto
find the segmentationof the highestprobability of a sen-
tencewithout first enumeratingall possiblesggmentations
of the sentencavith respecto thedictionary Considerthe

text fragmentft: FFAE A, with respecto adictionarycon-
tainingthewords$t:F}, $tFH4E, F6K, f6and A, it
hasthreesggmentations(1) 47}/ fER;  (2) #tF+4E /
AR; and@) 4t} /461 K. Theprobabilitiesof thethree
sementationsarecomputedas: (1) ptH:F ) *p(FEAR); (2)
pGEFFE)*P(R); (3) pGEF})*p(FE)*p(K). The proba-
bility of awordis estimatedy its relative frequeng in the
trainingdata.Assumethefirst ssgmentatiorhasthe highest
probability, thenthe text fragmentwill be segmentedinto

HFFIAER.

2.2 Combining singlecharacters

New wordsareusuallytwo or morecharactersong andare
often sggmentedinto single characters.For example,the
word Z3 i is segmentednto 2% / {§ whenit is notin the
dictionary After a sentencés sggmentedusingthe baseal-
gorithm, the consecutie single Hanzi characterare com-
binedinto aword if thein-word probabilitiesof the single
charactersare over a thresholdwhich is empirically deter
minedfrom the training data. The in-word probability of
a characteiis the probability thatthe characteoccursin a
word of two or morecharacters.

SomeHanzi characterssuchas ) and T, occuras
words on their own in sggmentedtexts much more fre-
quentlythanin wordsof two or morecharacterskFor exam-
ple,in the PK training corpus,the character] occursasa
wordonits own 11,559%times,butin aword only 875times.
On the other hand, someHanzi charactersisually do not
occuraloneaswords,insteadthey occuraspartof aword.
As an example,the characterf occursin a word 17,108
times,but asaword aloneonly 794timesin the PK training
data.For eachcharactein thetrainingdata,we computeits
in-word probability asfollow: p(Cinword) = %
whereN (C) is thenumberof timesthatcharacte”' occurs
in thetrainingdata,and N (Ci,worq) is thenumberof times
thatcharactelC' is in aword of two or morecharacters.

We do notwantto combinethe singlecharactershatoc-



cur aswords alonemore often thannot. For both the PK
trainingdataandthe AS trainingdata,we dividedthetrain-
ing datainto two parts,two thirdsfor training,andonethird
for systemdevelopment.We found that settingthe thresh-
old of thein-word probabilityto 0.850r aroundworksbest
on the developmentdata. After the initial segmentation
of a sentencethe consecutie single-characterare com-
binedinto oneword if their in-word probabilitiesare over
thethresholdof 0.85. Thetext fragment A\ 5 FH X E IRk

containsanew word 2£ ¥ Jik whichis notin thePK training
data. After the initial sggmentationthe text is sggmented
into AN/ 83 | K1 % /g /, which is subsequently
changednto A A\ / &3 | k¥ Jlk after combiningthe
threeconsecutie charactersThein-word probabilitiesfor

thethreecharactergk, ¥, andfk are0.94,0.98,and
0.99,respectiely.

2.3 Combining suffixes

A smallsetof characters suchas#, P andfk, fre-

guently occurasthe last charactelin words. We selected
145 suchcharactergrom the PK training corpus,and113

from the AS corpus.After combiningsinglecharactersye

combinea suffix charactewith theword precedingt if the

precedingvordis atleasttwo-charactetong.

2.4 Consistencycheck

The last stepis to perform consisteng checks. A seay-
mentedsentenceaftercombiningsinglecharacterandsuf-
fixes, is checled againstthe training datato make sure
that a text fragmentin a testingsentenceas segmentedin
the sameway as in the training dataif it also occursin
the training data. From the PK training corpus,we cre-
ateda phrase segmentation table consistingof word quad-
grams trigrams,bigrams andunigramstogethemith their
segmentationsand frequencies. Our phrasetable created
from the AS corpusdoesnot include word quad-gramso
reducethe size of the phrasetable. For example, from
the training text B K / @k / & / J.H, we create
the following entries(only somearelisted to sase space):

text fragment freq segmentation
HRSATH 1 R/ &/ THE
UiPN: e 1 BRI

MR TCE. 1 B/ RTHE

R 1 R

JuHE 1 JuH

After a new sentenceas processedy the first threesteps,
we look up every word quad-gram®f the segmentedsen-
tencein the phrasesegmentatiortable. Whenaword quad-
gramis foundin thephrasesegmentatiortablewith adiffer-
entsegmentationwe replacethe sgmentatiorof the word
guad-gramn the segmentedsentencedy its segmentation
foundin thephrasdable. This processs continuedo word
trigrams, word bigrams,and word unigrams. The ideais

thatif a text fragmentin a new sentencds found in the
training data,thenit shouldbe sggmentedn the sameway
asin the training data. As an example,in the PK testing

datathesentencdl] Kl 2 42 i EE R KEH—, s
sementednto BR /gt 1 R G 1 £ 1561 1Y) | KEEHT)
— [, afterthefirst threesteps(thetwo charactersf and
4E arenot, but shouldbe, combinedbecausehe in-word
probability of charactersfz, whichis 0.71,is below the
pre-definedhresholdof 0.85). The word bigram BH K it
& is foundin the phrasesggmentatiortablewith a differ-
entsgmentation K / 5t / 2. Sothe sgmentation

B R | Bt & is changedo the segmentationB K / i /
& in thefinal sggmentedsentenceln essencewhenatext
fragmenthastwo or more sggmentationsjts surrounding
context, which can be the precedingword, the following
word, or both, is utilized to choosethe most appropriate
segmentation.Whena text fragmentin a testingsentence
neveroccurredn thesamecontext in thetrainingdata,then
themostfrequentsegmentatiorfoundin thetrainingdatais

chosen.Considerthe text ji /& again,in the testingdata,

, BLJEEE4E is segmentednto | /& / ZE5E by ourbase

algorithm. In this case jil /& never occurredin the context
of , WiEE%, , B2 orgi/2E %, Theconsistenyg
checkstepchanges, /i /s into , /5t/ &/ 5
4 sincelil &2 is segmentednto Hf / &£ 515times, but is
treatedasoneword g /& 105timesin thetrainingdata.

3 Newwords recognition

We developeda few procedurego identify new wordsin
the testingdata. Our first procedures designedo recog-
nize numbersdates percenttime, foreignwords, etc. We
defineda setof charactergonsistingof charactersuchas
the digits ‘0’ to ‘9’ (in ASCIl and GB), the letters‘a’ to
'Z’, ‘A to ‘2’ (in ASCIl andGB), ‘ZE— =P H AL
J\ITETF L. K42 54F % andthe like. Any
consecuiie sequenc®f the charactershatarein this pre-
definedset of characterds extractedand post-processed.
A setof rulesis implementedn the post-processorOne
suchrule is that if an extractedtext fragmentsendswith
the charactertE and containsary charactein + &/ T4
{255, thenremovetheendingcharactefE andkeepthe
remainingfragmentasaword. For example,our recognizer
will extract the text fragmentPd i /\+4E and % JL4E
sinceall the charactersrein the pre-definedsetof charac-
ters. The post-processawill strip off the trailing character

&, andreturn P4 F /\+ and 55 /1, aswords. For per

sonalnameswe developeda programto extractthe names

precedingexts suchas ( |k ) and (%), apro-
gramto detectand extract namesin a sequencef names

separatetby the Chinesegpunctuatiort', ”, suchasix &84
mEBRR, BRIk, BMAK,, aprogramto extract



Tablel: Resultsfor the closedtrackusingthe PK corpus.

personahameg Chineseor foreign)following title or pro-
fessionnamessuchasxl]#¢ B in thetext 3 & 4N ZEF X
¥ E, andaprogramto extractChinesepersonahames
basedon the precedingword andthe following word. For

example,the string 7pEEBH in T4 K P % BA % is most
likely a personahame(in this caseijt is) since)\ is a Chi-
nesefamily name the stringis three-charactdong (a typ-
ical Chinesepersonahameis eitherthreeor two-character
long). Furthermore the precedingword [¥] and the fol-
lowing word i, arehighly unlikely to appeaiin a Chinese
personahame.For the personahamesextractedfrom the
PK testingdata,if the nameis two or three-charactdong,
andif thefirst characteior two is a Chinesefamily name,
thenthefamily nameis separateérom thegivenname.The
family namesarenotseparateffom thegivennamedor the
personahamesxtractedfrom the AS testingdata.ln some
caseswe find it difficult to decidewhetheror not the first
characteishouldbe removed from a personaihame. Con-
siderthepersonahameH-FJ4k whichlookslikeaChinese
personahamesincethe first characteiis a Chinesefamily
name,andthe nameis three-charactdong. If it is atrans-
latedforeignname(in this caseijt is), thenthenameshould
not be split into family nameand given name. But if it is
thenameof a Chinesepersonahame thenthefamily name
M shouldbe separatedrom the given name. For place
nameswe developeda simpleprogramto extractnamesof
cities, counties,towns, villages, streets,etc, by extracting
the stringsof up to threecharacterappearingoetweerntwo
placenamedesignators . For example,from the text Y. g
e )1 T ISR RN A,  our programwill extract i
HH and M.

4 Results

The lastrow (in boldface)in Table 1 givesour official re-
sultsfor thePK closedtrack. Otherrowsin thetablepresent
the resultsunder different experimentalconditions. The
column labeledsteps refersto the executedstepsof our
Chineseword sggmentationalgorithm. Step1 segmentsa
text usingthebasesegmentatioralgorithm,step2 combines
single charactersstep3 attachesuffixesto the preceding
words, and step4 performsconsisteng checks. The four
stepsaredescribedn detailsin section2. The columnla-
beleddict givesthedictionaryusedn eachexperiment.The
pkdl consistsof only the wordsfrom the PK training cor-

steps| dict R P F Roov | Riv steps| dict | R P F Roov | Riv
111 pkdl | 0.919| 0.838| 0.877 | 0.050 | 0.984 111 asdl| 0.950 | 0.936| 0.943| 0.000 | 0.970
211 pkd2 | 0.940 | 0.892 | 0.915| 0.347 | 0.984 2|1 asd2| 0.950 | 0.943| 0.947| 0.132| 0.968
3|1 pkd3 | 0.949 | 0.920| 0.934 | 0.507 | 0.982 3|12 asd2| 0.951 | 0.952| 0.951| 0.337 | 0.964
4112 | pkd3| 0.950| 0.935]| 0.942| 0.610| 0.975 41 1-3 | asd2| 0.949] 0.952| 0.951| 0.372| 0.961
5] 13 | pkd3| 0.951| 0.940| 0.945| 0.655| 0.972 5|14 | asd2]| 0.966 | 0.956| 0.961| 0.364 | 0.980
6| 1-4 | pkd3| 0.955| 0.938| 0.946 | 0.647 | 0.977

Table2: Resultsfor the closedtrackusingthe AS corpus.

corpus | dict R P F Roow | Riy
AS asdl | 0.917| 0.912| 0.915| 0.000 | 0.938
PK pkdl1l | 0.909 | 0.829 | 0.867 | 0.050 | 0.972

Table3: Performancesf themaximummatching(forward)
usingwordsfrom thetrainingdata.

pus,pkd2 consistof the wordsin pkd1andthewordscon-
vertedfrom pkd1 by changingthe GB encodingto ASCII

encodingfor the numericdigits andthe Englishletters,and
pkd3 consistsof thewordsin pkd2andthewordsautomat-
ically extractedfrom the PK testingtexts usingthe proce-
duresdescribedn section3. ThecolumnslabeledrR, P and
F give therecall, precision,andF score,respectrely. The
columnslabeledR,,, and R;, shav the recall on out-of-

vocahulary words and the recall on in-vocakulary words,
respectiely. All evaluationscoresreportedin this paper
are computedusingthe scoreprogramwritten by Richard
Sproat.We referreaderdo (SproatandEmerson2003)for

detailson the evaluationmeasuresFor example,row 4 in

table1 givestheresultsusingpkd3dictionarywhena sen-
tenceis sggmentedoy the basealgorithm,andthenthe sin-

gle characterén theinitial segmentatiorarecombined put

suffixesarenot attachedand consisteng checkis not per

formed. Thelastrow in table2 presentur official results
for the closedtrack usingthe AS corpus. The asdl dictio-

nary containsonly the wordsfrom the AS training corpus,
while the asd2 consistsof the wordsin asdl andthe new

wordsautomaticallyextractedfrom the AS testingtexts us-
ing the new wordsrecognitiondescribedn section3. The
resultsshowv thatnew wordsrecognitionandjoining single
charactergontributedthe mostto theincreasen precision,
while the consisteng checkcontributedthe mostto thein-

creasdn recall. Table3 givesthe resultsof the maximum
matchingusingonly the wordsin thetraining data. While

thedifferencebetweertheF-score®f themaximummatch-
ing andthe basealgorithmis small for the PK corpus,the
F-scoredifferencefor the AS corpusis muchlarger Our
basealgorithmperformedsubstantiallybetterthanthe max-
imum matchingfor theAS corpus.Theperformancesf our
basealgorithmon thetestingdatausingthewordsfrom the
training dataarepresentedn row 1 in table1 for the PK

corpus,androw 1 in table2 for the AS corpus.

5 Discussions

In this sectionwe will examinein somedetailsthe problem
of sggmentationinconsistenciesvithin the training data,



within the testingdata,andbetweertraining dataandtest-
ing data. Dueto spaceimit, we will only reportour find-

ings in the PK corpusthoughthe samekinds of inconsis-
tenciesalso occurin the AS corpus. We understandhat
it is difficult, or evenimpossible,to completelyeliminate
segmentationinconsistenciesHowever, perhapsve could

learnmore aboutthe impact of segmentationinconsisten-
ciesonasystems performancéy takingacloselook atthe

problem.

We wrote a programthattakesasinputa segmentedcor-
pusandprints out the shortestext fragmentsn the corpus
that have two or more sggmentations.For eachtext frag-
ment,the programalso prints out how the text fragmentis
segmentedandhow mary timesit is segmentedn a partic-
ular way. While someof the text fragments suchasZ§[g]
andZ fE, truly havetwo differentsegmentationsgepend-
ing on the contexts in which they occur or the meanings
of the text fragments pthersare segmentedinconsistently
We ran this programon the PK testingdataand found 21
uniqueshortestext fragmentswhich occur87 timesin to-
tal, thathave two differentseggmentationsSomeof the text
fragmentssuchas#4:J&, areinconsistentlysegmented.
The fragmentEg4: J& occurstwice in the testingdataand
is segmentednto #4: / J& in onecase but treatedasone
wordin theothercase We found 1,500uniqueshortestext
fragmentsn thePK trainingdatathathave two or moresey-
mentationsand 97 uniqueshortestext fragmentsthat are
segmenteddifferently in the training dataandin the test-
ing data.For example thetext pK & E J& is treatedasone
word in the training data, but is segmentedinto $K / ¥& /
E /3% in thetestingdata. We found 11,136uniqueshort-
esttext fragmentsthat have two or more sggmentationsn
the AS trainingdata,21 uniqueshortestext fragmentshat
have two or moreseggmentationsn the AS testingdata,and
38 uniqueshortesttext fragmentsthat have different seg-
mentationsin the AS training dataand in the AS testing
data.

Segmentation inconsistenciesnot only exists within
trainingandtestingdata,but alsobetweertrainingandtest-

ing data.For example thetext fragmenti}; X #b occurs3s
timesin the PK trainingdataandis consistentlysegmented
into” %A / H, but the sametext fragment,occurring
twice in the testingdata,is segmentednto £ / & / #b in
both cases.Thetext £ 3 occurs67 timesin the training
dataandis treatedas one word £ 3t in all 67 casesbut
the sametext, occurring4 timesin thetestingdata,is sey-
mentedinto £ / 3t in all 4 casesThetext &4 % occurs
16 timesin the training data,andis treatedasoneword in
all caseshutin thetestingdata,it is treatedasonewordin
threecasesandsegmentednto &4 / %X in onecase.The

text #1745 is segmentednto #I / A in 8 caseshut treated
asoneword in one casein thetraining data. A coupleof

text fragmentsseemto be incorrectlysegmented.The text
FE/R 4T in thetestingdatais sggmentednto Z&/R
#: /%N, andthetext 3LPKFHFT segmentednto 3 /
PREE.

Our sgmentedtexts of the PK testingdatadiffer from
the referencesggmentedtexts for 580 text fragments(427
unique). Out of these580 text fragments,126 text frag-
mentsare amongthe shortestext fragmentsthathave one
segmentationin the training data, but anotherin the test-
ing data. This implies that up to 21.7% of the mistales
committedby our systemmay have beenimpactedby the
segmentationnconsistenciebetweerthe PK training data
andthe PK testingdata. Sincethereare only 38 unique
shortestext fragmentdoundin the AS corpusthataresey-
menteddifferentlyin thetrainingdataandthetestingdata,
theinconsisteng problemprobablyhadlessimpacton our
AS results. Out of the same580 text fragments, 359 text
fragmentg62%)arenew wordsin the PK testingdata.For
example the propernamef2 i/ i, whichis anew word,
is incorrectlysggmentednto [ / i/ i#1 by our system.An-
otherexampleis the new word s} B} 2R which is treated
asoneword in thetestingdata,but is segmentednto Ej /
I | i 1 £R by our system.Someof the longertext frag-
mentsthatareincorrectlysegmentedmayalsoinvolve nen
words, so at least62%, but under80%, of the incorrectly
sgmentedext fragmentsare eithernew wordsor involve
new words.

6 Conclusion

We have presentedur word segmentationsystemandthe

resultsfor theclosedtrackusingthe AS corpusandthe PK

corpus.Thenew wordsrecognition combiningsinglechar

acters,andcheckingconsistenciesontributedthe mostto

theincreasan precisionandrecall overthe performancef

the basesegmentationalgorithm, which works betterthan
maximummatching.For the closedtrack experimentusing
the PK corpus,we found that 62% of the text fragments
that are incorrectly segmentedby our systemare actually
new words,which clearly shovs thatto furtherimprove the
performancef our systema betternew wordsrecognition
algorithmis necessaryOur failure analysisalsoindicates
thatup to 21.7%of the mistales madeby our systemfor

the PK closedtrack may have beenimpactedby the seg-

mentationinconsistenciebetweerthe training andtesting
data.
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